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or biochemical agent on a system responsive to such agent,
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each at a different at a different noise level within a selected
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SYSTEM AND METHOD FOR COLLECTING,
STORING, PROCESSING, TRANSMITTING
AND PRESENTING VERY LOW AMPLITUDE
SIGNALS

CROSS-REFERENCE TO RELATED
APPLICATION(S)

[0001] This application is a continuation of U.S. patent
application Ser. No. 11/632,340 SYSTEM AND METHOD
FOR COLLECTING, STORING, PROCESSING, TRANS-
MITTING AND PRESENTING VERY LOW AMPLITUDE
SIGNALS, filed Jun. 22, 2007 and claims the benefit of U.S.
Provisional Patent Application No. 60/593,006, entitled
SYSTEM AND METHOD FOR PRODUCING CHEMI-
CAL OR BIOCHEMICAL SIGNALS, filed Jul. 30, 2004;
U.S. Provisional Patent Application No. 60/591,549, entitled
SIGNAL PROCESSING SYSTEM, SUCH AS FOR PRO-
DUCING AND MANIPULATING SIGNALS FROM
CHEMICAL OR BIOCHEMICAL COMPOUNDS OR
SAMPLES, filed Jul. 27, 2004; U.S. Provisional Patent
Application No. 60/602,962, entitled TRANSDUCING SIG-
NALS AND METHODS, filed Aug. 19, 2004; and U.S. Pro-
visional Patent Application No. 60/674,083, entitled SYS-
TEM AND METHOD FOR PRODUCING CHEMICAL OR
BIOCHEMICAL SIGNALS, filed Apr. 21, 2005.

TECHNICAL FIELD

[0002] The present invention relates to apparatus and effect
for producing chemical or biological signals capable of pro-
ducing one or more of the effects of a chemical or biological
effector agent.

BACKGROUND

[0003] One ofthe accepted paradigms in the fields of chem-
istry and biochemistry is that chemical or biochemical effec-
tor agents, e.g., molecules, interact with target systems
through various physicochemical forces, such as ionic,
charge, or dispersion forces or through the cleavage or for-
mation of covalent of charge-induced bonds. These forces
may involve vibrational or rotational energy modes in either
the effector agent or target system.

[0004] Thus, for example, when a drug molecule is admin-
istered to a biological organism, the action of the drug
involves its interaction with target components, e.g., mem-
brane, enzyme, or nucleic acid components, to produce or
trigger a chain of events associated action of the drug. Simi-
larly, if an enzyme is added to a biological substrate, the
enzyme is able to interact with substrate through some type of
spatial coordination, and energetic modes present in the sys-
tem are transduced into an active or activated state leading to
covalent bond cleavage or formation.

[0005] A corollary of this paradigm is the requirement, in
effector-target systems, of the effector agent in the target
environment. However, what is not known or understood is
whether this requirement is related to the actual presence of
the effector, or whether it may be due, at least as to certain
effector functions, to the presence of energetic modes that are
characteristic of the effector. If effector function can be simu-
lated, at least in part, by certain characteristic energetic
modes, it may be possible to “simulate” the effect of the
effector agent in a target system by exposing the system to
certain energetic modes that are characteristic of the effector.
If so, the questions that naturally arise are: what effector-
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molecule energy modes are effective, how can they be con-
verted or transduced into the form of measurable signals, and
how can these signals be used to effect a target system, that is,
mimic at least some of the effector functions of the molecule
in a target system? These questions were addressed in
recently filed co-owned patent applications 60/593,006 and
60/591,549 (attorney docket numbers 38547-8010 and
-8011). Experiments conducted in support of the invention
described in the application demonstrate that certain effector
functions on a target system (in this case, one of a number of
biological systems), can be duplicated by exposing the target
system to electromagnetic waves produced by “transducing”
atime-domain signal of the effector compound. According to
the earlier-described invention, the time-domain signal is pro-
duced by recording a signal produced by the compound in a
shielded environment, while injecting noise into the record-
ing apparatus at a level that enhances the ability to observe
low-frequency stochastic events produced by the compound.
In the earlier-described application, the transducing signal
was the actual compound time-domain signal of the effector
compound.

[0006] The possibility of achieving effector-molecule
functions by exposing a target system to characteristic effec-
tor-molecule signals, without the need for the actual presence
of'the effector agent, has a number of important and intriguing
applications. Instead of treating an organism by the applica-
tion of a drug, the same effect may be achieved by exposing
the organism to drug-specific signals. In the field of nanofab-
rication, it might now be possible to catalyze or encourage
self-assembly patterns by introducing in the assembly sys-
tem, signals characteristic of a multivalent effector molecules
capable of promoting the desired pattern of self-assembly.
[0007] The present invention describes apparatus and
methods for achieving effector-specific results in systems
known to be responsive to the effector, by transduction with
low-frequency signals that are characteristic of the effector
molecule.

SUMMARY

[0008] The invention includes, in one aspect, a method for
producing an effect of'a chemical or biochemical agent on a
system responsive to such agent. In practicing the method, a
plurality of low-frequency time domain signals are obtained
by (i) placing a sample containing the agent in a container
having both magnetic and electromagnetic shielding, (ii)
injecting noise into the sample at a given noise amplitude; (iii)
recording an electromagnetic time-domain signal composed
of sample source radiation superimposed on the injected
Gaussian noise, and (iv) repeating steps (ii)-(iii) at each of a
plurality of noise levels in a selected range.

[0009] The plurality of time domain signals are then ana-
lyzed to identify an optimized agent-specific time-domain
signal. This analysis may be carried out, for example, by one
of three general methods disclosed herein. In the first, each
signal is used to generate a histogram that shows, for each
event bin f over a selected frequency range, the number of
event counts in each bin, where f is a sampling rate for
sampling the time domain signal, assigning to the histogram,
a score related to the number of bins that are above a given
threshold. The time-domain signal is selected on the basis of
this bin-number score.

[0010] In the second approach, each of the time domain
signals is autocorrelated and transformed by a Fast Fourier
Transform, and the FFT of the autocorrelated signal is
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assigned a score related to the number of peaks above a noise
mean average value. The time-domain signal(s) having the
highest score are selected.

[0011] The third approach involves calculating a series of
Fourier spectra of the time-domain signal over each of a
plurality of defined time periods, in a selected frequency
range between DC and 50 KHz, and averaging the Fourier
spectra.

[0012] The agent-responsive system is exposed to the
agent-specific spectral signal identified as above by placing
the system within the magnetic field of an electromagnetic
transducer, and applying the selected signal to the transducer
at a signal amplitude and for a period sufficient to produce in
the system an agent-specific effect on the system.

[0013] In obtaining the time-domain signals, the noise is
preferably injected into a Helmholz coil surrounding the
sample, ata selected noise output in the range up to 1 volt. The
signal is preferably recorded using a gradiometer coupled to
a SQUID, with the noise being injected into the gradiometer.
The source of noise may be, for example, Gaussian or uni-
form noise, and the noise range over which the noise is
injected is preferably between about 30 to 35 decibels above
the molecular electromagnetic emissions sought to be
detected

[0014] The electromagnet transducer may include a coil
winding defining an open interior, with the sample being
placed within the open interior of said winding during expo-
sure to the signal. In another embodiment, the electromagnet
transducer includes an implantable coil, with the transducer
being implanted in a biological system prior to exposure to
the signal.

[0015] In another aspect, the invention includes an appara-
tus for producing an effect of a chemical or biochemical agent
on a system responsive to such agent. The apparatus includes
a shielded container for receiving a sample of the agent, an
adjustable-power source of noise for injecting noise, e.g.,
Gaussian or uniform noise, into the sample at each of a
plurality of noise levels in a selected range, e.g., up to a noise
level of 1 volt, and between about 30 to 35 decibels above the
molecular electromagnetic emissions sought to be detected.
A detector in the apparatus records the electromagnetic time-
domain signal composed of sample source radiation super-
imposed on the injected noise, and the signals recorded at the
different noise levels are stored in a memory device.

[0016] An electronic unit in the apparatus functions to
receive each of the plurality of time-domain signals stored in
the memory device, and process the signals so as to permit
identification of an optimized agent-specific time-domain
signal, e.g., by one of the signal-analysis methods above. An
electromagnet transducer in the apparatus is used for expos-
ing the agent-responsive system to the optimized time-do-
main signal, ata signal amplitude and for a period sufficient to
produce in the system an agent-specific effect on the system.
[0017] The sample container in the apparatus may be an
attenuation tube having a sample-holding region, a magnetic
shielding cage surrounding said region, and a Faraday cage
contained within the magnetic shielding cage and also sur-
rounding the sample-holding region. The source of noise may
include a noise generator and a Helmholz coil which is con-
tained within the magnetic cage and the Faraday cage, and
which receives a noise output signal from the noise generator.
The detector is preferably a gradiometer coupled to a SQUID,
with the noise being injected into the gradiometer. The detec-
tor may further include a signal inverter operatively con-
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nected to the noise source and to the SQUID, for receiving
noise from the noise source and outputting into said SQUID,
noise in inverted form with respect to the noise injected into
the sample.

[0018] The electromagnet transducer may include a coil
winding and an open interior into which the sample is adapted
to be placed. In another embodiment, the electrogmagnetic
transducer may be a Helmholz coil having a pair of aligned
electromagnetic coils defining an exposure station therebe-
tween, and said exposing includes placing the sample within
said station. In yet another embodiment, electromagnet trans-
ducer includes an implantable coil.

[0019] In another aspect, the invention includes an opti-
mized agent specific time-domain signal produced by the
above method.

[0020] Theseand other objects and features of the invention
will become more fully apparent when the following detailed
description of the invention is read in conjunction with the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0021] FIG. 1 is an isometric view of one embodiment of a
molecular electromagnetic signaling detection apparatus
formed in accordance with one embodiment of the present
invention;

[0022] FIG. 2 is an enlarged, detail view of the faraday cage
and its contents shown in FIG. 1; and

[0023] FIG. 3 is an enlarged, cross sectional view of one of
the attenuation tubes shown in FIGS. 1 and 2.

[0024] FIG. 4 is a cross-section view of the faraday cage
and its contents shown in FIG. 2.

[0025] FIG. 5 is a cross-section view of an alternative
embodiment of the invention shown in FIGS. 1 through 4.
[0026] FIG. 6 is an enlarged, detail view of the frames
supporting the coils of the Helmholtz transformer described
herein.

[0027] FIG. 7isadiagram of an alternative electromagnetic
emission detection system.

[0028] FIG. 8 diagram ofthe processingunitincluded in the
detection system of the above Figures.

[0029] FIG. 9 is a diagram of an alternative processing unit
to that of FIG. 8.

[0030] FIG. 10 is aflow diagram ofthe signal detection and
processing performed by the present system.

[0031] FIG. 11A is a spectral plot of the emissions of a first
sample.

[0032] FIG. 11B is spectral plot of the emissions of a sec-
ond sample.

[0033] FIGS. 12A and 12B are spectral plots, in the spectral
region between 500-530 Hz, for a sample of saturated NaCl,
generated by Fourier transforming a non-correlated time-
domain sample signal (12A), and Fourier transforming a
cross-correlated sample spectrum (12B).

[0034] FIGS. 13A and 13B are spectral plots, in the spectral
region between 500-530 Hz, for a sample of alkyl ether sul-
fate, generated by Fourier transforming a non-correlated
time-domain sample signal (13A), and Fourier transforming
a cross-correlated sample spectrum (13B).

[0035] FIGS. 14A-14F are spectral plots, in the spectral
region between 500-530 Hz, for samples of deionized water
(14A), a saturated NaCl solution (14B), a solution of 1%
NaCl in deionized water (14C); a saturated NaBr sample
(14D), alkyl ether sulfate in deionized water (14E), and no
sample (14F).
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[0036] FIGS. 15A-15F are spectral plots, in the spectral
region between 500 and 535 Hz, of a sample of an amino acid
at a 1:100 wt/volume solution (15A) and at increasing w/v
dilutions of 1:10,000 (15B), 1:1 million (15C), 1:100 million
(15D), 1:10billion (15E and 15F), where the spectra in FIGS.
15A-15E were generated with 50 second recordings and 40
minute correlations, and the spectrum of FIG. 15F was gen-
erated with a 4:25 minute recording with a 12 hour correla-
tion.

[0037] FIG. 16 is a schematic diagram illustrating an alter-
native embodiment of a molecular electromagnetic signaling
detection apparatus.

[0038] FIG.17A is across-sectional view of the alternative
embodiment of FIG. 16;

[0039] FIG. 17B is an enlargement of a portion of FIG.
17A.
[0040] FIG. 18 is a cross-sectional isometric view of FIG.
17B.
[0041] FIG. 19 is a diagram of an alternative processing

unit to that of FIG. 9.

[0042] FIG. 20 shows a high-level flow diagram of data
flow for the histogram spectral plot method of the invention;
[0043] FIG. 21 is a flow diagram of the algorithm for gen-
erating a spectral plot histogram, in accordance with the
invention, and

[0044] FIGS. 22A-22D are histogram spectra of a sample
taken at four different noise power levels.

[0045] FIGS. 23A-23C are computer screen shots display-
ing a user interface for generating and displaying a spectral
plot histogram;

[0046] FIG. 24 is aflow diagram of steps in identify optimal
time-domain signals in accordance with a second embodi-
ment of the method of the invention;

[0047] FIGS. 25A-25E shows (a portion of a time-domain
signal for a sample containing 40% of an herbicide compound
(25A), an FFT of autocorrelated time-domain signals from
the sample in 25A, recorded at a noise levels of 70.9-dbm
(25B), 74.8-dbm (25C and 25D), and 78.3-dbm (25E);
[0048] FIG. 26 is a plot of autocorrelation scores vs noise
setting for the sample in FIG. 25;

[0049] FIG. 27 is aflow diagram of steps in identify optimal
time-domain signals in accordance with a third embodiment
of the method of the invention;

[0050] FIG. 28A shows the transduction equipment layout
in a typical transduction experiment; and FIGS. 28B and 28C
show a transduction coil and container used in a typical trans-
duction experiment (28B); and an arrangement of transduc-
tion coil on a shaker table (28C);

[0051] FIGS. 29A-29C show a plot of magnetic fields in a
Helmholz coil transducer, as a function of position between
the coils (29A); a solenoid transducer (29B), and a modified
solenoid transducer (29C);

[0052] FIGS. 30A-30E show the response of Aral.(+)-in-
ducable green fluorescent protein in £ coli to various stimuli,
including a MIDS Aral .(+) signal;

[0053] FIG. 31 shows a boxplot of stem length in response
to various stimuli, including a herbicide MIDS signal;
[0054] FIGS. 32A and 32B are photographs of sugar pea
sprouts without (32A) and with (32B) exposure to a MIDS
herbicide signal; and

[0055] FIG. 33 shows the effect of various stimuli on stem
length, including a growth stimulator MIDS signal, expressed
as a boxplot of stem length in response to the stimuli.
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[0056] Discussion ofany particular element or art, the most
significant digit or digits in a reference number refer to the
figure number in which that element is first introduced.
[0057] The headings provided herein are for convenience
only and do not necessarily affect the scope or meaning of the
claimed invention.

DETAILED DESCRIPTION
Definitions

[0058] The terms below have the following definitions
unless indicated otherwise.

[0059] “Sample that exhibits molecular rotation” refers to a
sample material, which may be in gaseous, liquid or solid
form (other than a solid metal) in which one or more of the
molecular compounds or atomic ions making up or present in
the sample exhibit rotation.

[0060] “Magnetic shielding” refers to shielding that
decreases, inhibits or prevents passage of magnetic flux as a
result of the magnetic permeability of the shielding material.
[0061] “Electromagnetic shielding” refers to, e.g., standard
Faraday electromagnetic shielding, or other methods to
reduce passage of electromagnetic radiation.

[0062] “Time-domain signal” or “time-series signal” refers
to a signal with transient signal properties that change over
time.

[0063] “Sample-source radiation” refers to magnetic flux
or electromagnetis flux emissions resulting from molecular
motion of a sample, such as the rotation of a molecular dipole
in a magnetic field.

[0064] “Gaussian noise” means random noise having a
Gaussian power distribution. “Stationary white Gaussian
noise” means random Gaussian noise that has no predictable
future components. “Structured noise” may contain a loga-
rithmic characteristic which shifts energy from one region of
the spectrum to another, or it may be designed to provide a
random time element while the amplitude remains constant.
These two represent pink and uniform noise, as compared to
truly random noise which has no predictable future compo-
nent. “Uniform noise” means noise having a constant ampli-
tude.

[0065] “Frequency-domain spectrum” refers to a Fourier
frequency plot of a time-domain signal.

[0066] “Spectral components™ referto singular or repeating
qualities within a time-domain signal that can be measured in
the frequency, amplitude, and/or phase domains. Spectral
components will typically refer to signals present in the fre-
quency domain.

[0067] “Similar sample,” with reference to a first sample,
refers to the same sample or a sample having substantially the
same sample components as the first sample.

[0068] “Faraday cage” refers to an electromagnetic shield-
ing configuration that provides an electrical path to ground for
unwanted electromagnetic radiation, thereby quieting an
electromagnetic environment.

[0069] A “spectral-features score” refers to a score based
on the number and/or amplitude of agent-specific spectral
peaks observed over a selected low-frequency range, e.g., DC
to 1 kHz or DC to 8 kHz, in a time-domain signal recorded for
an agent or sample that has been processed by a suitable
method, such as one of the three methods described herein, to
reveal identifiable spectral features that are specific to the
agent or sample.
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[0070] An “optimized agent-specific time-domain signal”
refers to a time-domain signal having a maximum or near-
maximum spectral-features score.

II. Apparatus for Producing and Processing Low-Frequency
Time-Domain Signals

[0071] Described in detail below is a system and method for
detecting, processing, and presenting low frequency electro-
magnetic emissions or signals of a sample of interest. In one
embodiment, a known white or Gaussian noise signal is intro-
duced to the sample. The Gaussian noise is configured to
permit the electromagnetic emissions from the sample to be
sufficiently detected by a signal detection system. Sets of
detected signals are processed together to ensure repeatability
and statistical relevance. The resulting emission pattern or
spectrum can be displayed, stored, and/or identified as a par-
ticular substance.

[0072] Some embodiments of the present invention
describe signals for use with a transducing system for pro-
ducing compound-specific electromagnetic waves that can
act on target systems placed in the field of the waves, and
methods of producing such signals. Other embodiments,
relate to generating and distributing such signals.

[0073] The following description provides specific details
for a thorough understanding of, and enabling description for,
embodiments of the invention. However, one skilled in the art
will understand that the invention may be practiced without
these details. In other instances, well-known structures and
functions have not been shown or described in detail to avoid
unnecessarily obscuring the description of embodiments of
the invention.

[0074] As explained in detail below, embodiments of the
present invention are directed to providing an apparatus and
method for the repeatable detection and recording of low-
threshold molecular electromagnetic signals for later, remote
use. A magnetically shielded faraday cage shields the sample
material and detection apparatus from extraneous electro-
magnetic signals. Within the magnetically shielded faraday
cage, a coil injects white or Gaussian noise, a nonferrous tray
holds the sample, and a gradiometer detects low-threshold
molecular electromagnetic signals. The apparatus further
includes a superconducting quantum interference device
(“SQUID”) and a preamplifier.

[0075] Theapparatus is used by placing a sample within the
magnetically shielded faraday, cage in close proximity to the
noise coil and gradiometer. White noise is injected through
the noise coil and modulated until the molecular electromag-
netic signal is enhanced through stochastic resonance. The
enhanced molecular electromagnetic signal, shielded from
external interference by the faraday cage and the field gener-
ated by the noise coil, is then detected and measured by the
gradiometer and SQUID. The signal is then amplified and
transmitted to any appropriate recording or measuring equip-
ment.

[0076] Referring to FIG. 1, there is shown a shielding struc-
ture 10 which includes, in an outer to inner direction, a con-
ductive wire cage 16 which is a magnetic shield and inner
conductive wire cages 18 and 20 which provide electromag-
netic shielding. In another embodiment, the outer magnetic
shield is formed of a solid aluminum plate material having an
aluminum-nickel alloy coating, and the electromagnetic
shielding is provided by two inner wall structures, each
formed of solid aluminum.
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[0077] Referring to FIG. 2, the faraday cage 10 is open at
the top, and includes side openings 12 and 14. The faraday
cage 10 is further comprised of three copper mesh cages 16,
18 and 20, nestled in one another. Each of the copper mesh
cages 16, 18 and 20 is electrically isolated from the other
cages by dielectric barriers (not shown) between each cage.
[0078] Side openings 12 and 14 further comprise attenua-
tion tubes 22 and 24 to provide access to the interior of the
faraday cage 10 while isolating the interior of the cage from
external sources of interference. Referring to FIG. 3, attenu-
ation tube 24 is comprised of three copper mesh tubes 26, 28
and 30, nestled in one another. The exterior copper mesh
cages 16, 18 and 20 are each electrically connected to one of
the copper mesh tubes 26, 28 and 30, respectively. Attenua-
tion tube 24 is further capped with cap 32, with the cap having
hole 34. Attenuation tube 22 is similarly comprised of copper
mesh tubes 26, 28 and 30, but does not include cap 32.
[0079] Referring again to FIG. 2, a low-density nonferrous
sample tray 50 is mounted in the interior of the faraday cage
10. The sample tray 50 is mounted so that it may be removed
from the faraday cage 10 through the attenuation tube 22 and
side opening 12. Three rods 52, each of which is greater in
length than the distance from the center vertical axis of the
faraday cage 10 to the outermost edge of the attenuation tube
22, are attached to the sample tray 50. The three rods 52 are
adapted to conform to the interior curve of the attenuation
tube 22, so that the sample tray 50 may be positioned in the
center of the faraday cage 10 by resting the rods in the attenu-
ation tube. In the illustrated embodiment, the sample tray 50
and rods 52 are made of glass fiber epoxy. It will be readily
apparent to those skilled in the art that the sample tray 50 and
rods 52 may be made of other nonferrous materials, and the
tray may be mounted in the faraday cage 10 by other means,
such as by a single rod.

[0080] Referring again to FIG. 2, mounted within the fara-
day cage 10 and above the sample tray 50 is a cryogenic dewar
100. In the disclosed embodiment, the dewar 100 is adapted to
fit within the opening at the top of faraday cage 10 and is a
Model BMD-6 Liquid Helium Dewar manufactured by
Tristan Technologies, Inc. The dewar 100 is constructed of a
glass-fiber epoxy composite. A gradiometer 110 with a very
narrow field of view is mounted within the dewar 100 in
position so that its field of view encompasses the sample tray
50. In the illustrated embodiment, the gradiometer 110 is a
first order axial detection coil, nominally 1 centimeter in
diameter, with a 2% balance, and is formed from a supercon-
ductor. The gradiometer can be any form of gradiometer
excluding a planar gradiometer. The gradiometer 110 is con-
nected to the input coil of one low temperature direct current
superconducting quantum interference device (“SQUID”)
120. In the disclosed embodiment, the SQUID is a Model
LSQ/20 LTS de SQUID manufactured by Tristan Technolo-
gies, Inc. It will be recognized by those skilled in the art that
high temperature or alternating current SQUIDs can be used
without departing from the spirit and scope of the invention.
In an alternative embodiment, the SQUID 120 includes a
noise suppression coil 124.

[0081] The disclosed combination of gradiometer 110 and
SQUID 120 have a sensitivity of 5 microTesla/Hz when mea-
suring magnetic fields.

[0082] The output of SQUID 120 is connected to a Model
SP Cryogenic Cable 130 manufactured by Tristan Technolo-
gies, Inc. The Cryogenic Cable 130 is capable of withstanding
the temperatures within and without the dewar 100 and trans-
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fers the signal from the SQUID 120 to Flux-Locked Loop
140, which is mounted externally to the faraday cage 10 and
dewar 100. The Flux-Locked Loop 140 in the disclosed
embodiment is an iFL-301-L Flux-Locked Loop manufac-
tured by Tristan Technologies, Inc.

[0083] Referring to FIG. 1, the Flux Locked Loop 140
further amplifies and outputs the signal received from the
SQUID 120 via high-level output circuit 142 to an iMC-303
iIMAG.©. SQUID controller 150. The Flux-Locked Loop 140
is also connected via a model CC-60 six-meter fiber-optic
composite connecting cable 144 to the SQUID controller 150.
The fiber-optic connecting cable 144 and SQUID controller
150 are manufactured by Tristan Technologies, Inc. The con-
troller 150 is mounted externally to the magnetic shielding
cage 40. The fiber-optic connecting cable 144 carriers control
signals from the SQUID controller 150 to the Flux Locked
Loop 140, further reducing the possibility of electromagnetic
interference with the signal to be measured. It will be appar-
ent to those skilled in the art that other Flux-Locked Loops,
connecting cables, and Squid controllers can be used without
departing from the spirit and scope of the invention.

[0084] The SQUID controller 150 further comprises high
resolution analog to digital converters 152, a standard GP-IB
bus 154 to output digitalized signals, and BNC connectors
156 to output analog signals. In the illustrated embodiment,
the BNC connectors are connected to a dual trace oscillo-
scope 160 through patch cord 162.

[0085] Referring to FIG. 2, a two-element Helmholtz trans-
former 60 is installed to either side of the sample tray 50 when
the sample tray is fully inserted within the faraday cage 10. In
the illustrated embodiment, the coil windings 62 and 64 of the
Helmholtz transformer 60 are designed to operate in the
direct current to 50 kilohertz range, with a center frequency of
25 kilohertz and self-resonant frequency of 8.8 megahertz. In
the illustrated embodiment, the coil windings 62 and 64 are
generally rectangular in shape and are approximately 8 inches
tall by 4 inches wide. Other Helmholtz coil shapes may be
used but should be shaped and sized so that the gradiometer
110 and sample tray 50 are positioned within the field pro-
duced by the Helmholtz coil. Each of coil windings 62 and 64
is mounted on one of two low-density nonferrous frames 66
and 68. The frames 66 and 68 are hingedly connected to one
another and are supported by legs 70. Frames 66 and 68 are
slidably attached to legs 70 to permit vertical movement of the
frames in relation to the lower portion of dewar 100. Move-
ment of the frames permits adjustment of the coil windings 62
and 64 of the Helmholtz transformer 60 to vary the amplitude
of white noise received at gradiometer 110. The legs 70 rest
on or are epoxied onto the bottom of the faraday cage 10. In
the illustrated embodiment, the frames 66 and 68 and legs 70
are made of glass fiber epoxy. Other arrangements of trans-
formers or coils may be used around the sample tray 50
without departing from the spirit and scope of the invention.
[0086] Referring to FIG. 4, there is shown a cross-sectional
view of the faraday cage and its contents, showing windings
62 of Helmholtz transformer 60 in relation to dewar 100 and
faraday cage 10. Note also in FIG. 4 the positioning of sample
tray 50 and sample 200.

[0087] Referring to FIG. 5, there is shown an alternative
embodiment in which the Helmholtz coil windings 62 and 64
are fixed in a vertical orientation and an additional noise coil
300 is positioned below sample tray 50. The windings of the
additional noise coil 300 are substantially perpendicular to
the vertical windings 62 and 64 of Helmholtz transformer 60,
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and the windings of the additional noise coil 300 are thus
substantially in parallel orientation to the bottom of faraday
cage 10.

[0088] In this alternative embodiment, noise would be fed
to noise coil 300 from an identical twisted pair wire (not
shown) as that supplying the Helmholtz coil. The noise source
would originate with the same noise generator used to supply
noise to the Helmholtz coil. Noise would be sampled either at
the noise generator via an additional noise output connection,
or via a balanced splitter from an output connection to the
noise generator. Attenuation of the noise signal at additional
noise coil 300 would be through an adjustable RF signal
attenuation circuit, of which many are available commer-
cially, or via a suitable series of fixed value RF attenuation
filters.

[0089] Referringto FIG. 6, a detail of the frames supporting
the coils of Helmholtz transformer 60 may be seen; the ref-
erence point of FIG. 6 is 90 degrees from the view of FIG. 4,
and omits the faraday cage 10. Frames 66 and 68 are disposed
to show the coil windings of the Helmholtz coil in a substan-
tially vertical position and parallel to one another. Frames 66'
and 68' illustrate the rotation of said frames about the axis of
the hinged connection joining said frames, so as to dispose the
coil windings ofthe Helmholtz transformer in an non-parallel
relationship with one another.

[0090] Referring again to FIG. 1, an amplitude adjustable
white noise generator 80 is external to magnetic shielding
cage 40, and is electrically connected to the Helmholtz trans-
former 60 through filter 90 by electrical cable 82. Referring to
FIG. 3, cable 82 is run through side opening 12, attenuation
tube 24, and through cap 32 via hole 34. Cable 82 is a co-axial
cable further comprising a twisted pair of copper conductors
84 surrounded by interior and exterior magnetic shielding 86
and 88, respectively. In other embodiments, the conductors
can be any nonmagnetic electrically conductive material,
such as silver or gold. The interior and exterior magnetic
shielding 86 and 88 terminates at cap 32, leaving the twisted
pair 84 to span the remaining distance from the end cap to the
Helmholtz transformer 60 shown in FIG. 1. The interior mag-
netic shielding 86 is electrically connected to Faraday cage 16
through cap 32, while the exterior magnetic shielding is elec-
trically connected to the magnetically shielded cage 40 shown
in FIG. 1.

[0091] Referringto FIG. 1, the white noise generator 80 can
generate nearly uniform noise across a frequency spectrum
from zero to 100 kilohertz. In the illustrated embodiment, the
filter 90 filters out noise above 50 kilohertz, but other fre-
quency ranges may be used without departing from the spirit
and scope of the invention.

[0092] White noise generator 80 is also electrically con-
nected to the other input of dual trace oscilloscope 160
through patch cord 164.

[0093] Referring to FIGS. 1, 2 and 3, a sample of the sub-
stance 200 to be measured is placed on the sample tray 50 and
the sample tray is placed within the faraday cage 10. In the
first embodiment, the white noise generator 80 is used to
inject white noise through the Helmholtz transformer 60. The
noise signal creates an induced voltage in the gradiometer
110. The induced voltage in the gradiometer 110 is then
detected and amplified by the SQUID 120, the output from
the SQUID is further amplified by the flux locked loop 140
and sent to the SQUID controller 150, and then sent to the
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dual trace oscilloscope 160. The dual trace oscilloscope 160
is also used to display the signal generated by white noise
generator 80.

[0094] The white noise signal is adjusted by altering the
output of the white noise generator 80 and by rotating the
Helmholtz transformer 60 around the sample 200, shown in
FIG. 2. Rotation of the Helmholtz transformer 60 about the
axis of the hinged connection of frames 66 and 68 alters its
phasing with respect to the gradiometer 110. Depending upon
the desired phase alteration, the hinged connection of frames
66 and 68 permits windings 62 and 64 to remain parallel to
one another while rotating approximately 30 to 40 degrees
around sample tray 50. The hinged connection also permits
windings 62 and 64 to rotate as much as approximately 60
degrees out of parallel, in order to alter signal phasing of the
field generated by Helmholtz transformer 60 with respect to
gradiometer 110. The typical adjustment of phase will
include this out-of-parallel orientation, although the other
orientation may be preferred in certain circumstances, to
accommodate an irregularly shaped sample 200, for example.
Noise is applied and adjusted until the noise is 30 to 35
decibels above the molecular electromagnetic emissions
sought to be detected. At this noise level, the noise takes on
the characteristics of the molecular electromagnetic signal
through the well-known phenomenon of stochastic reso-
nance. The stochastic product sought is observed when the
oscilloscope trace reflecting the signal detected by gradiom-
eter 110 varies from the trace reflecting the signal directly
from white noise generator 80. In alternative embodiments,
the signal can be recorded and or processed by any commer-
cially available equipment.

[0095] In an alternative embodiment, the method of detect-
ing the molecular electromagnetic signals further comprises
injecting noise 180.degree. out of phase with the original
noise signal applied at the Helmholz transformer 60 through
the noise suppression coil 124 of the SQUID 120. The sto-
chastic product sought can then be observed when the oscil-
loscope trace reflecting the signal detected by gradiometer
110 becomes non-random.

[0096] Regardless of how the noise is injected and adjusted,
the stochastic product can also be determined by observing
when an increase in spectral peaks occurs. The spectral peaks
can be observed as either a line plot on oscilloscope 160 or as
numerical values, or by other well known measuring devices.
[0097] Embodiments of the present invention provide a
method and apparatus for detecting extremely low-threshold
molecular electromagnetic signals without external interfer-
ence. They further provide for the output of those signals in a
format readily usable by a wide variety of signal recording
and processing equipment.

[0098] Referring now to FIG. 7, an alternative embodiment
to the molecular electromagnetic emission detection and pro-
cessing system of the above Figures is shown. A system 700
includes a detection unit 702 coupled to a processing unit 704.
Although the processing unit 704 is shown external to the
detection unit 702, at least a part of the processing unit can be
located within the detection unit.

[0099] The detection unit 702, which is shown in a cross-
sectional view in FIG. 7, includes a plurality of components
nested or concentric with each other. A sample chamber or
faraday cage 706 is nested within a metal cage 708. Each of
the sample chamber 706 and the metal cage 708 can be
comprised of aluminum material. The sample chamber 706
can be maintained in a vacuum and may be temperature
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controlled to a preset temperature. The metal cage 708 is
configured to function as a low pass filter.

[0100] Between the sample chamber 706 and the metal
cage 708 and encircling the sample chamber 706 are a set of
parallel heating coils or elements 710. One or more tempera-
ture sensor 711 is also located proximate to the heating ele-
ments 710 and the sample chamber 706. For example, four
temperature sensors may be positioned at different locations
around the exterior of the sample chamber 706. The heating
elements 710 and the temperature sensor(s) 711 may be con-
figured to maintain a certain temperature inside the sample
chamber 706.

[0101] A shield 712 encircles the metal cage 708. The
shield 712 is configured to provide additional magnetic field
shielding or isolation for the sample chamber 706. The shield
712 can be comprised of lead or other magnetic shielding
materials. The shield 712 is optional when sufficient shield-
ing is provided by the sample chamber 706 and/or the metal
cage 708.

[0102] Surrounding the shield 712 is a cryogen layer 716
with G10 insulation. The cryogen may be liquid helium. The
cryogen layer 716 (also referred to as a cryogenic Dewar) is at
an operating temperature of 4 degrees Kelvin. Surrounding
the cryogen layer 716 is an outer shield 718. The outer shield
718 is comprised of nickel alloy and is configured to be a
magnetic shield. The total amount of magnetic shielding pro-
vided by the detection unit 702 is approximately —100 dB,
-100 dB, and -120 dB along the three orthogonal planes of a
Cartesian coordinate system.

[0103] The various elements described above are electri-
cally isolated from each other by air gaps or dielectric barriers
(not shown). It should also be understood that the elements
are not shown to scale relative to each other for ease of
description.

[0104] A sample holder 720 can be manually or mechani-
cally positioned within the sample chamber 706. The sample
holder 720 may be lowered, raised, or removed from the top
of the sample chamber 706. The sample holder 720 is com-
prised of a material that will not introduce Eddy currents and
exhibits little or no inherent molecular rotation. As an
example, the sample holder 720 can be comprised of high
quality glass or Pyrex.

[0105] The detectionunit 702 is configured to handle solid,
liquid, or gas samples. Various sample holders may be uti-
lized in the detection unit 702. For example, depending on the
size of the sample, a larger sample holder may be utilized. As
another example, when the sample is reactive to air, the
sample holder can be configured to encapsulate or form an
airtight seal around the sample. In still another example, when
the sample is in a gaseous state, the sample can be introduced
inside the sample chamber 706 without the sample holder
720. For such samples, the sample chamber 706 is held at a
vacuum. A vacuum seal 721 at the top of the sample chamber
706 aids in maintaining a vacuum and/or accommodating the
sample holder 720.

[0106] A sense coil 722 and a sense coil 724, also referred
to as detection coils, are provided above and below the sample
holder 720, respectively. The coil windings of the sense coils
722, 724 are configured to operate in the direct current (DC)
to approximately 50 kilohertz (kHz) range, with a center
frequency of 25 kHz and a self-resonant frequency of 8.8
MHz. The sense coils 722, 724 are in the second derivative
form and are configured to achieve approximately 100% cou-
pling. In one embodiment, the coils 722, 724 are generally
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rectangular in shape and are held in place by G10 fasteners.
The coils 722, 724 function as a second derivative gradiom-
eter.

[0107] Helmholtz coils 726 and 728 may be vertically posi-
tioned between the shield 712 and the metal cage 708, as
explained herein. Each ofthe coils 726 and 728 may be raised
or lowered independently of each other. The coils 726 and
728, also referred to as a white or Gaussian noise generation
coils, are at room or ambient temperature. The noise gener-
ated by the coils 726, 728 is approximately 0.10 Gauss.

[0108] The degree of coupling between the emissions from
the sample and the coils 722, 724 may be changed by repo-
sitioning the sample holder 720 relative to the coils 722, 724,
or by repositioning one or both of the coils 726, 728 relative
to the sample holder 720.

[0109] The processing unit 704 is electrically coupled to
the coils 722, 724, 726, and 728. The processing unit 704
specifies the white or Gaussian noise to be injected by the
coils 726, 728 to the sample. The processing unit 104 also
receives the induced voltage at the coils 722, 724 from the
sample’s electromagnetic emissions mixed with the injected
Gaussian noise.

[0110] Referring to FIG. 8, a processing unit employing
aspects of the invention includes a sample tray 840 that per-
mits a sample 842 to be inserted into, and removed from, a
Faraday cage 844 and Helmholtz coil 746. A SQUID/gradi-
ometer detector assembly 848 is positioned within a cryo-
genic dewar 850. A flux-locked loop 852 is coupled between
the SQUID/gradiometer detector assembly 848 and a SQUID
controller 854. The SQUID controller 854 may be a model
iMC-303 iM AG multichannel controller provided by Tristan.

[0111] An analog noise generator 856 provides a noise
signal (as noted above) to a phase lock loop 858. The x-axis
output of the phase lock loop is provided to the Helmholz coil
846, and may be attenuated, such as by 20 dB. The y-axis
output of the phase lock loop is split by a signal splitter 860.
One portion of the y-axis output is input the noise cancellation
coil at the SQUID, which has a separate input for the gradi-
ometer. The other portion of the y-axis signal is input oscil-
loscope 862, such as an analog/digital oscilloscope having
Fourier functions like the Tektronix TDS 30005 (e.g., model
3032b). That is, the x-axis output of the phase lock loop drives
the Helmholz coil, and the y-axis output, which is in inverted
form, is split to input the SQUID and the oscilloscope. Thus,
the phase lock loop functions as a signal inverter. The oscil-
loscope trace is used to monitor the analog noise signal, for
example, for determining when a sufficient level of noise for
producing non-stationary spectral components is achieved.
An analog tape recorder or recording device 864, coupled to
the controller 854, records signals output from the device, and
is preferably a wideband (e.g. 50 kHz) recorder. A PC con-
troller 866 may be an MS Windows based PC interfacing with
the controller 854 via, for example, an RS 232 port.

[0112] InFIG. 9, a block diagram of another embodiment
of'the processing unit is shown. A dual phase lock-in amplifier

[Tt}

202 is configured to provide a first signal (e.g., “x” or noise
signal) to the coils 726, 728 and a second signal (e.g., “y” or
noise cancellation signal) to a noise cancellation coil of a
superconducting quantum interference device (SQUID) 206.
The amplifier 202 is configured to lock without an external
reference and may be a Perkins Elmer model 7265 DSP

lock-in amplifier. This amplifier works in a “virtual mode,”

Jun. 18, 2009

where it locks to an initial reference frequency, and then
removes the reference frequency to allow it to run freely and
lock to “noise.”

[0113] An analog noise generator 200 is electrically
coupled to the amplifier 202. The generator 200 is configured
to generate or induce an analog white Gaussian noise at the
coils 726, 728 via the amplifier 202. As an example, the
generator 200 may be a model 1380 manufactured by General
Radio.

[0114] An impedance transformer 204 is electrically
coupled between the SQUID 206 and the amplifier 202. The
impedance transformer 204 is configured to provide imped-
ance matching between the SQUID 206 and amplifier 202.
[0115] The noise cancellation feature of the SQUID 206
can be turned on or off. When the noise cancellation feature is
turned on, the SQUID 206 is capable of canceling or nullify-
ing the injected noise component from the detected emis-
sions. To provide the noise cancellation, the first signal to the
coils 726, 728 is a noise signal at 20 dB or 35 dB above the
molecular electromagnetic emissions sought to be detected.
At this level, the injected noise takes on the characteristics of
the molecular electromagnetic signal through stochastic reso-
nance. The second signal to the SQUID 206 is a noise can-
cellation signal and is inverted from the first signal at an
amplitude sufficient to null the noise at the SQUID output
(e.g., 180 degrees out of phase with respect to the first signal).
[0116] The SQUID 206 is a low temperature direct element
SQUID. As an example, the SQUID 206 may be a model
LSQ/20 LTS dC SQUID manufactured by Tristan Technolo-
gies, Inc. Alternatively, a high temperature or alternating
current SQUID can be used. The coils 722, 724 (e.g., gradi-
ometer) and the SQUID 206 (collectively referred to as the
SQUID/gradiometer detector assembly) combined has a
magnetic field measuring sensitivity of approximately 5
microTesla/Hz. The induced voltage in the coils 722, 724 is
detected and amplified by the SQUID 206. The output of the
SQUID 206 is a voltage approximately in the range 0£0.2-0.8
microVolts.

[0117] The output of the SQUID 206 is the input to a
SQUID controller 208. The SQUID controller 208 is config-
ured to control the operational state of the SQUID 206 and
further condition the detected signal. As an example, the
SQUID controller 208 may be an iMC-303 iMAG multi-
channel SQUID controller manufactured by Tristan Tech-
nologies, Inc.

[0118] The output of the SQUID controller 208 is inputted
to an amplifier 210. The amplifier 210 is configured to provide
a gain in the range of 0-100 dB. A gain of approximately 20
dB is provided when noise cancellation node is turned on at
the SQUID 206. A gain of approximately 50 dB is provided
when the SQUID 206 is providing no noise cancellation.
[0119] The amplified signal is inputted to a recorder or
storage device 212. The recorder 212 is configured to convert
the analog amplified signal to a digital signal and store the
digital signal. In one embodiment, the recorder 212 stores
8600 data points per Hz and can handle 2.46 Mbits/sec. As an
example, the recorder 212 may be a Sony digital audiotape
(DAT) recorder. Using a DAT recorder, the raw signals or data
sets can be sent to a third party for display or specific pro-
cessing as desired.

[0120] A lowpass filter 214 filters the digitized data set
from the recorder 212. The lowpass filter 214 is an analog
filter and may be a Butterworth filter. The cutoff frequency is
at approximately 50 kHz.
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[0121] A bandpass filter 216 next filters the filtered data
sets. The bandpass filter 216 is configured to be a digital filter
with a bandwidth between DC to 50 kHz. The bandpass filter
216 can be adjusted for different bandwidths.

[0122] The output of the bandpass filter 216 is the input to
a Fourier transformer processor 218. The Fourier transform
processor 218 is configured to convert the data set, which is in
the time domain, to a data set in the frequency domain. The
Fourier transform processor 218 performs a Fast Fourier
Transform (FFT) type of transform.

[0123] The Fourier transformed data sets are the input to a
correlation and comparison processor 220. The output of the
recorder 212 is also an input to the processor 220. The pro-
cessor 220 is configured to correlate the data set with previ-
ously recorded data sets, determine thresholds, and perform
noise cancellation (when no noise cancellation is provided by
the SQUID 206). The output of the processor 220 is a final
data set representative of the spectrum of the sample’s
molecular low frequency electromagnetic emissions.

[0124] A user interface (UI) 222, such as a graphical user
interface (GUI), may also be connected to at least the filter
216 and the processor 220 to specify signal processing
parameters. The filter 216, processor 218, and the processor
220 can be implemented as hardware, software, or firmware.
For example, the filter 216 and the processor 218 may be
implemented in one or more semiconductor chips. The pro-
cessor 220 may be software implemented in a computing
device.

[0125] This amplifier works in a “virtual mode,” where it
locks to an initial reference frequency, and then removes the
reference frequency to allow it to run freely and lock to
“noise.” The analog noise generator (which is produced by
General Radio, a truly analog noise generator) requires 20 dB
and 45-dB attenuation for the Helmholz and noise cancella-
tion coil, respectively.

[0126] The Helmholz coil may have a sweet spot of about
one cubic inch with a balance of Vico™ of a percent. In an
alternative embodiments, the Helmholtz coil may move both
vertically, rotationally (about the vertical access), and from a
parallel to spread apart in a pie shape. In one embodiment, the
SQUID, gradiometer, and driving transformer (controller)
have values of 1.8, 1.5 and 0.3 micro-Henrys, respectively.
The Helmholtz coil may have a sensitivity of 0.5 Gauss per
amp at the sweet spot.

[0127] Approximately 10 to 15 microvolts may be needed
for a stochastic response. By injecting noise, the system has
raised the sensitivity of the SQUID device. The SQUID
device had a sensitivity of about 5 femtotesla without the
noise. This system has been able to improve the sensitivity by
25 to 35 dB by injecting noise and using this stochastic
resonance response, which amounts to nearly a 1,500%
increase.

[0128] After receiving and recording signals from the sys-
tem, a computer, such as a mainframe computer, supercom-
puter or high-performance computer does both pre and post
processing, such by employing the Autosignal software prod-
uct by Systat Software of Richmond Calif., for the pre-pro-
cessing, while Flexpro software product does the post-pro-
cessing. Flexpro is a data (statistical) analysis software
supplied by Dewetron, Inc. The following equations or
options may be used in the Autosignal and Flexpro products.
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[0129] Forward Transform:
N-1
Bz =3 x,e kN
n=0
[0130] Inverse Transform:

[0131] FFT Algorithm:

Best Exact N using Temperton’s Prime Factor FFT (C. Tem-
perton, “Implementation of a Self-Sorting In-Place Prime
Factor FFT Algorithm, Journal of Computation Physics, v.
58, p. 283, 1985).

[0132] Data Tapering Windows:

[cs4 BHarris min] 0.35875-0.48829%cos(2*Pi*i/(n-1))+0.
14128*cos(4*Pi*i/(n-1))-0.01168*(6*Pi*i/(n-1)), i=0.n-1
[Rectangular] No fixed shape tapering available (Oscillo-
scope)

Magnitude: sqrt(Re*Re+Im*Im)
Im=imaginary component]
Amplitude: 2.0*sqrt(Re*Re+Im*Im)/n

db, decibels: 10.0*log 10(Re*Re+Im*Im)

[0133] Averaging Replicates:

Replicates are based on the X-values coinciding to within
1e-8 fractional precision.

[Re=real component,

Reference Subtraction:

[0134] Reference Signal Subtraction (baseline noise) is
performed on Y axis (amplitude) at each point (channel)
along the X (time) axis. Negative Y values are then zeroed.
[0135] Cross-Correlation:

The function calculates the cross correlation function using
summation and integration. Since the signal is transient, the
correlation function is calculated using direct multiplication
and integration. All of the values required for the calculation
which lie outside the source channels (data series) are taken to
be 0. The points for which t<0 are also calculated.

[0136] Fourier Significance Levels:

Monte Carlo data is fitted to parametric models. Where data
size N is the only factor, univariate TableCurve 2D parametric
models are used. For a segmented FFT where segment size
and overlap are additional influences, trivariate Chebyshev
polynominals are implemented. These are options selected
under Autosignal. One could have data sets that analyze indi-
vidually, or could be analyzed in an overlapping fashion
where data set one would be analyzed, then the second half of
data set one and the first half of data set two, then data set two,
then the second half.

[0137] A flow diagram of the signal detection and process-
ing performed by the system 100 is shown in FIG. 10. When
a sample is of interest, at least four signal detections or data
runs are performed: a first data run at a time t;, without the
sample, a second data run at a time t, with the sample, a third
data run at a time t; with the sample, and a fourth data run at
a time t, without the sample. Performing and collecting data
sets from more than one data run increases accuracy of the
final (e.g., correlated) data set. In the four data runs, the
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parameters and conditions of the system 100 are held constant
(e.g., temperature, amount of amplification, position of the
coils, the noise signal, etc.).

[0138] At a block 300, the appropriate sample (or if it’s a
first or fourth data run, no sample), is placed in the system
100. A given sample, without injected noise, emits electro-
magnetic emissions in the DC-50 kHz range at an amplitude
equal to or less than approximately 0.001 microtesla. To
capture such low emissions, a white Gaussian noise is
injected at a block 301.

[0139] Atablock 302, the coils 722, 724 detect the induced
voltage representative of the sample’s emission and the
injected noise. The induced voltage comprises a continuous
stream of voltage values (amplitude and phase) as a function
of time for the duration of a data run. A data run can be 2-20
minutes in length and hence, the data set corresponding to the
data run comprises 2-20 minutes of voltage values as a func-
tion of time.

[0140] Atablock 304, the injected noise is cancelled as the
induced voltage is being detected. This block is omitted when
the noise cancellation feature of the SQUID 206 is turned off.

[0141] Atablock 306, the voltage values of the data set are
amplified by 20-50 dB, depending on whether noise cancel-
lation occurred at the block 304. And at a block 308, the
amplified data set undergoes analog to digital (A/D) conver-
sion and is stored in the recorder 212. A digitized data set can
comprise millions of rows of data.

[0142] Afterthe acquired data setis stored, at a block 310 a
check is performed to see whether at least four data runs for
the sample have occurred (e.g., have acquired at least four
data sets). If four data sets for a given sample have been
obtained, then lowpass filtering occurs at a block 312. Other-
wise, the next data run is initiated (return to the block 300).

[0143] After lowpass filtering (block 312) and bandpass
filtering (at a block 314) the digitized data sets, the data sets
are converted to the frequency domain at a Fourier transform
block 316.

[0144] Next, at a block 318, like data sets are correlated
with each other at each data point. For example, the first data
set corresponding to the first data run (e.g., a baseline or
ambient noise data run) and the fourth data set corresponding
to the fourth data run (e.g., another noise data run) are corre-
lated to each other. If the amplitude value of the first data set
at a given frequency is the same as the amplitude value of the
fourth data set at that given frequency, then the correlation
value or number for that given frequency would be 1.0. Alter-
natively, the range of correlation values may be set at between
0-100. Such correlation or comparison also occurs for the
second and third data runs (e.g., the sample data runs).
Because the acquired data sets are stored, they can be
accessed at a later time as the remaining data runs are com-
pleted.

[0145] When the SQUID 206 provides no noise cancella-
tion, then predetermined threshold levels are applied to each
correlated data set to eliminate statistically irrelevant corre-
lation values. A variety of threshold values may be used,
depending on the length of the data runs (the longer the data
runs, greater the accuracy of the acquired data) and the likely
similarity of the sample’s actual emission spectrum to other
types of samples. In addition to the threshold levels, the
correlations are averaged. Use of thresholds and averaging
correlation results in the injected noise component becoming
very small in the resulting correlated data set.
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[0146] Ifnoise cancellation is provided at the SQUID 206,
then the use of thresholds and averaging correlations are not
necessary.

[0147] Once the two sample data sets have been refined to
a correlated sample data set and the two noise data sets have
been refined to a correlated noise data set, the correlated noise
data set is subtracted from the correlated sample data set. The
resulting data set is the final data set (e.g., a data set repre-
sentative of the emission spectrum of the sample) (block 320).
[0148] Since there can be 8600 data points per Hz and the
final data set can have data points for a frequency range of
DC-50 kHz, the final data set can comprise several hundred
million rows of data. Each row of data can include the fre-
quency, amplitude, phase, and a correlation value.

[0149] InFIGS.11A and 11B, there are shown examples of
sample emission spectrums. A Fourier plot 400 shown in FIG.
11A corresponds to a spectrum of a sample of saturated
sodium chloride solution. A Fourier plot 500 shown in FIG.
11B corresponds to a spectrum of a sample of an enzyme.
[0150] Referring to FIG. 16, another alternative embodi-
ment to the systems described above will now be described as
a system 1600. In general, alternatives and alternative
embodiments described herein are substantially similar to
previously described embodiments, and the same reference
numbers often identify common elements and functions.
Only significant differences in construction or operation are
described in detail.

[0151] A second derivative gradiometer is shown as 1602,
where the target sample is positioned between upper and
lower pairs of coils. Two inner coils on opposite sides of the
sample complement each other, while two outer coils (top and
bottom coils) each complement each other, and oppose the
two inner coils. Such an arrangement allows for greater signal
extraction from the sample and improved noise rejection.
[0152] While shown in the Figures and described in greater
detail below, the system 1600 employs a concentric series of
elements and an arrangement along a central axis extending
into the dewar. A stepper motor 1604 allows the sample to be
positioned axially within this arrangement of concentric ele-
ments. In particular, the sample may be positioned at a desired
location within a middle of the gradiometer 1602.

[0153] Likewise, a micrometer adjustment mechanism
1606, such as a mechanical micrometer or stepper motor,
allows the Helmholtz coils to be aligned with respect to
elements in the system (such as the sample and gradiometer).
Such an adjustment of the Helmholtz coil aids in manufacture
and calibration of the system 1600, as well as allowing precise
alignment of fields within the system, such as providing a
uniform field with respect to the gradiometer 1602. It may be
useful to also provide a field off set or change in field gradient
to produce a better stochastic result, to offset noise in the
system, or to provide other benefits.

[0154] FIGS. 17A, 17B, and 18 show more clearly the
concentric arrangement of elements within the system 1600,
wherein the sample tube extends axially through a center of a
low pass filtering metal shield 1802 (such as a stainless steel
alloy) to pass signals below 2 kHz. An outer magnetic (MU)
shield surrounds the gradiometer, Helmholtz coils and
sample. The arrangement of system 1600 is generally self-
explanatory with respect to the Figures.

[0155] The random white noise generator, model 1381,
manufactured by General Radio and described above, may be
replaced by a programmable Gaussian white noise generator
manufactured by Noise/Com. Such a generator employs two
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outputs, one inverted from the other. One output may be
connected to the Helmholtz coil, with the other (inverted)
output connected to the SQUID noise cancellation coil noted
above.

[0156] Likewise, as shown in FIG. 19, the Tektronix digital
oscilliscope noted above may be replaced by a two-channeled
dynamic signal analyzer 1902, model SR 785, manufactured
by Stanford Research Systems. Such a signal analyzer may
process incoming signals by sampling multiple time domain
signals and averaging them across multiple frequency domain
FFT’s. This may result in a full spectrum frequency domain
record of all non-random signal components. Other changes
that may be made include replacing the digital audio tape
storage system with a digital versatile disk (DVD) recorder
1904. Further, a data acquisition board 1906 manufactured by
Keithley, model 3801, may be used, which works with soft-
ware for generating histograms, as described below.

[0157] In the alternative embodiment shown in FIG. 19, a
noise cancellation coil 1908 is connected between the gradi-
ometer and SQUID. (While a first derivative gradiometer is
shown, a second derivative gradiometer, such as that shown in
FIG. 16, may be used.) While not shown in FIG. 19, an
inverted noise channel (inverted with respect to noise applied
to the Helmholtz coils) may be applied to the noise cancella-
tion coil 1908 (and may first pass through an impedance
transformer that attenuates the noise signal by, for example,
45 dB). In an alternative embodiment, not shown, the noise
cancellation coil may be positioned within the SQUID 120,
between the SQUID input and output coils.

II1. Method of Producing an Optimized Time-Domain Signal

[0158] According to one aspect of the invention, it has been
discovered that sample-dependent spectral features in a low-
frequency time-domain signal obtained for a given sample
can be optimized by recording time-domain signals for
sample over a range of noise levels, that is power gain on the
noise injected into the sample during signal recording. The
recorded signals are then processed to reveal spectral signal
features, and the time domain signal having an optimal spec-
tral-features score, as detailed below, is selected. The selec-
tion of optimized or near-optimized time-domain signals is
useful because it has been found, also in accordance with the
invention, that transducing a chemical or biological system
with an optimized time-domain signal gives a stronger and
more predictable response than with a non-optimized time-
domain signal. Viewed another way, selecting an optimized
(or near-optimized) time-domain signal is useful in achieving
reliable, detectable sample effects when a target system is
transduced by the sample signal.

[0159] In general, the range of injected noise levels over
which time-domain signals are typically recorded between
about 0 to 1 volt, typically, or alternatively, the noise injected
is preferably between about 30 to 35 decibels above the
molecular electromagnetic emissions sought to be detected,
e.g., in the range 70-80-dbm. The number of samples that are
recorded, that is, the number of noise-level intervals over
which time-domain signals are recorded may vary from
10-100 or more, typically, and in any case, at sufficiently
small intervals so that a good optimum signal can be identi-
fied. For example, the power gain of the noise generator level
can be varied over 50 20 mV intervals. As will be seen below,
when the spectral-feature scores for the signals are plotted
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against level of injected noise, the plot shows a peak extend-
ing over several different noise levels when the noise-level
increments are suitable small.

[0160] The present invention contemplates three different
methods for calculating spectral-feature scores for the
recorded time-domain signals. These are (1) a histogram bin
method, (2) generating an FFT of autocorrelated signals, and
(3) averaging of FFTs, and each of these is detailed below.
[0161] Although not specifically described, it will be
appreciated that each method may be carried out in a manual
mode, where the user evaluates the spectra on which a spec-
tral-feature score is based, makes the noise-level adjustment
for the next recording, and determines when a peak score is
reached, or it may be carried out in an automated or semi-
automated mode, in which the continuous incrementing of
noise level and/or the evaluation of spectral-feature score, is
performed by a computer-driven program.

C. Histogram Method of Generating Spectral Information

[0162] FIG. 20 is a high level data flow diagram in the
histogram method for generating spectral information. Data
acquired from the SQUID (box 2002) or stored data (box
2004) is saved as 16 bit WAV data (box 2006), and converted
into double-precision floating point data (box 2008). The
converted data may be saved (box 2010) or displayed as a raw
waveform (box 2012). The converted data is then passed to
the algorithm described below with respect to FIG. 21, and
indicated by the box 2014 labeled Fourier Analysis. The
histogram can be displayed at 2016. Alternatively, and as will
be described below, the converted data may be passed to one
of two additional algorithms for identifying spectral features
in time domain signals.

[0163] With reference to FIG. 21, the general flow of the
histogram algorithm is to take a discrete sampled time-do-
main signal and use Fourier analysis to convert it to a fre-
quency domain spectrum for further analysis. The time-do-
main signals are acquired from an ADC (analog/digital
converter) and stored in the buffer indicated at 2102. This
sample is SampleDuration seconds long, and is sampled at
SampleRate samples per second, thus providing Sample-
Count (SampleDuration*SampleRate) samples. The Fre-
quencyRange that can be recovered from the signal is defined
as half the SampleRate, as defined by Nyquist. Thus, if a
time-series signal is sampled at 10,000 samples per second,
the FrequencyRange will be 0 Hz to 5 kHz. One Fourier
algorithm that may be used is a Radix 2 Real Fast Fourier
Transform (RFFT), which has a selectable frequency domain
resolution (FFTSize) of powers of two up to 216. An FFTSize
of' 8192 is selected, to provide provides enough resolution to
have at least one spectrum bin per Hertz as long as the Fre-
quencyRange stays at or below 8 kHz. The SampleDuration
should be long enough such that SampleCount>(2*) FFT-
Size*10 to ensure reliable results.

[0164] Since this FFT can only act on FFTSize samples at
a time, the program must perform the FFT on the samples
sequentially and average the results together to get the final
spectrum. If one chooses to skip FFTSize samples for each
FFT, a statistical error of 1/FFTSize 0.5 is introduced. If,
however, one chooses to overlap the FFT input by half the
FFTSize, this error is reduced to 1/(0.81*2*FFTSize) 0.5.
This reduces the error from 0.0110485435 to 0.0086805556.
Additional information about errors and correlation analyses
in general, consult Bendat & Piersol, “Engineering Applica-
tions of Correlation and Spectral Analysis”, 1993.
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[0165] Prior to performing the FFT on a given window, a
data tapering filter may be applied to avoid spectral leakage
due to sampling aliasing. This filter can be chosen from
among Rectangular (no filter), Hamming, Hanning, Bartlett,
Blackman and Blackman/Harris, as examples.

[0166] Inanexemplary method, and as shown in box 2104,
we have chosen 8192 for the variable FFTSize, which will be
the number of time-domain samples we operate on at a time,
as well as the number of discrete frequencies output by the
FFT. Note that FFTSize=8192 is the resolution, or number of
bins in the range which is dictated by the sampling rate. The
variable n, which dictates how many discrete RFFT’s (Real
FFT’s) performed, is set by dividing the SampleCount by
FFTSize*2, the number of FFT bins. In order for the algo-
rithm to generate sensible results, this number n should be at
least 10 to 20 (although other valves are possible), where
more may be preferred to pick up weaker signals. This implies
that for a given SampleRate and FFTSize, the SampleDura-
tion must be long enough. A counter m, which counts from 0
to n, is initialized to zero, also as shown in box 2104.

[0167] The program first establishes three buffers: buffer
2108 for FFTSize histogram bins, that will accumulate counts
at each bin frequency; buffer 2110 for average power at each
bin frequency, and a buffer 2112 containing the FFTSize
copied samples for each m.

[0168] The program initializes the histograms and arrays
(box 2113) and copies FFTSize samples of the wave data into
buffer 2112, at 2114, and performs an RFFT on the wave data
(box 2115). The FFT is normalized so that the highest ampli-
tude is 1 (box 2116) and the average power for all FFTSize
bins is determined from the normalized signal (box 2117).
For each bin frequency, the normalized value from the FFT at
that frequency is added to each bin in buffer 2108 (box 2118).
[0169] Inbox 2119 the program then looks at the power at
each bin frequency, relative to the average power calculated
from above. If the power is within a certain factor epsilon
(between 0 and 1) of the average power, then it is counted and
the corresponding bin is incremented in the histogram buffer
at 16. Otherwise it is discarded.

[0170] Note that the average power it is comparing to is for
this FFT instance only. An enhanced, albeit slower algorithm
might take two passes through the data and compute the
average over all time before setting histogram levels. The
comparison to epsilon helps to represent a power value that is
significant enough for a frequency bin. Or in broader terms,
the equation employing epsilon helps answer the question, “is
there a signal at this frequency at this time?” If the answer is
yes, it could due be one of two things: (1) stationary noise
which is landing in this bin just this one time, or (2) a real low
level periodic signal which will occur nearly every time.
Thus, the histogram counts will weed out the noise hits, and
enhance the low level signal hits. So, the averaging and epsi-
lon factor allow one to select the smallest power level con-
sidered significant.

[0171] Counter m is incremented at box 2120, and the
above process is repeated for each n set of WAV data until m
is equal to n (box 2121). At each cycle, the average power for
each bin is added to the associated bin at 2118, and each
histogram bin is incremented by one when the power ampli-
tude condition at 2114 is met.

[0172] When all n cycles of data have been considered, the
average power in each bin is determined by dividing the total
accumulated average power in each bin by n, the total number
of cycles (box 2122) and the results displayed (box 2123).
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Except where structured noise exists, e.g., DC=0 or at mul-
tiples of 60 Hz, the average power in each bin will be some
relatively low number. This is indicated in the plots shown at
FIGS. 22A-D (the histograms generated at 400, 600, 700, and
900 mV). The plots of FIGS. 22 A-22D show only a portion of
the histogram bins, namely a spectrum from 7953 Hz through
8533 Hz. As shown in FIGS. 22A and 22B, no stochastic
event is visible at 400 mV or 600 mV of injected noise,
respectively. However, as shown in FIG. 22C, at 700 mV, a
visible stochastic event is evident. Thereafter, as shown in
FIG. 22D, at 900 mV, the stochastic event is lost.

[0173] The histogram produced by the above steps con-
tains, in each bin, a count between 0 and n of the number of
times that the power at that frequency was above (epsilon*the
average power for that whole FFT output). If a bin count is
incremented due to unstructured noise, that noise will be
distributed across all the frequency bins over time, thus not
adding up to much in a given bin. If there is consistent signal
at a given frequency, it will be present at each of the n time
slices and thus have a bin count approaching n. Large ampli-
tude noise, such as sixty hertz and its harmonics have both
high bin counts as well as high average power. We can differ-
entiate between these frequencies, and the ones we are inter-
ested in that have low average power, but high bin counts.
[0174] FIGS. 22A-22D show histograms generated by the
method at four different noise power inputs. As shown, the
program may display average power at each frequency as a
vertical bar. The histogram bin counts may be represented as
a connected upper line. If the power is considered “low” (e.g.
less than average/3), and the histogram has a certain count,
then a connecting line may become observable between the
peak of a power bar and a peak of a histogram bar. Bins
highlighted by the connecting lines are likely candidates for
low energy molecular spectra.

[0175] Itcanbe appreciated from FIGS. 22A-22D and from
the above, that there are two settings of note used in generat-
ing a meaningful histogram, that is, a histogram that shows
stochastic resonance effects related to a sample being inter-
rogated. The first is the power level of noise (in this case,
Gaussian white noise) supplied to the sample. If this level is
too low, the noise level is not sufficient to create stochastic
resonance and the bin histogram reflects noise only. If the
power input is too high, the average power level calculated for
each bin is high and stochastic events cannot be distinguished.
An optimal noise level from this study is around 700 mV,
although the true optimum may be further determined by
applying the method to signals recorded at a signal gain at a
number of smaller increments between, say 650 and 750 mV.
[0176] The spectral-feature score in this method is deter-
mined by counting the number of stochastic events which are
above a bin count corresponding to value that is statistically
greater than the average noise for that bin in the absence of a
stochastic event. In the plots shown in FIGS. 22A-22C, this
average bin count is at or slightly above the apparently ran-
dom peaks distributed along the spectral axis, as seen particu-
larly in FIGS. 22A-22C. Atan optimal noise gain (FIG. 22A),
a number of bin peaks that are clearly above this level are
observed, and these peaks are counted over a selected fre-
quency interval, e.g., DC to 1 kHz or DC-8 kHz, to determine
a spectral-feature score for the corresponding time-domain
signal.

[0177] The relevant settings in this method are noise gain
and the value of epsilon. This value determines a power value
that will be used to distinguish an event over average value. At
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avalue of 1, no events will be detected, since power will never
be greater than average power. As epsilon approaches zero,
virtually every value will be placed in a bin. Between O and 1,
and typically at a value that gives a number of bin counts
between about 20-50% of total bin counts for structured
noise, epsilon will have a maximum “spectral character,”
meaning the stochastic resonance events will be most highly
favored over pure noise.

[0178] Therefore, one can systematically increase the
power gain on the noise input, e.g., in 50 mV increments
between 0 and 1V, and at each power setting, adjust epsilon
until a histogram having well defined peaks is observed.
Where, for example, the sample being processed represents a
20 second time interval, total processing time for each difter-
ent power and epsilon will be about 25 seconds. When a
well-defined signal is observed, either the power setting or
epsilon or both can be refined until an optimal histogram,
meaning one with the largest number of identifiable peaks, is
produced.

[0179] Under this algorithm, numerous bins may be filled
and associated histogram rendered for low frequencies due to
the general occurrence of noise (such as environmental noise)
at the low frequencies. Thus, the system may simply ignore
bins below a given frequency (e.g., below 1 kHz), but still
render sufficient bin values at higher frequencies to determine
unique signal signatures between samples.

[0180] Alternatively, since a purpose ofthe epsilon variable
is to accommodate different average power levels determined
in each cycle, the program could itself automatically adjust
epsilon using a predefined function relating average power
level to an optimal value of epsilon.

[0181] Similarly, the program could compare peak heights
at each power setting, and automatically adjust the noise
power setting until optimal peak heights or character is
observed in the histograms.

[0182] Although the value of epsilon may be a fixed value
for all frequencies, it is also contemplated to employ a fre-
quency-dependent value for epsilon, to adjust for the higher
value average energies that may be observed at low frequen-
cies, e.g., DCto 1,000. A frequency-dependent epsilon factor
could be determined, for example, by averaging a large num-
ber of low-frequency FFT regions, and determining a value of
epsilon that “adjusts” average values to values comparable to
those observed at higher frequencies.

[0183] Referring to FIGS. 23A-23C, an example of a user
interface for generating histograms is shown. A slider bar
2302 determines the length of a sample waveform segment,
such as up to 300-600 seconds, and allows a user to eftectively
scroll within a waveform. A box 2304 allows the user to set a
Nyquist frequency, such as 5, 10 or 20 kHz, and also provided
is an adjacent reset button. A slider bar 2306 allows the user
to move the baseline for histograms, while a 60 Hz checkbox
2308 allows the user to identify the 60 Hz bin and all related
60 Hz harmonics with vertical lines (as shown in FIG. 23C).
When an acquire button 2312 is selected, the software gen-
erates or acquires a waveform from a sample, such as that
shown in FIG. 23B. When an fft button 2310 is selected, the
software generates a histogram plot, such as that shown in
FIG. 23C.

B. FFT of Autocorrelated Signals

[0184] In a second general method for determining spec-
tral-feature scores, time-domain signals recorded at a
selected noise are autocorrelated, and a fast Fourier transform
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(FFT) of the autocorrelated signal is used to generate a spec-
tral-features plot, that is, a plot of the signal in the frequency
domain. The FFTs are then used to score the number of
spectral signals above an average noise level over a selected
frequency range, e.g., DC to 1 kHz or DC to 8 kHz.

[0185] FIG. 24 is a flow diagram of steps carried out in
scoring recorded time-domain signals according to this sec-
ond embodiment. Time-domain signals are sampled, digi-
tized, and filtered as above (box 402), with the gain on the
noise level set to an initial level, as at 404. FIG. 25A shows a
typical time domain signal for a sample compound, in this
case the herbicide glyphosphate (Roundup®), the segment
shown here being taken over the time interval 14.08 to 14.16
seconds. The time-domain signal is then autocorrelated, as at
408, using a standard autocorrelation algorithm, and the FFT
of'the autocorrelated function is generated, as at 410, using a
standard FFT algorithm.

[0186] Using the FFT plot, such as shown in FIGS. 25B-
25D, the plot is scored by counting the number of spectral
peaks that are statistically greater than the average noise
observed in the autocorrelated FFT, as at 414. This process is
repeated, through the logic of 416 and 406, until a peak score
is recorded, that is, until the score for a given signal begins to
decline with increasing noise gain. The peak score is
recorded, at 418, and the program or user selects, from the file
oftime-domain signals at 422, the signal corresponding to the
peak score (box 420).

[0187] The series of autocorrelated FFT plots in FIGS.
25B-25D illustrate the signal analysis involved in this
method. At a noise level of 70.9-dbm (FIG. 22B), very few
peaks above background noise are observed (the highest
spike represents 60 cycle noise). At the optimum noise level
ot 74.8-dbm (FIGS. 25C and 25D), which represent different
recordings at the same noise level), numerous peaks statisti-
cally greater than everage noise are observed throughout the
frequency range of DC-8 kHz. Several of these peaks are less
prominent or have disappeared at the higher noise gain of
78.3-dbm.

[0188] When the spectral-features scores for these signals
are plotted as a function of noise setting, as shown in FIG. 26,
the peak score in the noise setting of about 75-dbm is
observed. From this plot, the time-domain signals corre-
sponding to one or the peak score is selected.

[0189] As above, this embodiment may be carried out in a
manual mode, where the user manually adjusts the noise
setting in increments, analyzes (counts peaks) from the FFT
spectral plots by hand, and uses the peak score to identify one
or more optimal time-domain signals. Alternatively, one or
more aspects of the steps can be automated.

C. Averaged FFTs

[0190] In another embodiment for determining spectral-
peak scores, an FFT of many, e.g., 10-20 time domain signals
at each noise gain are averaged to produce a spectral-peaks
plot, and scores are calculated as above.

[0191] FIG. 27 is a flow diagram of steps carried out in
scoring recorded time-domain signals according to this third
embodiment. Time-domain signals are sampled, digitized,
and filtered as above (box 424), with the gain on the noise
level set to an initial level, as at 426. The program then
generates a series of FFTs for the time domain signal(s) at
each noise gain, at 428, and these plots are averaged at 430.
Using the averaged FFT plot, scoring is done by counting the
number of spectral peaks that are statistically greater than the



US 2009/0156659 Al

average noise observed in the averaged FFT, as at 432, 434.
This process is repeated, through the logic of 436 and 437,
until a peak score is recorded, that is, until the score for a
given signal begins to decline with increasing noise gain. The
peak score is recorded, at 438, and the program or user selects,
from the file of time-domain signals at 442, the signal corre-
sponding to the peak score (box 440).

[0192] As above, this method may be carried out in a
manual, semi-automated, or fully automated mode.

IV. Forming Transducing Signals

[0193] Signals for various therapeutic uses, or for uses to
otherwise effect biological systems, may be generated
directly from processed time-domain signals. Signals may
also be formed by constructing a signal having specific iden-
tified peak frequencies. For example, the system can take
advantage of “signal-activity relationship” in which molecu-
lar signal features, e.g., characteristic peak frequencies of a
compound, are related to actual chemical activity for the
compound, analogous to structure-activity relationships used
in traditional drug design. In one general application, signal-
activity relationships are used for drug screening, following,
in one example, the following method.

[0194] First, one or more compounds having desired activ-
ity are identified, e.g., compounds capable of producing a
desired response in a biological system. The system records a
time-series signal for one of these compounds, and the wave
form is processed or otherwise optimized to identify low-
frequency peaks for that compound. (“Low-frequency” in
this case refers to peaks at or below 10 kHz.) The steps are
repeated for each of a group of structurally related com-
pounds. The structurally related compounds include those
that are active (produce a desired response), and some that are
inactive for the tested biological response. The spectral com-
ponents of the two groups of compounds are compared to
identify those spectral components that are uniquely associ-
ated with compound activity. For example, by analyzing
forms from three active and two inactive compounds, one
may identify those peaks in the signal found in the active
compounds, and not in the inactive compounds, some of
which are presumed to provide the desired biological
response.

[0195] Inlike manner, the system may record and optimize
any unknown compound. One may then analyze the resulting
wave form with signals associated with known compounds to
see if the unknown compound displays structural features
associated the desired activity, and lack components associ-
ated with inactive components to help identify an active com-
pound. Rules derivable from signal-structure relationships
are more accessible and more predictive than rules derived
from structure-activity relationships, since activity can be
correlated with arelatively small number of peak frequencies,
rather than a large number of structural variables. Thus, tor
use in drug design, one can use the presence or absence of
certain peak frequencies to guide synthesis of drugs with
improved pharmacokinetic or target activity. For example, if
poor pharmacokinetic properties, or an undesired side effect,
can be correlated with certain peak frequencies, novel com-
pounds that lack or have reduced amplitudes in these frequen-
cies would be suggested. As a result, the inventive system
greatly simplifies the task of formulating useful drug-design
rules, since the rules can be based on the relatively small
number of peak frequencies.
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[0196] A large database of spectral peak frequencies rep-
resenting numerous compounds would allow one to combine
signal features to “synthesize” virtually any drug or drug-
combination property desired. By combining this database
with a chemical compound database, one may generate
chemical structures that display a desired peak-frequency set.
This approach would be similar to current computer-assisted
chemical-synthesis programs used to generate compound
syntheses for novel compounds of interest.

[0197] The system can employ numerous signal processing
techniques, as described herein. For example, signals from
two or more structurally-related compounds can be compared
with one or more signals from a structurally-related, but inac-
tive or undesirable compound to identify only the desired
frequency components between the signals. A resulting signal
may thus be constructed that includes only the desired peaks.
By then generating a time-domain signal, that time-domain
signal may be used for therapeutic purposes.

[0198] Of course, a time-domain signal may be generated
from the processed frequency-domain signal of a single com-
pound. For example, one may obtain the frequency-domain
signal for a desired sample, and produce a processed, desired
signal. From the processed signal, a time-domain signal may
be generated using known techniques, which can then be
employed for therapeutic or other uses as an analog to the
compound itself.

[0199] FIG. 25A shows a typical time domain signal for a
sample compound, in this case the herbicide glyphosphate
(Roundup®). The segment shown here is taken over the time
interval 14.08 to 14.16 seconds. The time-domain signal is
then autocorrelated using a standard autocorrelation algo-
rithm, and the FFT of the autocorrelated function is generated
using a standard FFT algorithm.

[0200] Using the FFT plot, such as shown in FIGS. 25B-
25K, the plot is scored by counting the number of spectral
peaks that are statistically greater than the average noise
observed in the autocorrelated FFT. This process is repeated
until a peak score is recorded, that is, until the score for a
given signal begins to decline with increasing noise gain. The
peak score is recorded and the program or user selects, from
the file of time-domain signals, the signal corresponding to
the peak score.

[0201] The series of autocorrelated FFT plots in FIGS.
25B-25E illustrate the signal analysis involved in this
method. At a noise level of 70.9-dbm (FIG. 25B), very few
peaks above background noise are observed (the highest
spike represents 60 cycle noise). At the optimum noise level
ot 74.8-dbm (FIGS. 25C and 25D), which represent different
recordings at the same noise level), numerous peaks statisti-
cally greater than average noise are observed throughout the
frequency range of DC-8 kHz. Several of these peaks are less
prominent or have disappeared at the higher noise gain of
78.3-dbm (FIG. 25E).

[0202] When the spectral-features scores for these signals
are plotted as a function of noise setting, as shown in FIG. 26,
the peak score in the noise setting of about 75-dbm is
observed. From this plot, the time-domain signals corre-
sponding to one or the peak score is selected.

V. Transduction Apparatus and Protocols

[0203] This section describes equipment and methodology
for transducing a sample with an optimized, low-frequency,
time-domain signal, and transduction experiments carried out
on three biological samples. Detailed protocols for generat-
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ing an optimized agent-specific signal are given in Example 1.
The samples that are transduced are one which show a well-
characterized and easily detectable response to a chemical or
biochemical agent, and the transducing signal is an opti-
mized, time-domain signal of the chemical or biochemical
agent. Detailed protocols used in the transduction experi-
ments for each of the Ara/lac operon system are given in
Examples 2. Similar methods were used in the other two
biological-response systems.

[0204] FIG. 28A shows the layout of equipment for trans-
ducing a sample with an agent-specific signal, in accordance
with the invention. The particular layout accommodates five
different samples, including three samples 444, 446, and 448
which are held within transductions coils, and exposed to
electromagnetic signals, a sample 450 that serves as a control,
and a sample 452 that serves as a chemical-induction control.
As seen in FIG. 28C, the sample samples are typically held on
a shaker table and maintained there, during the induction
period, under identical shaking, temperature, and humidity
conditions.

[0205] Transduction by an agent-specific signal is carried
out by “playing” the optimized agent-specific signal to the
sample, using, where the signal is recorded on a CD, and is
played on a CD recorded 454 through a preamplifier 456 and
an audio amplifier 458. This signal is supplied to the electro-
magnetic coils 444 and 446 through separate channels, as
shown. In one embodiment, a Sony Model CDP CE375 CD
Player is used. Channel 1 of the Player is connected to CD
input 1 of Adcom Pre Amplifier Model GFP 750. Channel 2 is
connected to CD input 2 of Adcom Pre Amplifier Model GFP
750. CD’s are recorded to play identical signals from each
channel. Alternatively, CD’s may be recorded to play difter-
ent signals from each channel. The coil in sample 448 is used
primarily to produce a white noise field as a control for
experiments. For example, a GR analog noise generator pro-
vides a white Gaussian noise source for this coil. Alterna-
tively, this coil can be used to play any pre recorded transduc-
tion signal via a second Crown amplifier.

[0206] The cabling between the CD player and pre ampli-
fier is standard RCA audio patch cable (6 foot). The Adcom
Pre Amplifier Model GFP 750.receives the output from the
Sony CD player and amplifies it sufficiently to drive the
Crown amplifier. Alternatively, the pre amplifier may also be
configured to receive transduction signals from other sources
such a Sound Blaster PC board. Cabling between the pre
amplifier and Crown amplifier is standard RCA audio patch
cable fitted with an RCA to % phone plug at one end of each
cable (3 foot) for connecting to the Crown amplifier. The
Crown Amplifier Model Micro-Tech 2400, Stereo (1000
watts per channel) receives the signals from the pre amplifier
and boosts signal levels sufficient to drive the transduction
coils. Cabling between the Crown amplifier and the transduc-
tion coils is 14 gauge stranded copper audio cable with
banana plugs at each end. Banana plugs are mechanically
connected to the cable with set screws.

[0207] Chemical induction control samples were placed
inside a VWR compact incubator with shaker table and main-
tained at the same temperature as transduction coils.

[0208] FIG. 28B shows sample transduction equipment
466 such as represented by any of samples 444, 446, and 448
in FIG. 28A. The equipment includes a chamber 468 housing
an electromagnet 470, and various probes for monitoring
conditions within the chamber, e.g., temperature. The elec-
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tromagnet sits on a base 474, and includes, conventionally a
toroidal ferromagnetic core and wire windings.

[0209] In one embodiment, the coils are engineered and
manufactured by American Magnetics to provide uniform
performance between coils. Each coil consists 0of 416 turns of
#8 gauge (awg) square copper magnet wire, enamel coated,
abouta 2" air core. Each coil can produce approximately 1500
Gauss in the center at 10 Volts RMS at 10 Amps RMS at 11
Hertz without exceeding a 15 degree Celsius rise in tempera-
ture. No induction control samples were placed inside a VWR
compact incubator with shaker table and maintained at the
same temperature as transduction coils.

[0210] The coil is supported on a two inch tall by four inch
wide PVC support 474. A series of 174 inch OD PVC tubes
are cut to different vertical dimensions to facilitate position-
ing samples in the center of each coil. Samples are inserted
through the top of the coil and rest on the PVC positioning
tube (not illustrated). Coils and bases are secured to the floor
of'the enclosure with fast drying epoxy. Connection between
the coil posts and RF input connectors is provided by
mechanically connecting a four inch long piece of 14 Gauge
copper stranded wire to the coil with aluminum bolts, nuts
and washers. The other ends are soldered to the RF input
connectors with 60% solder. RF probes are made of a single
six inch length of 12 gauge copper wire soldered to the insu-
lated center post of a male BNC connector. RF probes are
connected to a Stanford Research Systems Model SR 785 2
Channel Dynamic Signal Analyzer using RG 6 coaxial cable
installed with BNC connectors at each end.

[0211] A Sensatronics Model E4 temperature monitor is
used to monitor the temperature of all three coils and incuba-
tor. Sensors are taped to the wall of each shielded enclosure
and to the inside wall of the incubator. (Probes are Sensatron-
ics Standard model temperature probes.) Probe cabling was
supplied by Sensatronics to match the probe and monitor.
[0212] FIG. 28C shows a shaker table arrangement in
which three sample chambers, such as chamber 466, are
supported on individual shaker tables, such as table 486, all
carried on a support table 488 within a shielded chamber or
enclosure 490 which is maintained at a constant temperature
and humidity during a transduction experiment.

[0213] The shielded enclosure is, for example, 10x10x10
inches in dimensions and formed of 125 inch 6061 T6 Alu-
minum plate, such as one manufactured by Rowe Air Manu-
facturing, Marysville, Wash.

[0214] Inasecond general embodiment, illustrated in FIG.
29A, the transduction coil is a Helmholz coil. The ideal Helm-
holtz coil consists of two coaxial circular current loops with
the same radius, separated from each other by one radius. In
other words, the loops are [ apart, such that I=r. The magnetic
field Bx produced by the coils, in teslas, at any point on the
axis of the Helmholtz coil is given by the following equation,
where the direction of the field is perpendicular to the plane of
the loops.

_ /.loi 1 1

+
T or 532 5372
(72+7+Z) (72_7+Z)
[0215] In this equation, m, is the permeability constant

(1.26x107°H/m), i is the current in the wire, in amperes, r is
the radius ofthe current loops, in meters, and g is the ratio, x/r,
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where x is the distance, on axis, from the center of the Helm-
holtz coil, and r is the radius of the coil.

[0216] As can be seen from FIG. 29A, the field created by
each coil adds to give a relatively large uniform field at the
center of the coil. The coils could also be square or rectangu-
lar, where the coil separation is such as to create a uniform
filed between the coils, according to known principles.
[0217] FIGS. 29B and 29C show alternative transduction
coils suitable for use in the invention. The transducer 494 in
FIG. 29B is a long solenoid, e.g., up to several feet in length.
The field inside the solenoid is parallel to the axis of the
solenoid and constant within the solenoid, going to zero out-
side the solenoid (in an approximation of an infinitely long
solenoid). This finite length coil will have a substantially
uniform field only near its center. Thus, by placing the sample
atthe center of the coil, a substantially uniform magnetic field
is created at the sample when the coil is energized with the
MIDS signal.

[0218] By adding additional turns to the solenoid, such as
additional turns 500 in solenoid 496 in F1G. 29C, additional
field strength can be added at the ends of the coil to compen-
sate for the fall off of the coil’s magnetic fields at its ends.
[0219] In still another embodiment, the transduction coil
may be a small implantable ferromagnetic coil, in this case a
vascular stent coil capable of receiving transducing signals
either by electrodes attached to opposite ends of the coil or by
a remote, inductive system in which an electromagnet is
placed near the body surface, against the patient’s chest, and
signals are transmitted inductively to the implanted coil.

V1. Transduction Experiments

[0220] The sample/agent systems used for the transduction
experiments include (1) an arabinose-inducable bacterial sys-
tem having a lac operon that is inducable by L-(+) arabinose
(+); (2) sugar pea plants whose stem length growth can be are
inhibited by the presence of the herbicide glyphosphate, and
(3) sugar pea plants whose stem length growth can be stimu-
lated by the plant hormone gibberellic acid.

[0221] C. Induction of Bacterial Lac Operon by L(+) Ara-
binose
[0222] The arabinose operon in bacteria is a tightly regu-

lated system consisting of a promoter under control of a gene
product, araC and it’s cognate inducer, L.-arabinose, a sugar.
Heterologous protein expression can be tightly controlled
using plasmids with arabinose and the araC gene, which is
both a positive and negative regulator of the promoter. The
mechanism of induction involves an allosteric change in the
binding characteristic of the araC gene to DNA elements
upon ligation of arabinose.

[0223] The chemical sensor system chosen for this study is
known to be selective for the L.(+) arabinose form, while the
D(-)-arabinose does not induce araC—PBAD promoter
dependent induction and expression of the reporter GFP uv
protein, despite their identical empirical formula and similar
structures. Therefore, this system and related compounds
provide an ideal set of tools to assess the specificity of the any
gene expression transduced via playback of the recovered
molecular emission signals (MIDS) characteristics of these
similar molecules

[0224] Optimized signals for both L(+)Ara and D(-)Ara
were generated as detailed in Examples 1 and 2. Briefly,
signals were optimized for stochastic resonance products by
varying the injected noise levels, and physical concentration
of material used for signal recovery. Comparison of opti-
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mized SR signal products derived from measurements of
equimolar solutions of arabinose isomers were significantly
different. The recovered MIDS signals were judged to be
significantly different and distinct for the two different ara-
binose isomers. These results suggest that recovered molecu-
lar emission signals are sensitive to the chemical structure of
these two molecules of identical chemical composition and
empirical formula. These two isomers differ only in the cis-
trans disposition of the four hydroxyl groups attached to the
hexose ring.

[0225] The bacterial samples were exposed to the MIDS
signals for both L(+)Ara and D(+)Ara, employing the trans-
duction setup and protocols detailed in Example 2. The OD
measurements data for five independent experiments are
given in the examples, and plotted in FIGS. 30A-30E. The
plot in FIG. 30A shows the induction in GFP in response to
MIDS signals and to the chemical agents themselves. As seen,
the MIDS L(+) Ara signal was comparable, inn its induction
effect, t0 0.2 mM L(+) Ara, and substantially greater than the
response to either the D(-) Ara MIDS signal or to the D(-)
Ara compound. Little induction was seen in the absence of
either an MIDS signal or Ara compound. The data plotted in
FIG. 30B illustrates a similar effect, with respect to the two
MIDS signals. In these first two experiments, only 2 coils
were used. The non-MIDS controls were placed indepen-
dently in an incubator, but without shaking, and the incubator
temperature was matched manually to those of the coils. The
coils heated resistively at the voltages and currents used.
Therefore a relative difference measurement was used
between the L(+) and D(-) MIDS samples. The controls
simply indicate correct chemical response of the system, and
are not used in the quantitation.

[0226] The three experiments plotted in FIGS. 30C-30E all
show: substantially greater induction with the L(+) MIDS
signal than with either the D(-) MIDS signal or the white-
noise control. The underlying data is given in Example 2.
[0227] These data demonstrate a specific transduction of
the araC-PBAD operon with the MIDS signal recovered from
the cognate chemical inducer L(+)-arabinose, but not the
inactive chemical isomer D(-) arabinose. This system pre-
sents a good model for specificity of the transduction effect as
the reference chemicals are identical in composition, but only
different stereochemically. Clearly the biological system is
selective for the structures. In the experiments conducted,
continuous overnight playback yields a fairly consistent
15-20% relative induction of L vs D MIDS signal. In one
experiment, a shorter induction period of 3.5 hrs used in
chemical induction protocol of Surestha et al., resulted in an
apparent relative induction of 7.8%, and close to background
levels.

[0228] Under the experimental conditions, both growth and
induction obtain for a fairly long period. These data are con-
sistent with the notion that the MIDS playback can affect the
operon turn-on pathway to effect specific induction of a gene.
A possible locus of action may be in the L(+) ara MIDS
interacting with the araC protein to induce it to mimic the
L(+) arabinose bound state, which can then lead to gene
induction. This model does not require any formation of
chemical bonds but might rather affect the system allosteri-
cally.

[0229] C. Inhibition of Stem-Cell Growth by A Herbicide
[0230] The monomeric enzyme S5-enolpyruvylshikimate-
3-phosphate (EPSP) synthase (EPSPS) is one of two enzymes
in the class of enolpyruvyltransferases. Ligand binding con-
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verts the enzyme from an open state to a tightly-packed closed
state, following the pattern of an induced-fit mechanism.
EPSP synthase is involved in the shikimate pathway, using
phosphoenolpyruvate (PEP) to convert shikimate-3-phos-
phate (S3P) to 5-enolpyruvyl-3-shikimate phosphate, a pre-
cursor to the majority of aromatic compounds produced in the
cell, including the aromatic amino acids. It has been reported
that the compounds produced in this pathway constitute as
much as 35% or more of the dry mass of plants. The fact that
this enzyme does not occur in mammals, fish, reptiles, birds
and insects makes it a good target for antibiotics and herbi-
cides.

[0231] The synthetic compound glyphosate (N-phospho-
nomethylglycine, the active ingredient in the herbicides
Roundup™ is as a competitive inhibitor to this enzyme and
effectively shuts down aromatic amino acid biosynthesis and
also synthesis of other aromatic compounds derived from
these amino acids. Glyphosphate is a transition state analog
which binds to the PEP-binding site (the phosphate and for-
mate ions mimic the active groups of the PEP oxocarbenium
ion). Glyphosate displays high specificity for EPSP synthase,
not even binding to UDP-N-acetylglucosamine enolpyruvyl-
transferase (MurA), the only other enzyme in the enolpyru-
vyltransferase class.

[0232] The optimized inherent (MIDS) emission signals of
glyphosphate were obtained as described in Sections II and
IIT above, using system equipment and protocols as detailed
in Examples 1 and 2 below. In one experiment, an optimized
glyphosphate MIDS signal was applied to pea sprouts sup-
ported on a moist medium, with signal application over a 72
hour period at 37° C., 100% humidity. Various controls
included (1) no signal, (2), the chemical Roundup®, and (3)
a white noise signal. Stem length was measured within a hour
after exposure to the stimulus, and 5-50 sprouts were con-
tained in each group.

[0233] FIG. 31 shows a bar graph plot of stem lengths in
each of the four experimental groups, where the upper and
lower boundaries of each bar represent stem-length maxima
and minima, respectively, and the intermediate line represents
stem-length average for that group. As seen from the figure,
both chemical glyphosphate and the glyphosphate MIDS sig-
nal were effective in substabtially inhibited stem growth in
the plants, whereas the white noise control had little or no
effect on stem growth.

[0234] FIGS. 32A and 32B provide more graphic evidence
of the effect of the glyphosphate MIDS signal on pea sprout
samples. FIG. 32A is a photograph of 72-hour old pea
sprouts, in the absence of any chemical or MIDS-signal treat-
ment. Pea sprouts of the same age, but taken within one hour
after exposure to the stimulus, show evident signs of dis-
rupted and abnormal growth.

[0235] C. Stimulation of Stem-Cell Growth by Gibberellin
[0236] The ability of a time series electromagnetic signal to
mimic the bio-activity of a specific bio-active molecule was
also demonstrated made with Sugar Pea Sprouts using Gib-
berellic Acid-3 (GA-3). Gibberellic Acid (known also as
Potassium Gibberellate, or Mega Grow) is a naturally occur-
ring plant growth regulator which may cause a variety of
effects including the stimulation of seed germination in some
cases. GA-3 occurs naturally in the seeds of many species and
is produced commercially by growing Gibberella Fujikuroi
fungus cultures in vats, then extracting and purifying the
GA-3. Presoaking seeds in GA-3 solution will in many cases
cause the rapid germination of many types of highly dormant
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sees which would otherwise need cold treatment, after-ripen-
ing or aging, or other prolonged pretreatments.

[0237] A quantity of the growth regulator gibberellic acid
(0.001%) was placed ina 1.5 cc Pyrex sample vial and placed
in close proximity to a 1** derivative super conducting gradi-
ometer. White Gaussian noise current in the frequency range
DC to 2000 Hz was broadcast via a 16 turn Helmholtz coil
producing a magnetic field, with the B-Field oriented normal
to the axis of a gradiometer. This noise signal is presumed to
promote the formation of a stochastic signal characteristic of
the molecular electromagnetic (magnetic) emission of gib-
berellic acid as measured by the gradiometer. The stochastic
signal was recorded and stored in WAV format, as described
above. Each signal was provided a unique control number.
[0238] The signal ofthe growth regulator recorded as above
was post processed to identify spectra unique only to the
agonist, and converted to a WAV file through the use of an
IFFT. Five study groups were created, each consisting of live
sugar pea sprouts obtained from Sun Grown, Inc., San Diego.
Each study group was prepared by placing the sprouts on wet
paper towels in such a way to promote the sprouting of the
sugar peas.

[0239] The five groups were: (1) Non-impact Control
Group (sprouts germinate naturally, provided adequate light,
water and ventilation); (2) Growth Regulator GA-3 Group
(sprouts are treated with the growth regulator); (3) White
Gaussian White Noise applied via a noise coil; (4) Growth
regulator Emission Group (The recorded growth regulator
from Step 1 was played to the sprouts; and (5) Growth regu-
lator Emission Group (Noise Removed—IFFT, that is, the
recorded growth regulator signal was post processed to
include only spectra unique to the agonist, then played back to
the sprouts).

[0240] The signal source is the WAV file created in Step 1,
was converted to analog and amplified by a low frequency RF
amplifier configured to provide a signal of adequate strength
and quality to a hand wound 4 inch (ID) Tesla coil; Groups 3,
4 and 5 were positioned above the transducer. Adequate elec-
tromagnetic shielding was used to isolate one group from
another. Adequate light, heat and ventilation was provided to
facilitate healthy growth for all groups.

[0241] The Duration of each study was be 72 hours unless
dynamic results were achieved earlier. The signal character-
istics for each group are:

[0242] Group 3
[0243] Signal Type Gaussian White Noise
[0244] Bandwidth DC-2 kHz
[0245] Filtering 2 kHz 4 pole Butterworth low pass filter
with 3 db roll-off at 2 kHz
[0246] Group 4
[0247] Signal Type SQUID Output Signal
[0248] Bandwidth DC-5 kHz
[0249] Filtering None
[0250] The transducer was an 18 inch diameter modified

Helmholz, with the sprouts centered in coils core.

[0251] Theresults of the study are plotted in FIG. 33, show-
ing average stem lengths for groups 1-4 above. As seen, The
MIDS signals for gibberellic acid (Group 4) produced a sig-
nificant increase in average stem length over the free-growth
control (Group 1), white noise (Group 3), and even gibberel-
lic acid (Group 2).
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[0252] D. Inhibition of Proteosome Activity by Phepropep-
tin D
[0253] The 208 proteasome enzyme is activated with a mild

detergent (SDS). The cleavage of the substrate Suc-Leu-Leu-
Val-Tyr-AMC by the activated enzyme liberates the fluores-
cent AMC molecules that can be monitored by exciting AMC
at 380 nm and detecting the fluorescence at 460 nm. Proteo-
some activity is inhibited by phepropeptin D.

[0254] In a first study, the ability of phepropeptin D and a
MIDS signal of phepropeptin D to inhibit proteosome activ-
ity, as measured by the appearance of conversion of the sub-
strate Suc-Leu-Leu-Val-Tyr-AMC to yield a fluorescent sig-
nal were measured, following substantially the same
methodology described above and in the examples.

[0255] The 20S Proteasome assay kit (EMD Biosciences
Cat# 539158) was adapted for use in a cuvette format with a
final volume of 200 pl. Nine samples were set-up using the
following procedure:

[0256] Reaction buffer (20x) was diluted, 100 pl with 880
wl of HPLC grade water and 20 pl of 100x activation buffer to
a final volume of 1 ml.

[0257] 100 pl of the diluted 2x reaction buffer was added to
each of the no enzyme control tubes.

[0258] The 20S proteasome enzyme was added to the
remaining solution, 3.2 ul to 800 ul of 2x reaction buffer and
100 pl added to each of 7 remaining tubes.

[0259] To each tube 100 pul of water or water and inhibitor
were added.
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[0260] In a separate tube 4 pul of the substrate was diluted
with 96 ul of HPLC grade water and 10 ul/tube of the diluted
substrate was added to each of the reaction tubes to obtain a
final volume of 200 ul.

[0261] Samples were all mixed by repeated pipetting and
the reactions incubated at 37 C for 2 hrs. MIDS field exposed
samples were incubated within the helmholtz coil partially
submerged within a 37 C water bath broadcastinga 60 mG AC
field of Phepropeptin D.

[0262] Fluorescence was quantiated and recorded using a
fluorometer (Turner Designs, Sunnyvale, Calif.-Model
TD-700).

[0263] Samples with two replicates are indicated with an
asterisk above the graph.

[0264] The samples were:
1 2491 (Disc)  No enzyme control (negative control)
2 697.9 (Disc)  No inhibitor (positive control)
3 25.83 (Disc)  Chem. inhibitor ALLN
4 105.6 (Disc)  Chem. inhibitor Phepropeptin D
5 79.35 (Disc)  Chem. inhibitor Phepropeptin D + MIDS
Phepropeptin D (60 mG)
6 251.1 (Disc)  MIDS Phepropeptin D (60 mG)
7 519.3 (Disc)  No inhibitor (positive control)
8 21.96 (Disc)  No enzyme control (negative control)
9 209.7 (Disc)  MIDS Phepropeptin D (60 mG)
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[0265] Theresults ofthe study are given in the figure above.
The positive control sample #2 was set to 700 and all other
measurements were taken relative to that sample. The chemi-
cal inhibitors inhibited the activity of the 20S proteasome to
less than 20% of the uninhibited activity. The MIDS field
derived from the Phepropeptin D sample decreased the activ-
ity of the 20S proteasome enzyme to less than 36%.

[0266] Ina follow-up study, samples were allowed to incu-
bate at room temperature overnight to determine if the sub-
strate would continue to be converted to the fluorescent prod-
uct. If the MIDS signal inhibited the 20S proteasome and the
enzyme remained active after being removed from the field,
the activity of the MIDS-exposed samples should increase
relative to the other samples containing chemical inhibitors
consistent with the no inhibitor control.

[0267] The results, given in the table below, show that the
positive control continued to increase as indicated by the
decrease in the sensitive level for the fluorimeter. The activity
of'the chemical inhibitors became more pronounced relative
to the positive control which continued to increase. The
MIDS sample was the only sample in which the activity
increased, indicating that the inhibition initially detected fol-
lowing the 1 hr 30 min incubation was no longer present after
the sample was removed from the field.

% Normalized Fluorescence

1 hr 30 min 20 hrs post
Neg control 0 0
Pos control 100 100
ALLN 4.97479 2.645832
Phe D 18.12605 16.97173
Phe D + MIDS 34.63866 27.7141
MIDS 38.45378 66.3626

[0268] A. Treatment of Cancer

[0269] This study assessed the growth inhibitory potential
of a transduced molecular emission signal of taxol, in a stan-
dard mouse xenograft model of a human breast tumor. Taxol
is a clinically proven cytotoxic agent that works specifically
by non-covalently binding to tubulin subunits in cytoskeletal
elements composed of polymerized tubulin, preventing their
disassembly, thus arresting cell division and triggering apo-
ptosis. Taxol therefore has allosteric effects on a protein
monomer that has propagating effects downstream of the
initial binding event, that affect larger macromolecular struc-
tures. The cytoxic effect is more pronounced in rapidly divid-
ing cancer cells. Taxol’s mechanism of action does not require
covalent bond making or breaking subsequent to binding to
the target tubulin molecule.

[0270] Method: MIDS measurement was made in glass
sample holders (Kimble autoinjector vials) on (1) neat solu-
tion of the preformulated taxol clinical vial, using a 1 ml
tuberculin syringe, and 22G needle, to withdraw 0.7 ml from
multidose vial (preserve sterility and integrity of solution, so
don’t syringe back in), then (2) this 0.7 ml taxol formulation
will be used to dissolve additional 1 mg vials of taxol, to
increase the amount of taxol relative to Cremophor®. The
study was designed to evaluate the efficacy of a transduction
technology to inhibit tumor growth in an in vivo human tumor
mouse xenograft model, and to compare its effect to a stan-
dard chemotherapeutic treatment—taxol. 5 million MDA-
MB-435 cells, in suspension, were subcutaneously injected
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into the flanks of athymic nude mice. Treatment began the
same day of cell implant (Day 1). Animals were assigned to
one of 4 groups. Each animal was monitored for tumor growth
twice per week for the duration of the study. One group was
treated with Taxol, Two groups were treated with transduc-
tion and one group was treated with the taxol vehicle to act as
a control.

[0271] The mice were athymic nude mice nw/nu with a
BALB/c background. Implanted with 5 million of breast can-
cer tumor line MDA-MB-435 (NCl standard originally from
the NCI) from American Culture Type Collection, ATCC
(Rockville, Md.). This is a mammary duct carcinoma that is
non-estrogen dependent for growth. Additional specifics are
at: http://www.atcc.org/SearchCatalogs/longview.
cfm?view=ce,5361826,HTB-129&text=breast &
cancer&max=20-

[0272] Conventional treatment groups (10 mice each):
vehicle only, taxol at 15 mg/kg, 2x wk i.p. twice a wk for
duration of study, MIDS transduction groups (11 mice each):
at two different power levels.

Group Agent Transduction n

1 Vehicle No 10

2 Taxol No 10

3 MIDS 40mG Yes 11

4 MIDS 60mG Yes 11
[0273] The mice were confined to a 2-ft diameter right-

angle cylinder, with coil windings designed by Tristan Tech-
nologies, which accommodated a standard mouse cage so that
mice were constantly exposed to the MIDS playback of taxol.
All mice in a treatment group were housed in one cage and
kept within the area of the central cylindrical cavity of the
large transduction coil under continuous playback, while they
were fed and watered. During the period where tumor volume
measurements were made and when the cages were cleaned,
the cages were slid out of the coils. This should have resulted
in a continuous exposure duty time of about 80-90% of the
study duration.

[0274] Comparison of individual animal tumor volumes
revealed that tumor growth was statistically significantly
inhibited at the completion of the study (Day 36). Outliers,
defined as values that exceeded the range of two times the
standard deviation, were removed from all groups prior to
statistical analysis. On day 36, the taxol, 40 mG and 60 mG
treatments inhibited growth by 43%, 36% and 38%, respec-
tively. A comparison of the 40 mG and 60 mG treatments to
the standard chemotherapeutic agent, taxol revealed no dif-
ference between the treatments, suggesting that the 40 mG
and 60 mG treatments exhibited similar efficacy as the taxol
treatment, with the outliers removed.

[0275] In summary, both the 40 mG and 60 mG treatments
showed similar efficacy with no adverse clinical signs in the
MDA-MB-435 human breast tumor model. Statistical signifi-
cance was achieved with both treatments when comparing
tumor volumes and tumor weights after 36 days to the vehicle
control. However, including two outliers from the 60 mG
treatment and one from the 40 mG treatment in the statistical
analysis would eliminate the statistical significance. A com-
parison of both the 40 mG and 60 mG treatments with the
taxol treatment revealed no significant differences, suggest-
ing similar efficacy after 36 days of treatment.
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[0276] The following examples to illustrate various meth-
ods of the invention, but are in no way intended to limit the
scope of the invention.

EXAMPLE 1

Protocol for Signal Acquisition and Autocorrelation
of Low Frequency Molecular FElectromagnetic Emis-
sions

[0277] At the time of measurement, sample materials are at
room temperature between 70 to 74 degrees F. Wide varia-
tions in sample temperature may shift emissions to higher or
lower frequencies depending on increases or decreases in
temperature. If samples are to be recorded above or below
room temperature, the temperature of the material prior to,
and after measurement shall be recorded, and the means for
heating or cooling shall be noted.

[0278] Ifthematerial to be measured is exposed to room air,
atmospheric humidity shall be recorded at the time of mea-
surement. If the material to be measured is exposed to room
air, the barometric pressure shall be recorded at the time of
measurement. If the sample is pressurized, the pressure shall
be recorded in pounds per square inch, or inches of mercury.

[0279] Environmental electromagnetic interference shall
be recorded prior to and after molecular measurements are
taken. This data may be subtracted from the sample data
during post processing.

[0280] A. Sample Preparation

0.8to 1.5¢cc

1 cc or 2 cc Pyrex flat bottom vial.

Samples are securely maintained for multiple
measurements under varying conditions.
Samples are stored in their original Pyrex
sample vials with non reactive screw caps
tightly applied.

Sample Size:
Sample Container:
Sample Storage:

[0281] B. SQUID Parameter Setup

Cooling: All eryogenic components are brought to an operating
temperature of 4 Kelvin.

Power Up: The SQUID and SQUID controller are powered up
and internal tests are performed to insure proper
operation.

Tuning: The SQUID is tuned for optimal operation (.4-.8

micro volts output without white noise injection).
Gain: 100X

DC Offset: ZERO

Bandwidth: Normal (50 kHz)
Filter: .3 Hz (high pass)
[0282] C. Noise Generator

Signal Type: Analog White Gaussian Noise, or uniform
noise (constant amplitude)

from minimum to maximum open-circuit output
voltage 3 volts rms minimum. The applied
output voltage is initially set to zero output.
Connected to Helmholtz coils for noise

injection.

Output Voltage:

X channel:
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-continued
Y channel: (inverted) Connected to noise cancellation coil
in series with gradiometer prior to the SQUID
input coil. (optional)
Output Impedance: 50 ohms
[0283] D. Spectral Analysis
[0284] Theanalog signal output from the MIDS (Molecular

Interrogation and Data System) is acquired through a PCI
data acquisition board and is stored. WavGrab is also
designed to serially interface with a Noise Com model UFX
9837 white noise generator. A sample is recorded multiple
times while incrementally increasing the amount of noise
applied to the Helm Holtz coils with each subsequent record-
ing. A series of recordings is thus made of a single target
sample at various noise levels.

[0285] Alternatively, a manual method for signal acquisi-
tion may be used.

[0286] E. Stochastic Generation

[0287] The sample stage is withdrawn from the SQUID
detector. (No Sample). A small amount of gain is applied to
noise generator channel X. The output from noise generator
channel Y is adjusted to produce the deepest null possible at
the SQUID output (white noise cancellation—Optional). The
noise generator’s master gain control is reduced to zero. A
sample is inserted into the detector by sliding the sample tray
into position beneath the gradiometer. The averaged Fourier
display is monitored and base line spectra are noted (within
bandwidth of interest). The master gain control (noise gen-
erator) is incrementally advanced while monitoring the aver-
aged Fourier display for changes in baseline spectra.

[0288] When prominent spectral peaks appear that are not
representative of baseline spectra, the advancement of noise
gain is halted and a time series record of the emission is
recorded.

[0289]

[0290] Several raw time series recordings of a single
molecular target are collected and stored in WAV format.
Each recording represents one of a series of recording mea-
surements made over a range of white noise amplitudes. All
raw time series recordings obtained from a single molecular
target are marked for batch processing. Each raw time series
recording within the batch are auto correlated.

[0291] The autocorrelation function is used for the follow-
ing two purposes:
[0292]

[0293] B. To identify an appropriate time series model if
the data are not random.

[0294] Theauto correlated time series is stored with the raw
time series recordings in batch for additional processing.
Each auto correlated time series within the batch is converted
to the frequency domain using a Fourier transform. For each
frequency domain transform an RMS average is calculated
for the Y axis (auto correlation score) across all data points
within the X axis (Frequency). For each frequency domain
transform all Y axis outlier values exceeding the RMS aver-
age are tabulated. The tabulated outlier sums for each time
series recordings within the batch are written to a spread sheet
displaying recording name and outlier count. The time series
recordings with the highest outlier scores represent the best
recorded signals.

F. Post Processing

A. To detect non-randomness in data.
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EXAMPLE 2
Induction of the Lac Operon with an Optimized L(+)
Ara Signal
[0295] A. Materials
[0296] The reporter system for sugar sensing was obtained

from a commercial supplier. In this system, bacteria are trans-
formed with a plasmid that consists of the gene for AraC,
which acts as an activator of the ara operon, and the gene for
a variant green florescent protein, under the control of the
PBAD promoter. L-arabinose specifically binds to araC and
rapidly turns on transcription in a time dependent fashion
reaching a maximum expression level within 3 hr as moni-
tored by intact whole cell fluorescence of the expressed GFP.
GFPuv expression is linear with dose over two logs of con-
centration of L-arabinose (1-500 uM).

[0297] A related isomer that an identical chemical compo-
sition, but with a different stereochemistry, D-arabinose (non-
cognate inducer), does not bind araC, nor activate expression
of genes downstream of the P, , promoter, even at 1000-fold
higher concentration than the 100 uM potency of the L-ara-
binose. The inherent (MIDS) emission signals of [ and
D-arabinose are obtained as detailed above, employing a 0.1
mM solution of L(+) Ara or D(+) Ara for signal recording, and
the autocorrelation/FFT method for identifying optimized
time-domain signals.

[0298] The specificity and efficacy of gene induction in
suspensions of bacteria containing the reporter plasmid,
transduced with the cognate and non-cognate MIDS signals
were monitored by measuring the whole cell fluorescence of
induced green fluorescence, with the results shown in FIGS.
30A-30E, discussed above.

[0299] B. MIDS Measurements on Arabinose Isomers:
[0300] Concentrated 1.0 M stock solutions of L(+)-arabi-
nose and D(-)-arabinose were prepared. MIDS measure-
ments were made on 0.70 ml of each stock solution in
autosampler vials, and signals were recovered according to
the signal protocol below.

[0301] A small amount of gain was applied to noise gen-
erator channel X (noise induction coil and stochastic genera-
tion). The inverted output from noise generator channel Y was
adjusted to produce the deepest null possible at the MIDS
output (white noise cancellation). The noise generator’s mas-
ter gain control was set to zero. A sample was inserted into the
detector, and an averaged Fourier display was monitored and
base line spectra. The master gain control (noise generator)
was incrementally advanced while monitoring the averaged
Fourier display for changes in baseline spectra. When promi-
nent spectral peaks appeared that did not representative of
baseline spectra, the advancement of noise gain was halted
and a time series record of the emission was recorded.
[0302] The transduction parameters for the two samples
and control sample were as follows:

L(+)Arabinose Signal ID L-Arabinose 1-77.0

Recorded Jan. 21, 2004

Signal Type Analog MIDS output signal
Bandwidth DC-8 kHz

Filtering None

File Length 60 second time series, 1.87 MB
Bit Rate 262 kbps

Sample Size 16 bit

Sample Rate 16 kHz
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-continued

Format PCM
Reference MB Notebook #1, pg 62, 94

D(-) Arabinose Signal ID D-Arabinose 1-80.0
Recorded Dec. 15, 2003
Signal Type Analog MIDS output signal
Bandwidth DC-8 kHz
Filtering None
File Length 60 second time series, 1.87 MB
Bit Rate 262 kbps
Sample Size 16 bit
Sample Rate 16 kHz
Format PCM
Reference MB Notebook #1, pg 65, 96
White Noise Live output
Signal Type White Gaussian Noise
Bandwidth DC-2 kHz
Filtering 4 pole Butterworth with 3 db role off at 2 kHz
File Length Live continuous signal

[0303] C. Transduction Experiments

[0304] Transduction experiments were performed with two
sets of coils. In the first system, a pair of coils consisting of 30
gauge aluminum wire was wound around a 3" tall section of
PVC core with 254" 0.d., wound to 35x the number of wind-
ings of starting coils. These were place inside aluminum
Faraday boxes 512"x4"x8%4" (WxHxD) to isolate samples
for crossover RF signals. Both boxes were placed upon the
orbital shaker platform to aerate transducing cultures. Tem-
perature of samples and coils were monitored with a Crafts-
man Model 82327 Non-contact Infra-red Thermometer. (a
matched RF white noise control was not available at the time
of experiments).

[0305] Inthesecond set of three 4" tall stock 4000-ft spools
0t 28G insulated copper wired with 1" i.d. plastic cores were
directly used as transduction coils (“Mega coils”) and two
coils were driven with the MIDS signals, while the third
control coil was driven by a random white noise generator. In
this case, all three coils were isolated in Faraday boxes, and
mounted separated by 2 ft on a 6-ft plank that was fitted to the
orbital shaker. This ensured that all three samples were agi-
tated at the same speed with one shaker. Thermistor tempera-
ture probes were also place into the core of each coil proximal
to the sample to provide real-time reading of temperature.
Both sets of MIDS signal coils were driven at the highest
input voltage setting until their temperature equilibrated near
94-97° F. from resistive heating of the wound wire. Samples
were centered in the core of the coil to experience the maxi-
mum and most uniform area of RF flux. (a limitation of the
current set-up was the linkage of heating with driving volt-
ages which control RF flux).

[0306] In atypical experiment, 1-3 drops of overnight cul-
tures of PBAD-GFPuv transformed JM109 grown in Luria
broth containing 100-500 ug/ml of sodium ampicillin (LB/
amp) were used to seed 50 ml fresh LB/amp. This was well
mixed and 10 ml transferred to 25-ml Erlenmeyer flasks, and
0.1 ml of 100x stocks of reference chemical inducers (D or LL
arabinose) were added to final concentrations desired. These
seeded cultures were placed into either the transduction coils,
or left on the shaker platform as controls. (Another limitation
of'the current set up is the availability of only one shaker table,
forcing a choice between incubation at controlled above
ambient temperature to match the coils but without agitation,
or agitation simply at ambient temperature. Also the matching
of the coil temperatures varies about 2-3° F. and cannot be
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precisely controlled or determined). In most cases the trans-
ductions were conducted as overnight incubations.

[0307]

[0308] After transduction was stopped, 1.2 ml of bacterial
cell culture suspension were transferred to 1.7 ml microcen-
trifuge tubes and centrifuge 1-2 mins at 12,000 rpm (10,000x
rcg). Supernatant broth was removed, discarded and the bac-
terial pellets re-suspended in 1 ml of ice-cold PBS. Washed
suspensions were centrifuged again, PBS wash discarded,
pellets re-suspended in fresh PBS, transfered to cuvettes to
measure OD600 nm, then volumes were adjusted to match
cell density among samples. The fluorescence of these OD
matched were obtained by after calibration against a PBS
background and setting the fluorescence from a culture
chemically induced with 0.1-0.25 mM L(+)-arabinose to
79-90% of full scale units (fis.u.) of the 1000 fsu of the
fluorometer.

[0309] While no induction and chemically induced
samples (0.1-0.25 mM L(+) arabinose and 1 mM D(-)-ara-
binose) are prepared, due to current limitations, they were not
at the same incubation conditions, and were prepared to
verify that the system was 1) still specifically responsive to
L(+) and not D(-) arabinose and 2) was used to set the fsu
calibration. Due to the lack of a congruent experimental ref-
erence for induction overbackground, the differential stimu-
lation of the reporter system by playback of the arabinose
isomer MIDS was calculated as: (using the D(-) ara MIDS as
the effective background. The other samples are not matched
in experimental conditions. It is known that even high con-
centrations of the chemical D(-) arabinose does not stimulate
GFP expression)

[0310] For each of the studies reported here, % Relative=
[(Fluor. of L(+) ara MIDS)-(Fluor. of D(-) ara MIDS)]|
Induction (Fluor. of D(-) ara MIDS).

D. Sample Work-Up and Measurements.
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Experiment 2

Notebook TC__003__104&105

[0313]
Cell density: OD 600 nm final dilutions
oD
Sample OD1 OD2 OD3 Average
L(+) ara MIDS 0.658 0.66 0.663 0.660
D(-) ara MIDS 0.646 0.656 0.655 0.652
No induction 0.645 0.6448 0.647 0.646
0.25mM L(+) ara 0.65 0.64 0.638 0.643
1 mM D(-) ara 0.65 0.648 0.642 0.647
Fluorescence
rful rfu2 rfu3 Average rfu
L(+) ara MIDS 2305 2301 2294 230.0
D(-) ara MIDS 203.2 2014 200.6 201.7
No induction 2352 2349 2348 1235.0
0.25mM L(+) ara 940.0 9394 9397 939.7
1 mM D(-) ara 2267 2267 2261 226.5

[0311] E. Results
Experiment 1
[0312]
Final dilutions
OD 600 nm
OD1 OD2 OD3 OD4 Average
L(+) Ara MIDS 0.795 0.79 0.79 0.792
D(-) Ara MIDS 0.778 0.804 0.79 0.798 0.793
No 0.738 0.73 0.742 0.734 0.736
0.2 mM L(+) Ara 0.753 0.766 0.77 0.767 0.764
1 mM D(-) Ara 0.785 0.764 0.783 0.782 0.779
Fluorescence
rful rfu2 rfu3 Average rfu
L(+) Ara MIDS 372.9 372.6 373.5 373.0
D(-) Ara MIDS 288.0 288.3 288.4 288.2
No 228.3 228.9 228.9 228.7
0.2 mM L(+) Ara 835.0 832.7 832.7 833.5
1 mM D(-) Ara 297.6 297.8 297.7 297.7
Blank 0.0

% Relative MIDS Transduction = (373 — 288.2)/288.2 = 29.4% The results
are plotted in FIG. 30A.

% Relative MIDS Transduction = (203.0 — 201.7)/201.7 = 14.0% The results
are plotted in FIG. 30B.

Experiment 3

Remeasured OD 600 nm after Dilutions

[0314]

Sample OD1 OD2 OD3 OD4 OD5 OD Average
L(+) MIDS 0.839 0.853 0.847 0.846 0.841 0.845
D(-) MIDS 0.88  0.851 0.841 0.841 0.844 0.851
White Noise 0.839 0.836 0.85 0.834 0.840
Used Prior Calibration

[0315] Readings were taken in average mode.

Re-CALIBRATE: set L(+) ara MIDS to 700 fs, read at=698,
sensitivity factor 54 and was blanked against PBS=50

Fluorescence
Sample no calibr recalibrate
L(+) MIDS 164.0 642.1
D(-) MIDS 136.7 540.6
White Noise 140.5 563.0

Relative MIDS Transduction = (164.0 — 136.7)/136.7 = 20.0%. % Relative
MIDS Transduction = (642.1- 540.6)/540.6 = 18.8%. The results are plotted
in FIG. 30C.
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Experiment 4

Notebook TC_003__117&118
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sample frames. The output file is an ASCII file specifying one
sinusoid. For instance: TABLE-US-00001 595 100.095749
0.095624-0.091218-0.028693 1487 250.155258 0.100177
0.040727 0.091524

TABLE US-00001

[0316] Remeasured OD 600 nm after Dilutions:
Sample OD1 OD2 OD3 OD4 OD5 OD Average
L(+) MIDS 0.848 0.849 0.849 0.849
D(-) MIDS 0.845 0.848 0.849 0.849 0.849 0.848
White Noise 0.845 0.84 0.842 0.844 0.846 0.843
Used Prior Calibration
[0317] Readings were taken in average mode.

Fluorescence

Average

Sample rful  rfu2  rfu3  rfud fuS rfué rfu
L(+) Ara MIDS 527.7 5314 531.8 5353 5355 5341 5326
D(-) Ara MIDS 4435 4473 4473 449.7 450.0 450.1 448.0
White Gaussian 428.8 440.2 4934 4449 4456 450.6
Noise

% Relative MIDS Transduction = (532.6 — 448.0)/448.0 = 18.9%. The
results are plotted in FIG. 30D.

Experiment 5

Shorter Induction Time 3.5 hrs

[0318] Remeasured OD 600 nm after dilutions:

Sample OD1 OD2 OD3 OD4 OD5 OD Average

L(+) MIDS 0.839 0.853 0.847 0.846 0.841 0.845

D(-) MIDS 0.88 0.851 0.841 0.841 0.844 0.851

White Noise 0.839 0.836 0.85 0.834 0.840
Fluorescence

Sample rful rfu2 rfu3 Average rfu

L(+) Ara MIDS 524.5 526.8 525.1 525.5

D(-) Ara MIDS 480.3 490.8 491.5 487.5

‘White Gaussian Noise 502.1 503.2 502.6 502.6

% Relative MIDS Transduction = (525.5 — 487.5)/487.5 = 18.9%. The
results are plotted in FIG. 30E.

[0319] Asnoted above, the system utilizes, as input, sound-
files obtained in stochastic resonance experiments and out-
puts frequencies, amplitudes, and phases of the content sinu-
soids. The system may employ a software routine, dubbed
“peakfinder,” which in turn employ other software packages,
such as Octave, and Pd, both of which are open-source and
currently supported software platforms.

[0320] Inaddition, two environment variables may be used:
PF_TMP which specifies a temporary directory and
PF_BASE which specifies the location of a peakfinder folder.
IfPF_BASE is not supplied, a peakfinder.sh script attempts to
infer it from its own invocation (assuming it is invoked as an
absolute pathname). The input file is a stereo soundfile,
assumed to be at a standard sample rate of 44100. The file
format may be “wav,” “au,” or “aiff,” in 16, 24, or 32 bit

595 100.095749
1487 250.155258

0.095624
0.100177

-0.091218
0.040727

-0.028693
0.091524

[0321] Here the first field is the frequency in units of the
fundamental analysis frequency, explained below, the second
is the frequency in Hertz, the third is the peak magnitude of
the sinusoid, in the input soundfile native units, and the fourth
and fifth are the amplitudes of the cosine and sine components
of the sinusoid, the real and imaginary parts of the complex
amplitude. The magnitude could, of course, be inferred from
the real and imaginary components. The first field has no
physical meaning and is intended for debugging purposes.
[0322] A technique for determining the amplitude and fre-
quency of a single sinusoid in white noise is the Maximum
Likelihood (ML) method, which has been extended to mul-
tiple sinusoids. This methods assume that the number of
sinusoids is known in advance. The problem of finding an
un-predetermined number of sinusoids is harder to treat
mathematically but can be dealt with assuming that the sinu-
soids in question are adequately separated in frequency. Fur-
thermore, a method is needed to discriminate between the
presence and absence of a sinusoid.

[0323] Thefollowing analysis starts by considering a single
sinusoid in white noise and progresses to the problems of
multiple sinusoids and non-white (e.g., pink) noise. Given a
measured signal:x[n], n=0, . . ., N, the (discrete-time) unnor-
malized Fourier transform is defined as: FT .times. {x .func-
tion. [n]}.times. (k)*n=0 N-1.times.times. e-2.times.pi.
times.times. ink/N .times. x function. [n], where k is the
frequency in units of the fundamental frequency of the analy-
sis; 2.pi./N radians per sample. k need not be an integer; in
practice extra values of k can be filled in as needed by zero-
padding the signal. With the assumption that a single sinusoid
is present, its most likely frequency is given by:k=arg
max|FT{x[n]}(k)I. In other words, the best estimate is simply
the value of k at which the Fourier transform’s magnitude is
the largest.

CONCLUSION

[0324] Unless the context clearly requires otherwise,
throughout the description and the claims, the words “com-
prise,” “comprising,” and the like are to be construed in an
inclusive sense, as opposed to an exclusive or exhaustive
sense; that is to say, in the sense of “including, but not limited
t0.” The word “coupled”, as generally used herein, refers to
two or more elements that may be either directly connected,
or connected by way of one or more intermediate elements.
Additionally, the words “herein,” “above,” “below,” and
words of similar import, when used in this application, shall
refer to this application as a whole and not to any particular
portions of this application. Where the context permits, words
in the above Detailed Description using the singular or plural
number may also include the plural or singular number
respectively. The word “or” in reference to a list of two or
more items, that word covers all of the following interpreta-
tions of the word: any of the items in the list, all of the items
in the list, and any combination of the items in the list.
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[0325] The above detailed description of embodiments of
the invention is not intended to be exhaustive or to limit the
invention to the precise form disclosed above. While specific
embodiments of, and examples for, the invention are
described above for illustrative purposes, various equivalent
modifications are possible within the scope of the invention,
as those skilled in the relevant art will recognize. For
example, while processes or blocks are presented in a given
order, alternative embodiments may perform routines having
steps, or employ systems having blocks, in a different order,
and some processes or blocks may be deleted, moved, added,
subdivided, combined, and/or modified. Each of these pro-
cesses or blocks may be implemented in a variety of different
ways. Also, while processes or blocks are at times shown as
being performed in series, these processes or blocks may
instead be performed in parallel, or may be performed at
different times.

[0326] The teachings of the invention provided herein can
be applied to other systems, not necessarily the system
described above. The elements and acts of the various
embodiments described above can be combined to provide
further embodiments.

[0327] All of the above patents and applications and other
references, including any that may be listed in accompanying
filing papers, are incorporated herein by reference. Aspects of
the invention can be modified, if necessary, to employ the
systems, functions, and concepts of the various references
described above to provide yet further embodiments of the
invention.

[0328] These and other changes can be made to the inven-
tion in light of the above Detailed Description. While the
above description details certain embodiments of the inven-
tion and describes the best mode contemplated, no matter
how detailed the above appears in text, the invention can be
practiced in many ways. Details of the signal processing
system may vary considerably in its implementation details,
while still being encompassed by the invention disclosed
herein. As noted above, particular terminology used when
describing certain features or aspects of the invention should
not be taken to imply that the terminology is being redefined
herein to be restricted to any specific characteristics, features,
or aspects of the invention with which that terminology is
associated. In general, the terms used in the following claims
should not be construed to limit the invention to the specific
embodiments disclosed in the specification, unless the above
Detailed Description section explicitly defines such terms.
Accordingly, the actual scope of the invention encompasses
not only the disclosed embodiments, but also all equivalent
ways of practicing or implementing the invention under the
claims.

1-33. (canceled)

34. A method for producing an effect of a chemical or
biochemical agent on a system responsive to such agent,
comprising:

(a) generating a plurality of low-frequency time-domain

signals by the steps of:

(1) placing a sample containing the agent in a container

having both magnetic and electromagnetic shielding,

(ii) injecting noise into the sample at a given noise ampli-

tude;

(iii) recording an electromagnetic time-domain signal

composed of sample source radiation superimposed on
the injected noise, and
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(iv) repeating steps (ii)-(iii) at each of a plurality of noise
levels within a selected noise-level range,

(b) analyzing the plurality of time domain signals gener-
ated in (a) by producing spectral plots of the time-do-
main signals, and identifying an optimized agent-spe-
cific time-domain signal based on information in said
spectral plots, and

(c) exposing the agent-responsive system to the optimized
agent-specific time-domain signal identified in (b) by
placing the system within the magnetic field of an elec-
tromagnetic transducer, and applying said signal to said
transducer at a signal amplitude and for a period suffi-
cient to produce in the system an agent-specific effect on
the system.

35. The method of claim 34, wherein the analyzing step (b)

is carried by one of the steps of:

(1) generating a histogram that shows, for each event bin f
over a selected frequency range within the range DC to
8 kHz, the number of event counts in each bin, where fis
a sampling rate for sampling the time domain signal,
assigning to the histogram, a score related to the number
of bins that are above a given threshold; and selecting a
time-domain signal based on said score,

(i) autocorrelating the time domain signal, generating an
FFT of the autocorrelated signal over a selected fre-
quency range within the range DC to 8 kHz, assigning to
the FFT signal, a score related to the number of peaks
above a mean average noise value, and selecting a time-
domain signal based on said score; and

(iii) calculating a series of Fourier spectra of the time-
domain signal over each of a plurality of defined time
periods, in a selected frequency range between DC and
8 kHz, averaging the Fourier spectra; assigning to the
averaged FFT signal, a score related to the number of
peaks above a mean average noise value, and selecting a
time-domain signal based on said score.

36. The method of claim 34, wherein the injected noise is
Gaussian noise, and noise is injected into a Helmholz coil
surrounding said sample, at a selected noise output in the
range up to 1 volt.

37. The method of claim 34, wherein step (b)(i) includes

(1) storing a time-domain signal of the sample over a
sample-duration time T;

(i) selecting a sampling rate F for sampling the time
domain signal, where F*T is the total sample count S, F
is approximately twice the frequency domain resolution
f of a Real Fast Fourier Transform of the time-domain
signal sampled at sampling rate F, and S>(2)f*n, where
n is at least 10,

(iii) selecting S/n samples from the stored time domain
signal and performing a Real Fast Fourier Transform
(RFFT) on the samples,

(iv) normalizing the RFFT signal and calculating an aver-
age power for the signal,

(v) placing an event count in each of f selected-frequency
event bins where the measured power at the correspond-
ing selected frequency=average power*Cobtains,
where 0<€<1, and is chosen such that the total number
of counts placed in an event bin is between about
20-50% of the maximum possible bin counts in that bin,

(vi) repeating steps (iii-v) N>2 times, and

(viil) generating a histogram that shows, for each event bin
f over a selected frequency range, the number of event
counts in each bin.
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38. The method of claim 34, which further includes, in step
(iv) for normalizing the RFFT signal includes placing the
normalized power value from the RFFT in f corresponding-
frequency power bins, and in step (viii) (a) dividing the accu-
mulated values placed in each ofthe fpower bins by n, to yield
an average power in each bin, and (b) displaying on the
histogram, the average power in each bin.

39. The method of claim 34, wherein said recording is
carried out using a gradiometer coupled to a SQUID, and said
injecting includes injecting noise into said gradiometer.

40. The method of claim 34, for use in a biological system
responsive to the presence of an agent known to bind to an
acceptor in the system to produce an agent-specific effect, and
exposing the system to said signal is carried out at a signal
amplitude and for a time sufficient to observe said agent-
specific effect.

41. The method of claim 40 wherein the biological system
includes one or more genes that are upregulated or downregu-
lated by the presence of said agent, and exposing the system
to said signal is carried out at a signal amplitude and for a time
sufficient to produce a measurable upregulation or downregu-
lation of said gene.

42. The method of claim 40, for use in generating an
antibiotic response in a mammalian target.

43. The antibiotic of claim 42, represented by ampicillin.

44. The method of claim 40, for use in generating a lac-
operon induction response in an E. coli target, wherein the
peaks correspond to the frequencies of stochastic events pro-
duced by arabinose L(+).

45. The method of claim 40, for use in generating a growth-
inhibitory response in a plant target, wherein the peaks cor-
respond to the frequencies of stochastic events produced by
glyphosphate.

46. The method of claim 40, for use in generating a growth-
inhibitory response in a plant target, wherein the peaks cor-
respond to the frequencies of stochastic events produced by
gibberelin.

47. The method of claim 34, for use in a system responsive
to the presence of an agent known to promote binding
between or assembly of one or more components in a system,
and exposing said system to said signal is carried out at a
signal amplitude and for a duration sufficient to promote a
level of binding between or assembly of said component(s)
than is greater than that observed prior to said exposing.

48. The method of claim 34, wherein said electromagnet
transducer includes a coil winding defining an open interior,
and said exposing includes placing the sample within the
open interior of said winding.

49. The method of claim 34, wherein said electromagnet
transducer includes an implantable coil, and said transducer is
implanted in a biological system prior to said exposing.

50. Apparatus for producing an effect of a chemical or
biochemical agent on a system responsive to such agent,
comprising

(1) acontainer adapted for receiving a sample of said agent,
said container having both magnetic and electromag-
netic shielding,

(2) an adjustable-power source of noise for injection into
the sample, with the sample in said container, at each of
at each of a plurality of noise levels in a selected range,

(3) a detector for recording an electromagnetic time-do-
main signal composed of sample source radiation super-
imposed on the injected Gaussian noise,
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(4) a memory device for storing each of a plurality of
plurality of time domain signals recorded at different
injected noise levels,

(5) an electronic computer adapted to

(a) retrieve time-domain signals stored in said memory
device, produce a spectral plot of the time-domain sig-
nals, allowing identification of O an optimized agent-
specific time-domain signal based on information in said
spectral plots, and

(6) an electromagnet transducer for exposing the agent-
responsive system to an optimized time-domain signal
identified from (5), at a signal amplitude and for a period
sufficient to produce in the system an agent-specific
effect on the system.

51. The apparatus of claim 50, wherein the source of noise
includes an adjustable-power Gaussian noise generator and a
Helmholz coil and which receives a selected noise output
signal from the noise generator in the range up to 1 volt.

52. The apparatus of claim 50, wherein said electronic
computer is operable produce a spectral plot of a time-domain
signal by one of the steps of:

(1) generating a histogram that shows, for each event bin f

over a selected frequency range within the range DC to
8 kHz, the number of event counts in each bin, where fis
a sampling rate for sampling the time domain signal,
whereby a score related to the number of bins that are
above a given threshold can be determined for each
time-domain signal;

(i) autocorrelating the time domain signal, generating an
FFT of the autocorrelated signal over a selected fre-
quency range within the range DC to 8 kHz, assigning to
the FFT signal, whereby a score related to the number of
peaks above a mean average noise value can be deter-
mined for each time-domain signal; and

(iii) calculating a series of Fourier spectra of the time-
domain signal over each of a plurality of defined time
periods, in a selected frequency range between DC and
8 kHz, averaging the Fourier spectra; whereby a score
related to the number of peaks above a mean average
noise value can be determined.

53. The apparatus of claim 51, wherein said electronic

computer includes machine readable code operable to:

(1) store a time-domain signal of the sample over a sample-
duration time T;

(i1) select a sampling rate F for sampling the time domain
signal, where F*T is the total sample count S, F is
approximately twice the frequency domain resolution f
of a Real Fast Fourier Transform of the time-domain
signal sampled at sampling rate F, and S>2fn, wheren is
at least 10,

(ii1) select S/n samples from the stored time domain signal
and performing a Real Fast Fourier Transform (RFFT)
on the samples,

(iv) normalize the RFFT signal and calculating an average
power for the signal,

(v) place an event count in each of f selected-frequency
event bins where the measured power at the correspond-
ing selected frequency=average power*E obtains,
where 0<€<1, and is chosen such that the total number
of counts placed in an event bin is between about
20-50% of the maximum possible bin counts in that bin,

(vi) repeat steps (iii-v) times, and
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(vii) generate a histogram that shows, for each event bin f
over a selected frequency range, the number of event
counts in each bin.

54. The apparatus of claim 53, wherein said machine read-
able code is further operable to, in step (iv) place the normal-
ized power value from the RFFT in f corresponding-fre-
quency power bins, and in step (viii) (a) divide the
accumulated values placed in each of the f power bins by n, to
yield an average power in each bin, and (b) display on the
histogram, the average power in each bin.

55. The apparatus of claim 50, wherein said container is an
attenuation tube having a sample-holding region, a magnetic
shielding cage surrounding said region, and a Faraday cage
contained within the magnetic shielding cage and also sur-
rounding said region, the source of Gaussian noise includes a
Gaussian noise generator and a Helmholz coil which is con-
tained within the magnetic cage and the Faraday cage, and
which receives a noise output signal from the noise generator,
and which further includes, for use in removing stationary
noise components in the time-dependent signal, a signal
inverter operatively connected to the said noise source and to
said SQUID, for receiving Gaussian noise from the noise
source and outputting into said SQUID, Gaussian noise in
inverted form with respect to the Gaussian noise injected into
the sample.

56. The apparatus of claim 50, wherein said electromagnet
transducer includes a coil winding and an open interior into
which the sample is adapted to be placed.

57. The apparatus of claim 50, wherein said electrogmag-
netic transducer is a Helmholz coil having a pair of aligned
electromagnetic coils defining an exposure station therebe-
tween, and said exposing includes placing the sample within
said station.

58. The apparatus of claim 50, wherein said electromagnet
transducer includes an implantable coil.

59. An optimized low-frequency time-domain signal of a
chemically or biologically active agent, produced by the steps
comprising:

(a) generating a plurality of low-frequency time-domain

signals of the agent by the steps of:

(1) placing a sample containing the agent in a container
having both magnetic and electromagnetic shielding,

(ii) injecting noise into the sample at a given noise ampli-
tude;

(iii) recording an electromagnetic time-domain signal
composed of sample source radiation superimposed on
the injected noise,

(iv) repeating steps (ii)-(iii) at each of a plurality of noise
levels within a selected range, and

(b) analyzing the plurality of time domain signals gener-
ated in (a) by producing a spectral plot of the time-
domain signals, and identifying an optimized agent-spe-
cific time-domain signal based on information in said
spectral plots.
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60. The signal of claim 59, wherein said analyzing is car-

ried out by one of the steps of:

(1) generating a histogram that shows, for each event bin f
over a selected frequency range within the range DC to
8 kHz, the number of event counts in each bin, where fis
a sampling rate for sampling the time domain signal,
assigning to the histogram, a score related to the number
of bins that are above a given threshold;

and selecting a time-domain signal based on its score,

(i) autocorrelating the time domain signal, generating an
FFT of the autocorrelated signal over a selected fre-
quency range within the range DC to 8 kHz, assigning to
the FFT signal, a score related to the number of peaks
above a mean average noise value, and selecting a time-
domain signal based on its score; and

(iii) calculating a series of Fourier spectra of the time-
domain signal over each of a plurality of defined time
periods, in a selected frequency range between DC and
8 kHz, averaging the Fourier spectra; assigning to the
averaged FFT signal, a score related to the number of
peaks above a mean average noise value, and selecting a
time-domain signal based on its score.

61. A method for treating a tumor in a mammalian subject,

comprising

(a) generating a plurality of low-frequency time-domain
signals by the steps of:

(1) placing a sample containing a cancer chemotherapeutic
the agent in a container having both magnetic and elec-
tromagnetic shielding,

(ii) injecting noise into the sample at a given noise ampli-
tude;

(ii1) recording an electromagnetic time-domain signal
composed of sample source radiation superimposed on
the injected noise, and

(iv) repeating steps (ii)-(iii) at each of a plurality of noise
levels within a selected noise-level range,

(b) analyzing the plurality of time domain signals gener-
ated in (a) by producing spectral plots of the time-do-
main signals, and identifying an optimized agent-spe-
cific time-domain signal based on information in said
spectral plots, and

(c) exposing the subject to the optimized agent-specific
time-domain signal identified in (b) by placing the sub-
ject within the magnetic field of an electromagnetic
transducer, and applying said signal to said transducer at
a signal amplitude and for a period sufficient to produce
areduction in the size and/or rate of growth of a tumor in
the subject.

62. The method of claim 61, wherein said agent is taxol or

a taxol derivative.



