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(57)【特許請求の範囲】
【請求項１】
　撮像された画像を用いて運転者の状態を推定する運転者状態推定装置であって、
　運転席に着座している運転者を撮像する撮像部と、
　前記運転者の顔に光を照射する照明部と、
　該照明部から光が照射されたときに前記撮像部で撮像された画像中の運転者の顔と前記
照明部から光が照射されていないときに前記撮像部で撮像された画像中の運転者の顔との
明るさ比と、前記運転席に着座している運転者の頭部から前記撮像部までの距離との相関
関係を示す１つ以上の距離推定用テーブルを記憶するテーブル情報記憶部と、
　少なくとも１つのハードウェアプロセッサとを備え、
　該少なくとも１つのハードウェアプロセッサが、
　前記照明部から光が照射されたときに前記撮像部で撮像された第１の画像と前記照明部
から光が照射されていないときに前記撮像部で撮像された第２の画像とから運転者の顔を
検出する顔検出部と、
　該顔検出部により検出された前記第１の画像中の運転者の顔と前記第２の画像中の運転
者の顔との明るさ比を算出する顔の明るさ比算出部と、
　前記テーブル情報記憶部に記憶された前記１つ以上の距離推定用テーブルの中から、前
記第２の画像中の運転者の顔の明るさに対応した距離推定用テーブルを選択するテーブル
選択部と、
　前記顔の明るさ比算出部で算出された前記顔の明るさ比と、前記テーブル選択部により
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選択された前記距離推定用テーブルとを照合して、前記運転席に着座している運転者の頭
部から前記撮像部までの距離を推定する距離推定部とを備えていることを特徴とする運転
者状態推定装置。
【請求項２】
　前記少なくとも１つのハードウェアプロセッサが、
　前記顔検出部で検出された前記運転者の顔の画像から該運転者の属性を判定する属性判
定部を備え、
　前記１つ以上の距離推定用テーブルには、前記運転者の属性に対応した距離推定用テー
ブルが含まれ、
　前記テーブル選択部が、
　前記１つ以上の距離推定用テーブルの中から、前記属性判定部で判定された前記運転者
の属性に対応した距離推定用テーブルを選択するものであることを特徴とする請求項１記
載の運転者状態推定装置。
【請求項３】
　前記運転者の属性には、人種、性別、化粧の有無、及び年齢のうちの少なくとも１つが
含まれていることを特徴とする請求項２記載の運転者状態推定装置。
【請求項４】
　前記少なくとも１つのハードウェアプロセッサが、
　車外の照度を検出する照度検出部から照度データを取得する照度データ取得部を備え、
　前記テーブル選択部が、
　前記照度データ取得部により取得した照度データを考慮して、前記第２の画像中の運転
者の顔の明るさに対応した距離推定用テーブルを選択するものであることを特徴とする請
求項１記載の運転者状態推定装置。
【請求項５】
　前記少なくとも１つのハードウェアプロセッサが、
　前記距離推定部で推定された前記距離を用いて、前記運転席に着座している運転者が運
転操作可能な状態であるか否かを判定する運転操作可否判定部を備えていることを特徴と
する請求項１～４のいずれかの項に記載の運転者状態推定装置。
【請求項６】
　運転席に着座している運転者を撮像する撮像部と、
　前記運転者の顔に光を照射する照明部と、
　該照明部から光が照射されたときに前記撮像部で撮像された画像中の運転者の顔と前記
照明部から光が照射されていないときに前記撮像部で撮像された画像中の運転者の顔との
明るさ比と、前記運転席に着座している運転者の頭部から前記撮像部までの距離との相関
関係を示す１つ以上の距離推定用テーブルを記憶するテーブル情報記憶部と、
　少なくとも１つのハードウェアプロセッサとを備えた装置を用い、
　前記運転席に着座している運転者の状態を推定する運転者状態推定方法であって、
　前記少なくとも１つのハードウェアプロセッサが、
　前記照明部から前記運転者の顔に光が照射されたときに前記撮像部で撮像された第１の
画像と前記照明部から前記運転者の顔に光が照射されていないときに前記撮像部で撮像さ
れた第２の画像とから運転者の顔を検出する顔検出ステップと、
　該顔検出ステップにより検出された前記第１の画像中の運転者の顔と前記第２の画像中
の運転者の顔との明るさ比を算出する顔の明るさ比算出ステップと、
　前記テーブル情報記憶部に記憶された前記１つ以上の距離推定用テーブルの中から、前
記第２の画像中の運転者の顔の明るさに対応した距離推定用テーブルを選択するテーブル
選択ステップと、
　前記顔の明るさ比算出ステップにより算出された前記顔の明るさ比と、前記テーブル選
択ステップにより選択された前記距離推定用テーブルとを照合して、前記運転席に着座し
ている運転者の頭部から前記撮像部までの距離を推定する距離推定ステップとを含んでい
ることを特徴とする運転者状態推定方法。
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【発明の詳細な説明】
【技術分野】
【０００１】
　本発明は運転者状態推定装置、及び運転者状態推定方法に関し、より詳細には、撮像さ
れた画像を用いて運転者の状態を推定することのできる運転者状態推定装置、及び運転者
状態推定方法に関する。
【背景技術】
【０００２】
　車室内カメラで撮影された運転者の画像から運転者の動作や視線などの状態を検知し、
運転者に必要とされる情報の提示や警告などを行う技術が従来より開発されている。
　また、近年開発が進められている自動運転システムでは、自動運転中においても、自動
運転から手動運転への引き継ぎがスムーズに行えるように、運転者が運転操作可能な状態
であるかどうかを推定しておく技術が必要になると考えられており、車室内カメラで撮像
した画像を解析して、運転者の状態を推定する技術の開発が進められている。
【０００３】
　運転者の状態を推定するためには、運転者の頭部位置を検出する技術が必要とされてい
る。例えば、特許文献１には、車室内カメラで撮像された画像中における運転者の顔領域
を検出し、検出した顔領域に基づいて、運転者の頭部位置を推定する技術が開示されてい
る。
【０００４】
　上記運転者の頭部位置の具体的な推定方法は、まず、車室内カメラに対する頭部位置の
角度を検出する。該頭部位置の角度の検出方法は、画像上での顔領域の中心位置を検出し
、該検出した顔領域の中心位置を頭部位置として、該顔領域の中心位置を通る頭部位置直
線を求め、該頭部位置直線の角度（頭部位置の車室内カメラに対する角度）を決定する。
【０００５】
　次に、頭部位置直線上の頭部位置を検出する。該頭部位置直線上の頭部位置の検出方法
は、車室内カメラから所定距離に存在する場合の顔領域の標準大きさを記憶しておき、こ
の標準大きさと実際に検出した顔領域の大きさとを比較して、車室内カメラから頭部位置
までの距離を求める。そして、求めた距離だけ車室内カメラから離れた、頭部位置直線上
の位置を頭部位置として推定するようになっている。
【０００６】
　［発明が解決しようとする課題］
　特許文献１記載の頭部位置の推定方法では、画像上での頭部位置を顔領域の中心位置を
基準として検出しているが、顔領域の中心位置は顔の向きによって変わってしまう。その
ため、頭の位置が同じ位置であっても、顔の向きの違いより、画像上で検出される顔領域
の中心位置がそれぞれ異なる位置に検出される。そのため画像上における頭部位置が実世
界の頭部位置とは異なる位置に検出されてしまい、実世界における頭部位置までの距離を
精度よく推定できないという課題があった。
【先行技術文献】
【特許文献】
【０００７】
【特許文献１】特開２０１４－２１８１４０号公報
【発明の概要】
【課題を解決するための手段及びその効果】
【０００８】
　本発明は上記課題に鑑みなされたものであって、画像中における運転者の顔領域の中心
位置を検出することなく運転者の頭部までの距離を推定することができ、該推定された距
離を前記運転者の状態判定に利用することができる運転者状態推定装置、及び運転者状態
推定方法を提供することを目的としている。
【０００９】
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　上記目的を達成するために本発明に係る運転者状態推定装置（１）は、撮像された画像
を用いて運転者の状態を推定する運転者状態推定装置であって、
　運転席に着座している運転者を撮像する撮像部と、
　前記運転者の顔に光を照射する照明部と、
　少なくとも１つのハードウェアプロセッサとを備え、
　該少なくとも１つのハードウェアプロセッサが、
　前記照明部から光が照射されたときに前記撮像部で撮像された第１の画像と前記照明部
から光が照射されていないときに前記撮像部で撮像された第２の画像とから運転者の顔を
検出する顔検出部と、
　該顔検出部により検出された前記第１の画像中の運転者の顔と前記第２の画像中の運転
者の顔との明るさ比を算出する顔の明るさ比算出部と、
　該顔の明るさ比算出部により算出された前記顔の明るさ比を用いて、前記運転席に着座
している運転者の頭部から前記撮像部までの距離を推定する距離推定部とを備えているこ
とを特徴としている。
【００１０】
　上記運転者状態推定装置（１）によれば、前記第１の画像と前記第２の画像とから運転
者の顔が検出され、該検出された前記第１の画像中の運転者の顔と前記第２の画像中の運
転者の顔との明るさ比が算出され、該算出された前記顔の明るさ比を用いて、前記運転席
に着座している運転者の頭部から前記撮像部までの距離が推定される。したがって、前記
画像中の顔領域の中心位置を求めることなく、前記第１の画像中の運転者の顔と前記第２
の画像中の運転者の顔との明るさ比から前記距離を推定することができる。該推定された
距離を用いて、前記運転席に着座している運転者の位置姿勢などの状態を推定することが
可能となる。
【００１１】
　また本発明に係る運転者状態推定装置（２）は、上記運転者状態推定装置（１）におい
て、前記顔の明るさ比と、前記運転席に着座している運転者の頭部から前記撮像部までの
距離との相関関係を示す１つ以上の距離推定用テーブルを記憶するテーブル情報記憶部を
備え、
　前記少なくとも１つのハードウェアプロセッサが、
　前記テーブル情報記憶部に記憶された前記１つ以上の距離推定用テーブルの中から、前
記第２の画像中の運転者の顔の明るさに対応した距離推定用テーブルを選択するテーブル
選択部を備え、
　前記距離推定部が、
　前記顔の明るさ比算出部で算出された前記顔の明るさ比と、前記テーブル選択部により
選択された前記距離推定用テーブルとを照合して、前記運転席に着座している運転者の頭
部から前記撮像部までの距離を推定するものであることを特徴としている。
【００１２】
　上記運転者状態推定装置（２）によれば、前記テーブル情報記憶部に、前記顔の明るさ
比と、前記運転者の頭部から前記撮像部までの距離との相関関係を示す１つ以上の距離推
定用テーブルが記憶され、前記顔の明るさ比算出部で算出された前記顔の明るさ比と、前
記テーブル選択部で選択された前記距離推定用テーブルとが照合されて、前記運転席に着
座している運転者の頭部から前記撮像部までの距離が推定される。
　前記照明部から照射される光の反射強度は前記運転者の顔の明るさによって異なるが、
前記運転者の顔の明るさに適した反射強度の関係を示す前記距離推定用テーブルを選択し
て用いることにより、前記運転者の頭部から前記撮像部までの距離の推定精度を高めるこ
とができる。しかも、前記距離推定用テーブルを用いることにより、前記距離の推定処理
に負荷をかけることなく高速に処理を実行できる。
【００１３】
　また本発明に係る運転者状態推定装置（３）は、上記運転者状態推定装置（２）におい
て、前記少なくとも１つのハードウェアプロセッサが、
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　前記顔検出部で検出された前記運転者の顔の画像から該運転者の属性を判定する属性判
定部を備え、
　前記１つ以上の距離推定用テーブルには、前記運転者の属性に対応した距離推定用テー
ブルが含まれ、
　前記テーブル選択部が、
　前記１つ以上の距離推定用テーブルの中から、前記属性判定部で判定された前記運転者
の属性に対応した距離推定用テーブルを選択するものであることを特徴としている。
【００１４】
　上記運転者状態推定装置（３）によれば、前記顔検出部で検出された前記運転者の顔の
画像から該運転者の属性が判定され、前記１つ以上の距離推定用テーブルの中から、前記
属性判定部で判定された前記運転者の属性に対応した距離推定用テーブルが選択される。
したがって、前記第２の画像中の運転者の顔の明るさだけでなく、前記運転者の属性にも
対応した距離推定用テーブルを選択して用いることができ、前記距離推定部により推定さ
れる前記距離の精度を一層高めることができる。
【００１５】
　また本発明に係る運転者状態推定装置（４）は、上記運転者状態推定装置（３）におい
て、前記運転者の属性には、人種、性別、化粧の有無、及び年齢のうちの少なくとも１つ
が含まれていることを特徴としている。
【００１６】
　上記運転者状態推定装置（４）によれば、前記運転者の属性には、人種、性別、化粧の
有無、及び年齢のうちの少なくとも１つが含まれているので、前記運転者の多様な属性に
応じた前記距離推定用テーブルを用意して選択可能とすることで、前記距離推定部により
推定される前記距離の精度を一層高めることができる。
【００１７】
　また本発明に係る運転者状態推定装置（５）は、上記運転者状態推定装置（２）におい
て、前記少なくとも１つのハードウェアプロセッサが、
　車外の照度を検出する照度検出部から照度データを取得する照度データ取得部を備え、
　前記テーブル選択部が、
　前記照度データ取得部により取得した照度データを考慮して、前記第２の画像中の運転
者の顔の明るさに対応した距離推定用テーブルを選択するものであることを特徴としてい
る。
【００１８】
　車載環境では、太陽からの光の照射方向やトンネルの出入り口などの道路状況によって
、運転者の顔の明るさと周囲の明るさとが極端に異なる状況が発生し得る。このような場
合、前記第２の画像中の運転者の顔の明るさが影響を受ける。
　上記運転者状態推定装置（５）によれば、前記照度データ取得部で取得した照度データ
を考慮して、前記第２の画像中の運転者の顔の明るさに対応した距離推定用テーブルが選
択される。したがって、前記第２の画像を撮像したときの車外の照度が考慮された適切な
距離推定用テーブルを選択することができ、前記距離推定部により推定される前記距離の
精度のバラツキを抑制できる。
【００１９】
　また本発明に係る運転者状態推定装置（６）は、上記運転者状態推定装置（１）～（５
）のいずれかにおいて、前記少なくとも１つのハードウェアプロセッサが、
　前記距離推定部で推定された前記距離を用いて、前記運転席に着座している運転者が運
転操作可能な状態であるか否かを判定する運転操作可否判定部を備えていることを特徴と
している。
【００２０】
　上記運転者状態推定装置（６）によれば、前記距離推定部で推定された前記距離を用い
て、前記運転席に着座している運転者が運転操作可能な状態であるか否かを判定すること
ができ、前記運転者の監視を適切に行うことができる。
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【００２１】
　また本発明に係る運転者状態推定方法は、運転席に着座している運転者を撮像する撮像
部と、前記運転者の顔に光を照射する照明部と、少なくとも１つのハードウェアプロセッ
サとを備えた装置を用い、前記運転席に着座している運転者の状態を推定する運転者状態
推定方法であって、
　前記少なくとも１つのハードウェアプロセッサが、
　前記照明部から前記運転者の顔に光が照射されたときに前記撮像部で撮像された第１の
画像と前記照明部から前記運転者の顔に光が照射されていないときに前記撮像部で撮像さ
れた第２の画像とから運転者の顔を検出する顔検出ステップと、
　該顔検出ステップにより検出された前記第１の画像中の運転者の顔と前記第２の画像中
の運転者の顔との明るさ比を算出する顔の明るさ比算出ステップと、
　該顔の明るさ比算出ステップにより算出された前記顔の明るさ比を用いて、前記運転席
に着座している運転者の頭部から前記撮像部までの距離を推定する距離推定ステップとを
含んでいることを特徴としている。
【００２２】
　上記運転者状態推定方法によれば、前記第１の画像と前記第２の画像とから運転者の顔
を検出し、該検出した前記第１の画像中の運転者の顔と前記第２の画像中の運転者の顔と
の明るさ比を求め、該顔の明るさ比を用いて、前記運転席に着座している運転者の頭部か
ら前記撮像部までの距離を推定する。したがって、前記画像中の顔領域の中心位置を求め
ることなく、前記第１の画像中の運転者の顔と前記第２の画像中の運転者の顔との明るさ
比から前記距離を推定することができる。該推定された距離を用いて、前記運転席に着座
している運転者の位置姿勢などの状態を推定することが可能となる。
【図面の簡単な説明】
【００２３】
【図１】本発明の実施の形態（１）に係る運転者状態推定装置を含む自動運転システムの
要部を概略的に示したブロック図である。
【図２】実施の形態（１）に係る運転者状態推定装置の構成を示すブロック図である。
【図３】（ａ）は単眼カメラの設置例を示す車室内平面図、（ｂ）は単眼カメラで撮像さ
れる画像例を示すイラスト図、（ｃ）は単眼カメラの撮像タイミングと照明部のオン・オ
フの切替タイミングの一例を示すタイミングチャートである。
【図４】（ａ）はテーブル情報記憶部に記憶されている距離推定用テーブルの一例を示す
図であり、（ｂ）は距離推定用テーブルの種類を説明するためのグラフ図である。
【図５】実施の形態（１）に係る運転者状態推定装置におけるＣＰＵの行う処理動作を示
したフローチャートである。
【図６】実施の形態（２）に係る運転者状態推定装置の構成を示すブロック図である。
【図７】属性判定部で判定する運転者の属性と、テーブル情報記憶部に記憶される距離推
定用テーブルとを説明するための図である。
【図８】実施の形態（２）に係る運転者状態推定装置におけるＣＰＵの行う処理動作を示
したフローチャートである。
【図９】実施の形態（３）に係る運転者状態推定装置の構成を示すブロック図である。
【発明を実施するための形態】
【００２４】
　以下、本発明に係る運転者状態推定装置、及び運転者状態推定方法の実施の形態を図面
に基づいて説明する。なお、以下に述べる実施の形態は、本発明の好適な具体例であり、
技術的に種々の限定が付されているが、本発明の範囲は、以下の説明において特に本発明
を限定する旨の記載がない限り、これらの形態に限られるものではない。
【００２５】
　図１は、実施の形態（１）に係る運転者状態推定装置を含む自動運転システムの要部を
概略的に示したブロック図である。図２は、実施の形態（１）に係る運転者状態推定装置
の構成を示すブロック図である。
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【００２６】
　自動運転システム１は、車両を道路に沿って自動で走行させるためのシステムであり、
運転者状態推定装置１０、ＨＭＩ（Human Machine Interface）４０、及び自動運転制御
装置５０を含んで構成され、これら各装置が通信バス６０を介して接続されている。なお
、通信バス６０には、自動運転や運転者による手動運転の制御に必要な各種センサや制御
装置（図示せず）も接続されている。
【００２７】
　運転者状態推定装置１０は、照明部１１ｃから光が照射されたときに撮像された第１の
画像（以下、照明オンの画像ともいう）と照明部１１ｃから光が照射されていないときに
撮像された第２の画像（以下、照明オフの画像ともいう）とに写された運転者の顔の明る
さの比を算出し、算出した顔の明るさ比を用いて、単眼カメラ１１から運転者の頭部まで
の距離を推定する処理、距離の推定結果に基づいて運転者が運転操作可能な状態であるか
否かを判定し、その判定結果を出力する処理などを行う。
【００２８】
　運転者状態推定装置１０は、単眼カメラ１１、ＣＰＵ１２、ＲＯＭ１３、ＲＡＭ１４、
記憶部１５、及び入出力インターフェース（Ｉ／Ｆ）１６を含んで構成され、これら各部
が通信バス１７を介して接続されている。なお、単眼カメラ１１は、装置本体とは別体の
カメラユニットとして構成してもよい。
【００２９】
　単眼カメラ１１は、運転席に着座している運転者の頭部を含む画像を定期的（例えば、
１秒間に３０～６０回）に撮像可能なカメラであり、撮像部を構成する１枚以上のレンズ
から構成されるレンズ系１１ａ、被写体の撮像データを生成するＣＣＤ又はＣＭＯＳなど
の撮像素子１１ｂ、及び撮像データをデジタルデータに変換するＡＤ変換部（図示せず）
と、運転者の顔に向けて光、例えば近赤外光を照射する１つ以上の近赤外発光素子などか
ら構成される照明部１１ｃとを含んで構成されている。単眼カメラ１１に、可視光をカッ
トするフィルタや、近赤外域のみを通過させるバンドパスフィルタなどを設けてもよい。
【００３０】
　また、撮像素子１１ｂには、可視光域と赤外域の双方に顔撮影に必要な感度を有したも
のを使用してもよい。そうすれば可視光と赤外光との双方による顔撮影が可能となる。な
お、照明部１１ｃの光源として、赤外光光源だけでなく可視光光源を使用するようにして
もよい。
【００３１】
　ＣＰＵ１２は、ハードウェアプロセッサであり、ＲＯＭ１３に記憶されているプログラ
ムを読み出し、該プログラムに基づいて単眼カメラ１１で撮像された画像データの各種処
理などを行う。ＣＰＵ１２は、画像処理や制御信号出力処理などの処理用途毎に複数装備
してもよい。
【００３２】
　ＲＯＭ１３には、図２に示す記憶指示部２１、読み出し指示部２２、顔検出部２３、顔
の明るさ比算出部２４、距離推定部２５、テーブル選択部２６、及び運転操作可否判定部
２７としての処理を、ＣＰＵ１２に実行させるためのプログラムなどが記憶されている。
なお、ＣＰＵ１２で実行される前記プログラムの全部又は一部をＲＯＭ１３とは別の記憶
部１５や他の記憶媒体（図示せず）に記憶してもよい。
　ＲＡＭ１４には、ＣＰＵ１２で実行される各種処理に必要なデータやＲＯＭ１３から読
み出したプログラムなどが一時記憶される。
【００３３】
　記憶部１５は、画像記憶部１５ａとテーブル情報記憶部１５ｂとを含んでいる。画像記
憶部１５ａには、単眼カメラ１１で撮像された画像（照明オンの画像及び照明オフの画像
）データが記憶される。テーブル情報記憶部１５ｂには、照明オンの画像中の運転者の顔
と照明オフの画像中の運転者の顔との明るさ比（顔の明るさ比）と、運転席に着座してい
る運転者の頭部から単眼カメラ１１までの距離との相関関係を示す１つ以上の距離推定用
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テーブルが記憶されている。
【００３４】
　また、記憶部１５には、単眼カメラ１１の焦点距離や絞り（Ｆ値）、画角や画素数（幅
×縦）などを含むパラメータ情報が記憶されている。また、単眼カメラ１１の取付位置情
報も記憶できるようにしてもよい。単眼カメラ１１の取付位置情報は、例えば、単眼カメ
ラ１１の設定メニューをＨＭＩ４０で読み出せるように構成しておき、取付時に、前記設
定メニューから入力設定できるようにすればよい。記憶部１５は、例えば、ＥＥＰＲＯＭ
、フラッシュメモリなどの１つ以上の不揮発性の半導体メモリで構成されている。入出力
インターフェース（Ｉ／Ｆ）１６は、通信バス６０を介して各種外部装置とのデータのや
り取りを行うためのものである。
【００３５】
　ＨＭＩ４０は、運転者状態推定装置１０から送信されてきた信号に基づいて、運転者に
運転姿勢等の状態を報知する処理、自動運転システム１の作動状況や自動運転の解除情報
などを運転者に報知する処理、自動運転制御に関連する操作信号を自動運転制御装置５０
に出力する処理などを行う。ＨＭＩ４０は、例えば、運転者が視認しやすい位置に設けら
れた表示部４１や音声出力部４２の他、図示しない操作部や音声入力部などを含んで構成
されている。
【００３６】
　自動運転制御装置５０は、図示しない動力源制御装置、操舵制御装置、制動制御装置、
周辺監視センサ、ナビゲーションシステム、外部と通信を行う通信装置などにも接続され
、これら各部から取得した情報に基づいて、自動運転を行うための制御信号を各制御装置
へ出力して、車両の自動走行制御（自動操舵制御や自動速度調整制御など）を行う。
【００３７】
　図２に示した運転者状態推定装置１０の各部を説明する前に、図３、図４を用いて、運
転者状態推定装置１０が行う運転者の頭部までの距離の推定方法について説明する。
　図３（ａ）は、単眼カメラ１１の設置例を示す車室内平面図、（ｂ）は、単眼カメラ１
１で撮像される画像例を示すイラスト図、（ｃ）は、単眼カメラ１１の撮像タイミングと
照明部１１ｃのオン・オフの切替タイミングの一例を示すタイミングチャートである。
　また、図４（ａ）は、テーブル情報記憶部１５ｂに記憶されている距離推定用テーブル
の一例を示す図であり、（ｂ）は、距離推定用テーブルの種類を説明するためのグラフ図
である。
【００３８】
　図３（ａ）に示すように、運転者３０が運転席３１に着座しているとする。運転席３１
の正面前方にはハンドル３２が設置されている。運転席３１は、前後方向に位置調整可能
となっており、座面の可動範囲がＳに設定されている。単眼カメラ１１は、ハンドル３２
の奥側（図示しないステアリングコラム、又はダッシュボードやインストルメントパネル
の手前）に設けられており、運転者３０Ａの頭部（顔）を含む画像１１ｄを撮像可能な箇
所に設置されている。なお、単眼カメラ１１の設置位置姿勢はこの形態に限定されるもの
ではない。
【００３９】
　図３（ａ）では、単眼カメラ１１から実世界における運転者３０までの距離をＡ、ハン
ドル３２から運転者３０までの距離をＢ、ハンドル３２から単眼カメラ１１までの距離を
Ｃ、単眼カメラ１１の画角をα、撮像面の中心をＩで示している。図３（ｂ）は、運転席
３１を座面の可動範囲Ｓの略中間にセットしたときに撮像された運転者３０Ａの画像例を
示している。
【００４０】
　図３（ｃ）は、単眼カメラ１１の撮像素子１１ｂへの撮像（露光）タイミングと、照明
部１１ｃのオン・オフの切替タイミングの一例を示すタイミングチャートである。図３（
ｃ）に示す例では、照明部１１ｃによる照明のオンとオフが、撮像タイミング（フレーム
）毎に切り替えられ、照明オンの画像と照明オフの画像とが交互に撮像されているが、照



(9) JP 6737213 B2 2020.8.5

10

20

30

40

50

明のオン・オフの切替タイミングは、この形態に限定されるものではない。
【００４１】
　図４（ａ）はテーブル情報記憶部１５ｂに記憶されている距離推定用テーブルの一例を
示す図であり、（ｂ）は距離推定用テーブルの種類を説明するためのグラフ図である。
　図４（ａ）に示す距離推定用テーブルは、照明オンの画像中の運転者の顔と照明オフの
画像中の運転者の顔との明るさ比（輝度比）と、運転席３１に着座している運転者３０の
頭部から単眼カメラ１１までの距離との相関関係を示している。
【００４２】
　照明部１１ｃから照射される光の反射特性は、運転者の顔での反射率によって変化する
。テーブル情報記憶部１５ｂには、照明オフの画像中の運転者の顔の明るさのレベルの違
いに対応した１つ以上の距離推定用テーブルが含まれている。
【００４３】
　一般的に反射光の強さは、距離の２乗に反比例するという性質（Ｉ＝ｋ／Ｄ２、Ｉ：反
射光の強さ、ｋ：物体の反射係数、Ｄ：物体との距離）を有している。この性質を利用す
れば、反射光によって構成される反射光画像を用いることで、運転者までの距離を推定す
ることが可能である。しかしながら、反射光の強さは、運転者までの距離以外に、運転者
の顔の色（反射係数）の違いや運転者の肌特性（反射特性）の違いなどにより影響を受け
る。したがって、反射光画像における反射光の強さを参照しただけでは、運転者との距離
を正確に推定することが難しい。
【００４４】
　そこで、本実施の形態では、予め実測データを用いた学習処理等により、人の顔の明る
さの違いに対応した１つ以上の距離推定用テーブルを作成し、該作成した１つ以上の距離
推定用テーブルをテーブル情報記憶部１５ｂに記憶しておき、距離推定処理に利用する構
成となっている。運転者によって異なる顔の色（反射係数）や肌特性（反射特性）に対応
した距離推定用テーブルを用いることで、運転者までの距離の推定精度を高めることが可
能となっている。
【００４５】
　距離推定用テーブルの作成にあたっては、人の顔（肌）の反射率の多様性を考慮して、
顔（肌）の反射率が異なる人をサンプリングモデルに選定する。そして、車両の運転席と
同様の環境下で、単眼カメラ１１から頭部までの距離を例えば、２０、４０、６０、８０
、１００ｃｍに設定し、各距離において照明がオン・オフされた時に撮像された画像を取
得する。取得した照明オンの画像と照明オフの画像中での顔（顔領域）の明るさ（輝度）
をそれぞれ検出した後、輝度比を算出する。これらデータを用いて、照明オフ時に撮像さ
れた画像中の顔の明るさ別に距離推定用テーブルを作成する。
【００４６】
　図４（ｂ）において、一点鎖線で示すグラフは、照明オフの画像中で顔の明るさレベル
が高い場合の相関関係の一例を示し、破線で示すグラフは、照明オフの画像中で顔の明る
さレベルが低い場合の相関関係の一例を示している。
【００４７】
　照明オフの画像中の顔の明るさレベルが高くなると、照明オン時に顔からの光の反射率
も高くなる一方、照明オフの画像中の顔の明るさレベルが低くなると、照明オン時に顔か
らの光の反射率も低くなる。照明オフの画像中の運転者の顔の明るさ（換言すれば、運転
者の顔からの光の反射率）に対応した距離推定用テーブルを選択して用いることで、単眼
カメラ１１から運転者３０の頭部までの距離Ａを推定する精度を高めることが可能となっ
ている。
【００４８】
　次に、実施の形態（１）に係る運転者状態推定装置１０の具体的構成について図２に示
したブロック図に基づいて説明する。
　運転者状態推定装置１０は、ＲＯＭ１３に記憶された各種のプログラムがＲＡＭ１４に
読み出され、ＣＰＵ１２で実行されることによって、記憶指示部２１、読み出し指示部２
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２、顔検出部２３、顔の明るさ比算出部２４、距離推定部２５、テーブル選択部２６、及
び運転操作可否判定部２７としての処理を行う装置として成立する。顔検出部２３、顔の
明るさ比算出部２４、距離推定部２５、及び運転操作可否判定部２７は、それぞれが専用
のチップで構成されていてもよい。
【００４９】
　記憶指示部２１は、単眼カメラ１１で撮像された運転者３０Ａの顔を含む画像（照明オ
ン画像及び照明オフ画像）データを記憶部１５の一部である画像記憶部１５ａに記憶させ
る処理を行う。読み出し指示部２２は画像記憶部１５ａから運転者３０Ａが撮像された画
像（照明オン画像と照明オフ画像）を読み出す処理を行う。
【００５０】
　顔検出部２３は、画像記憶部１５ａから読み出された画像（照明オン画像と照明オフ画
像）から運転者３０Ａの顔を検出する処理を行う。画像から顔を検出する手法は特に限定
されず、公知の顔検出技術を用いることができる。
　例えば、顔全体の輪郭に対応した基準テンプレートを用いたテンプレートマッチング、
又は顔の器官（目、鼻、口、眉など）に基づくテンプレートマッチングなどによって顔を
検出するように構成してもよい。また、肌の色や明るさに近い領域を検出し、その領域を
顔として検出するように構成してもよい。また、高速で高精度に顔を検出する手法として
、例えば、顔の局所的な領域の明暗差（輝度差）やエッジ強度、これら局所的領域間の関
連性（共起性）を特徴量として捉え、これら多数の特徴量を組み合わせて学習することで
検出器を作成し、階層的な構造（顔をおおまかにとらえる階層から顔の細部をとらえる階
層構造）の検出器を用いる画像処理方法により、顔の領域検出を行うように構成してもよ
い。また、顔の向きや傾きに対応するために、顔の向きや傾きごとに別々に学習させた複
数の検出器を備えるようにしてもよい。
【００５１】
　顔の明るさ比算出部２４は、顔検出部２３により検出された照明オンの画像中の運転者
の顔の明るさと、照明オフの画像中の運転者の顔の明るさとを検出し、照明オンの画像中
の運転者の顔の明るさと照明オフの画像中の運転者の顔の明るさとの比（顔の明るさ比：
照明オン時／照明オフ時）を求める処理を行う。例えば、顔の明るさとして、画像中の顔
の肌領域の輝度（例えば、平均輝度）を求めるようになっている。
【００５２】
　距離推定部２５は、顔の明るさ比算出部２４により求められた顔の明るさ比を用いて、
運転席３１に着座している運転者３０の頭部から単眼カメラ１１までの距離Ａ（奥行きに
関する情報）を推定する処理を行う。
　距離Ａを推定する処理には、テーブル選択部２６により選択された距離推定用テーブル
を使用する。テーブル選択部２６は、テーブル情報記憶部１５ｂに記憶されている１つ以
上の距離推定用テーブルの中から、照明オフの画像中の運転者の顔の明るさに対応した距
離推定用テーブルを選択する。
　すなわち、距離推定部２５は、顔の明るさ比算出部２４で算出された顔の明るさ比と、
テーブル選択部２６により選択された距離推定用テーブルとを照合して、運転席３１に着
座している運転者３０の頭部から単眼カメラ１１までの距離Ａを推定する処理を行う。
【００５３】
　運転操作可否判定部２７は、距離推定部２５で推定された距離Ａを用いて、運転者３０
が運転操作可能な状態であるか否か、例えば、ＲＯＭ１３又は記憶部１５に記憶された、
ハンドルに手が届く範囲をＲＡＭ１４に読み出し、比較演算を行うことにより、運転者３
０がハンドル３２に手が届く範囲内にいるか否かを判定し、該判定結果を示す信号をＨＭ
Ｉ４０や自動運転制御装置５０へ出力する。また、距離Ａから距離Ｃ（ハンドル３２から
単眼カメラ１１までの距離）を引き、距離Ｂ（ハンドル３２から運転者３０までの距離）
を求めて、上記判定を行うようにしてもよい。なお、距離Ｃの情報は、記憶部１５に、単
眼カメラ１１の取付位置情報として登録すればよい。
【００５４】
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　図５は、実施の形態（１）に係る運転者状態推定装置１０におけるＣＰＵ１２の行う処
理動作を示したフローチャートである。単眼カメラ１１では、例えば、毎秒３０～６０フ
レームの画像が撮像され、各フレームの撮像タイミングに合わせて照明部１１ｃのオンと
オフが切り替えられる。各フレーム、又は一定間隔のフレーム毎に本処理が行われる。
【００５５】
　まず、ステップＳ１では、単眼カメラ１１で撮像された、照明オンの画像と照明オフの
画像とを画像記憶部１５ａから読み出し、次のステップＳ２では、読み出された照明オン
の画像及び照明オフの画像から運転者３０Ａの顔を検出する処理を行う。
【００５６】
　ステップＳ３では、照明オフの画像中の運転者３０Ａの顔領域の明るさを検出する処理
を行う。顔領域の明るさとして、例えば、顔の肌領域又は顔器官の輝度を検出すればよい
。
　次のステップＳ４では、テーブル情報記憶部１５ｂに記憶されている１つ以上の距離推
定用テーブルの中から、ステップＳ３で検出された照明オフの画像中の運転者３０Ａの顔
の明るさに対応する距離推定用テーブルを選択する処理を行う。
【００５７】
　ステップＳ５では、照明オンの画像中の運転者３０Ａの顔の明るさを検出する処理を行
う。顔領域の明るさとして、例えば、顔の肌領域又は顔器官の輝度を検出すればよい。
　次のステップＳ６では、照明オンの画像中の運転者３０Ａの顔の明るさと照明オフの画
像中の運転者３０Ａの顔の明るさとの比（顔の明るさ比）を算出する処理を行う。
【００５８】
　ステップＳ７では、ステップＳ６で算出された顔の明るさ比を、ステップＳ４で選択さ
れた距離推定用テーブルに当てはめて、運転席３１に着座している運転者３０の頭部から
単眼カメラ１１までの距離Ａを抽出する処理（距離推定処理）を行う。
　次のステップＳ８では、ステップＳ７で推定した距離Ａから距離Ｃ（ハンドル３２から
単眼カメラ１１までの距離）を引いて距離Ｂ（ハンドル３２から運転者３０までの距離）
を求める処理を行う。
【００５９】
　ステップＳ９では、ＲＡＭ１３又は記憶部１５に記憶された、適切なハンドル操作が可
能な範囲を読み出し、比較演算を行うことにより、距離Ｂが、適切なハンドル操作が可能
な範囲内（距離Ｅ１＜距離Ｂ＜距離Ｅ２）であるか否かを判定する。距離Ｅ１から距離Ｅ

２の距離範囲は、運転者３０が運転席３１に着座した状態で、ハンドル３２の操作が可能
と推定される距離範囲、例えば、距離Ｅ１は４０ｃｍ、距離Ｅ２は８０ｃｍ程度の値に設
定することができる。
【００６０】
　ステップＳ９において、距離Ｂが適切なハンドル操作が可能な範囲内であると判断すれ
ば、その後処理を終える一方、距離Ｂが適切なハンドル操作が可能な範囲内ではないと判
断すればステップＳ１０に進む。
【００６１】
　ステップＳ１０では、ＨＭＩ４０や自動運転制御装置５０に運転操作不可信号を出力し
、その後処理を終える。ＨＭＩ４０では、運転操作不可信号を入力した場合、例えば、表
示部４１に運転姿勢や座席位置を警告する表示や、音声出力部４２より運転姿勢や座席位
置を警告するアナウンスを実行する。また、自動運転制御装置５０では、運転操作不可信
号を入力した場合、例えば、減速制御などを実行する。
【００６２】
　上記実施の形態（１）に係る運転者状態推定装置１０によれば、照明オンの画像と照明
オフの画像とから運転者３０Ａの顔が検出され、該検出された照明オンの画像中の運転者
３０Ａの顔と照明オフの画像中の運転者３０Ａの顔との明るさ比が算出され、算出された
顔の明るさ比と、テーブル選択部２６で選択された距離推定用テーブルとが照合されて、
運転席３１に着座している運転者３０の頭部から単眼カメラ１１までの距離Ａが推定され
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る。したがって、画像中の顔領域の中心位置を求めることなく、照明オンの画像中の運転
者の顔と照明オフの画像中の運転者の顔との明るさ比から距離Ａを推定することができる
。
　また、運転者状態推定装置１０によれば、単眼カメラ１１に加えて別のセンサを設ける
ことなく、上記した運転者までの距離Ａを推定することができ、装置構成の簡素化を図る
ことができ、また、前記別のセンサを設ける必要がないため、それに伴う追加の処理も不
要となり、ＣＰＵ１２にかかる負荷を低減させることができ、装置の小型化や低コスト化
を図ることができる。
【００６３】
　また、運転者の顔の明るさ（反射特性）に対応した距離推定用テーブルを選択して用い
ることにより、運転者３０の頭部から単眼カメラ１１までの距離の推定精度を高めること
ができる。また、予め記憶されている距離推定用テーブルを用いることにより、距離Ａの
推定処理に負荷をかけることなく高速に処理を実行できる。
　また、距離推定部２５で推定された距離Ａを用いて算出した距離Ｂに基づいて、運転席
３１に着座している運転者３０が運転操作可能な状態であるか否かを判定することができ
、運転者の監視を適切に行うことができる。
【００６４】
　次に実施の形態（２）に係る運転者状態推定装置１０Ａについて説明する。但し実施の
形態（２）に係る運転者状態推定装置１０Ａの構成については、ＣＰＵ１２Ａ、ＲＯＭ１
３Ａ、及び記憶部１５Ａを除いて図１に示した運転者状態推定装置１０と略同様であるた
め、異なる構成のＣＰＵ１２Ａ、ＲＯＭ１３Ａ、及び記憶部１５Ａのテーブル情報記憶部
１５ｃには異なる符号を付し、その他の構成部品の説明をここでは省略する。
【００６５】
　実施の形態（１）に係る運転者状態推定装置１０では、テーブル情報記憶部１５ｂに、
運転者の顔の明るさのレベルに応じた１つ以上の距離推定用テーブルが記憶されており、
テーブル選択部２６が、照明オフの画像中の運転者３０Ａの顔の明るさに対応する距離推
定用テーブルを選択するように構成されている。
　実施の形態（２）に係る運転者状態推定装置１０Ａでは、テーブル情報記憶部１５ｃに
、運転者の属性に対応した１つ以上の距離推定用テーブルが記憶されており、テーブル選
択部２６Ａが、運転者の属性と照明オフの画像中の運転者３０Ａの顔の明るさに対応する
距離推定用テーブルを選択するように構成されている。
【００６６】
　次に、実施の形態（２）に係る運転者状態推定装置１０Ａの具体的構成について図６に
示したブロック図に基づいて説明する。但し、図２に示した運転者状態推定装置１０と略
同様の構成部分については、同一符号を付し、その説明を省略する。
【００６７】
　運転者状態推定装置１０Ａは、ＲＯＭ１３Ａに記憶された各種のプログラムがＲＡＭ１
４に読み出され、ＣＰＵ１２Ａで実行されることによって、記憶指示部２１、読み出し指
示部２２、顔検出部２３、顔の明るさ比算出部２４、距離推定部２５、テーブル選択部２
６Ａ、運転操作可否判定部２７、及び属性判定部２８としての処理を行う装置として成立
する。顔検出部２３、顔の明るさ比算出部２４、距離推定部２５、運転操作可否判定部２
７、及び属性判定部２８は、それぞれが専用のチップで構成されていてもよい。
【００６８】
　属性判定部２８は、顔検出部２３で検出された運転者３０Ａの顔の画像から運転者の属
性を判定する処理を行う。
　テーブル情報記憶部１５ｃには、運転者の属性に対応した１つ以上の距離推定用テーブ
ルが記憶されている。
【００６９】
　属性判定部２８で判定される運転者の属性と、テーブル情報記憶部１５ｃに記憶される
距離推定用テーブルの内容について図７を参照して説明する。
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　属性判定部２８で判定される運転者の属性には、人種（例えば、モンゴロイド、コーカ
ソイド、又はネグロイド）、性別（男性、又は女性）、顔付着物（例えば、化粧の有無）
、年齢層（例えば、３０歳未満、３０～５０歳未満、５０～７０歳未満、７０歳以上）が
含まれている。なお、運転者の属性には、人種、性別、化粧の有無、及び年齢のうちの少
なくとも１つが含まれるようにしてもよい。
【００７０】
　テーブル情報記憶部１５ｃに記憶されている１つ以上距離推定用テーブルには、運転者
の属性に対応する距離推定用テーブルが含まれている。
　すなわち、図７に示すように、人種がモンゴロイドの場合、男性で４つのテーブル、女
性で８つのテーブルを含んでいる。人種がコーカソイド、ネグロイドの場合も同様に、男
性で４つのテーブル、女性で８つのテーブルを含んでいる。
【００７１】
　属性判定部２８は、運転者の人種を判定する人種判定部、運転者の性別を判定する性別
判定部、運転者の化粧の有無を判定する化粧有無判定部、及び運転者の年齢層を判定する
年齢層判定部としての処理を行う。
　また、属性判定部２８は、顔の器官（例えば、目、鼻、口、耳、眉、顎、額の１つ以上
）を検出する顔器官検出部と、該顔器官検出部で検出された各器官に設定した特徴点にお
ける特徴量（濃淡変化のエッジ方向や強さの情報を含むHaar-like特徴など）を抽出する
特徴量抽出部としての処理を行う。上記した顔器官検出部、特徴量抽出部、人種判定部、
性別判定部、化粧有無判定部、年齢層判定部には、公知の画像処理技術を適用できる。
【００７２】
　例えば、人種判定部は、予め人種（モンゴロイド、コーカソイド、ネグロイド）別の画
像データ群を用いた学習処理が完了している人種パターン認識用の識別器を備え、該識別
器に対して、運転者の顔画像から抽出された各特徴点の特徴量を入力し、推定演算を行う
ことにより、運転者の人種を判定する。
【００７３】
　性別判定部は、予め各人種の性別（男性、女性）毎の画像データ群を用いた学習処理が
完了している性別パターン認識用の識別器を備え、該識別器に対して、運転者の顔画像か
ら抽出された各特徴点の特徴量を入力し、推定演算を行うことにより、運転者の性別を判
定する。
【００７４】
　化粧有無判定部は、予め各人種の女性毎の化粧有無の画像データ群を用いた学習処理が
完了している化粧有無パターン認識用の識別器を備え、該識別器に対して、運転者の顔画
像から抽出された各特徴点の特徴量を入力し、推定演算を行うことにより、運転者（女性
）の化粧の有無を判定する。
【００７５】
　年齢層判定部は、予め各人種の性別毎の年齢層の画像データ群を用いた学習処理が完了
している年齢層パターン認識用の識別器を備え、該識別器に対して、運転者の顔画像から
抽出された各特徴点の特徴量を入力し、推定演算を行うことにより、運転者の年齢層を判
定する。
【００７６】
　属性判定部２８で判定された運転者の属性情報がテーブル選択部２６Ａに与えられる。
　テーブル選択部２６Ａは、テーブル情報記憶部１５ｃに記憶されている１つ以上の距離
推定用テーブルの中から、属性判定部２８で判定された運転者の属性と、照明オフの画像
中の運転者３０Ａの顔の明るさとに対応した距離推定用テーブルを選択する処理を行う。
【００７７】
　距離推定部２５は、顔の明るさ比算出部２４で算出された顔の明るさ比と、テーブル選
択部２６Ａにより選択された距離推定用テーブルとを照合して、運転席３１に着座してい
る運転者３０の頭部から単眼カメラ１１までの距離Ａを推定する処理を行う。
【００７８】
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　図８は、実施の形態（２）に係る運転者状態推定装置１０ＡにおけるＣＰＵ１２Ａの行
う処理動作を示したフローチャートである。なお、図５に示したフローチャートの処理と
同一の処理については、同一ステップ番号を付し、その説明を省略する。
【００７９】
　まず、ステップＳ１では、単眼カメラ１１で撮像された、照明オンの画像と照明オフの
画像とを画像記憶部１５ａから読み出し、ステップＳ２では、読み出された照明オンの画
像及び照明オフの画像から運転者３０Ａの顔（顔領域）を検出する処理を行い、その後ス
テップＳ２１に進む。
【００８０】
　ステップＳ２１では、運転者の属性を判定するために、ステップＳ２で検出された運転
者３０Ａの顔の画像解析処理を行う。すなわち、顔の器官を検出する処理、各器官に設定
された特徴点における特徴量を抽出する処理などにより、顔の各器官の位置、骨格形状、
しわ、たるみ、肌の色などを推定演算する。
【００８１】
　ステップＳ２２では、ステップＳ２１で解析された運転者３０Ａの顔画像から抽出され
た各特徴点の特徴量を、人種パターン認識用の識別器を入力し、推定演算を行うことによ
り、運転者の人種を判定する処理を行い、人種判定後、ステップＳ２３に進む。
【００８２】
　ステップＳ２３では、ステップＳ２１で解析された運転者３０Ａの顔画像から抽出され
た各特徴点の特徴量を、性別パターン認識用の識別器を入力し、推定演算を行うことによ
り、運転者の性別（男性又は女性）を判定する処理を行い、性別判定後、ステップＳ２４
に進む。
【００８３】
　ステップＳ２４では、ステップＳ２１で解析された運転者３０Ａの顔画像から抽出され
た各特徴点の特徴量を、化粧有無パターン認識用の識別器を入力し、推定演算を行うこと
により、運転者の顔に化粧がされているか否か（化粧の有無）を判定する処理を行い、化
粧の有無の判定後、ステップＳ２５に進む。
【００８４】
　ステップＳ２５では、ステップＳ２１で解析された運転者３０Ａの顔画像から抽出され
た各特徴点の特徴量を、年齢層パターン認識用の識別器を入力し、推定演算を行うことに
より、運転者の年齢層を判定する処理を行い、年齢層の判定後、ステップＳ３に進む。
【００８５】
　ステップＳ３では、照明オフの画像中の運転者３０Ａの顔の明るさを検出する処理を行
い、その後ステップＳ２６に進む。
　ステップＳ２６では、ステップＳ２２～Ｓ２５の処理で判定された運転者の属性とステ
ップＳ３で検出された運転者３０Ａの顔の明るさとに基づいて、テーブル情報記憶部１５
ｃから対応する距離推定用テーブルを選択する処理を行い、その後Ｓ５以降の処理を行う
。
【００８６】
　上記実施の形態（２）に係る運転者状態推定装置１０Ａによれば、顔検出部２３で検出
された運転者３０Ａの顔の画像から運転者の属性が判定され、１つ以上の距離推定用テー
ブルの中から、属性判定部２８で判定された運転者の属性に対応した距離推定用テーブル
が選択される。したがって、照明オフの画像中の運転者３０Ａの顔の明るさだけでなく、
運転者の属性にも対応した距離推定用テーブルを選択して用いることができ、距離推定部
２５により推定される距離Ａの精度を一層高めることができる。
　また、運転者の属性には、人種、性別、化粧の有無、及び年齢のうちの少なくとも１つ
が含まれているので、運転者の多様な属性に応じた距離推定用テーブルを用意して選択可
能とすることで、距離推定部２５により推定される距離Ａの精度を一層高めることができ
る。
【００８７】
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　次に実施の形態（３）に係る運転者状態推定装置１０Ｂについて説明する。但し実施の
形態（３）に係る運転者状態推定装置１０Ｂの構成については、ＣＰＵ１２ＢとＲＯＭ１
３Ｂとを除いて図１に示した運転者状態推定装置１０と同様であるため、異なる構成のＣ
ＰＵ１２ＢとＲＯＭ１３Ｂとには異なる符号を付し、その他の構成部品の説明をここでは
省略する。
【００８８】
　図９は、実施の形態（３）に係る運転者状態推定装置１０Ｂの構成を示すブロック図で
ある。但し、図２に示した運転者状態推定装置１０と略同様の構成部分については、同一
符号を付し、その説明を省略する。
【００８９】
　運転者状態推定装置１０Ｂは、ＲＯＭ１３Ｂに記憶された各種のプログラムがＲＡＭ１
４に読み出され、ＣＰＵ１２Ｂで実行されることによって、記憶指示部２１、読み出し指
示部２２、顔検出部２３、顔の明るさ比算出部２４、距離推定部２５、テーブル選択部２
６Ｂ、運転操作可否判定部２７、及び照度データ取得部２９としての処理を行う装置とし
て成立する。
【００９０】
　実施の形態（３）に係る運転者状態推定装置１０Ｂが実施の形態（１）に係る運転者状
態推定装置１０と相違する主な点は、ＣＰＵ１２Ｂが、車外の照度を検出する照度センサ
５１から照度データを取得する照度データ取得部２９を備え、テーブル選択部２６Ｂが、
照度データ取得部２９で取得した照度データを考慮して、照明オフの画像中の運転者の顔
の明るさに対応した距離推定用テーブルを選択する点にある。
【００９１】
　照度センサ５１は、車両（車体や車室内）に設置された車外の照度を検出するセンサで
あり、例えば、フォトダイオードなどの受光素子、受光した光を電流に変換する素子など
を含んで構成されている。照度データ取得部２９が、通信バス６０を介して照度センサ５
１で検出された照度データを取得するようになっている。
【００９２】
　車載環境では、太陽からの光の照射方向やトンネルの出入り口などの道路状況によって
、運転者の顔の明るさと周囲の明るさとが極端に異なる状況が発生し得る。このような場
合、照明オフの画像中の運転者の顔の明るさが影響を受ける。例えば、西日に照らされた
場合は、運転者の顔が明るく写る一方、トンネルに入った場合は、運転者の顔が暗く写る
。
【００９３】
　実施の形態（３）に係る運転者状態推定装置１０Ｂでは、図５のステップＳ３において
、照度データ取得部２９で取得した照度データを、運転者の顔の明るさの変化パラメータ
として使用して、照明オフの画像中の運転者の顔領域の明るさを検出し、その後ステップ
Ｓ４に進み、照明オフ画像中の運転者の顔の明るさに対応した距離推定用テーブルを選択
する処理を行う。
　例えば、取得した照度データの値に応じて、照明オフ画像中の運転者の顔の明るさの値
を補正し、該補正した運転者の顔の明るさに対応する距離推定用テーブルを選択する。
　具体的には、照度データの値が基準範囲より高い（明るい）場合は、照明オフの画像中
の運転者の顔の明るさの値を小さくする補正を行い、照度データの値が、基準範囲より低
い（暗い）場合は、運転者の顔の明るさの値を大きくする補正を行い、該補正した運転者
の顔の明るさに対応する距離推定用テーブルを選択する。
　上記実施の形態（３）に係る運転者状態推定装置１０Ｂによれば、照明オフの画像を撮
像したときの車外の照度が考慮された適切な距離推定用テーブルを選択することができ、
距離推定部２５により推定される距離Ａの精度のバラツキを抑制できる。また、上記実施
の形態（２）に係る運転者状態推定装置１０Ａに照度データ取得部２９を装備させること
により、同様の効果を得ることができる。
【００９４】
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　上記実施の形態（１）～（３）に係る運転者状態推定装置１０、１０Ａ、１０Ｂが自動
運転システム１、１Ａ、１Ｂに搭載されることにより、運転者３０に自動運転の監視を適
切に実行させることができ、自動運転での走行制御が困難状況になっても、手動運転への
引き継ぎを迅速かつ安全に行うことができ、自動運転システム１、１Ａ、１Ｂの安全性を
高めることができる。
【００９５】
（付記１）
　撮像された画像を用いて運転者の状態を推定する運転者状態推定装置であって、
　運転席に着座している運転者を撮像する撮像部と、
　前記運転者の顔に光を照射する照明部と、
　少なくとも１つの記憶部と、
　少なくとも１つのハードウェアプロセッサとを備え、
　前記少なくとも１つの記憶部が、
　前記撮像部で撮像された画像を記憶する画像記憶部を備え、
　前記少なくとも１つのハードウェアプロセッサが、
　前記照明部から光が照射されたときに前記撮像部で撮像された第１の画像と前記照明部
から光が照射されていないときに前記撮像部で撮像された第２の画像とを前記画像記憶部
に記憶させる記憶指示部と、
　前記画像記憶部から前記第１の画像と前記第２の画像とを読み出す読み出し指示部と、
　前記画像記憶部から読み出された前記第１の画像と前記第２の画像とから運転者の顔を
検出する顔検出部と、
　該顔検出部により検出された前記第１の画像中の運転者の顔と前記第２の画像中の運転
者の顔との明るさ比を算出する顔の明るさ比算出部と、
　該顔の明るさ比算出部により算出された前記顔の明るさ比を用いて、前記運転席に着座
している運転者の頭部から前記撮像部までの距離を推定する距離推定部とを備えている運
転者状態推定装置。
【００９６】
（付記２）
　運転席に着座している運転者を撮像する撮像部と、
　前記運転者の顔に光を照射する照明部と、
　少なくとも１つの記憶部と、
　少なくとも１つのハードウェアプロセッサとを備えた装置を用い、
　前記運転席に着座している運転者の状態を推定する運転者状態推定方法であって、
　前記少なくとも１つの記憶部が、
　前記撮像部で撮像された画像を記憶する画像記憶部を備え、
　前記少なくとも１つのハードウェアプロセッサが、
　前記照明部から前記運転者の顔に光が照射されたときに前記撮像部で撮像された第１の
画像と前記照明部から前記運転者の顔に光が照射されていないときに前記撮像部で撮像さ
れた第２の画像とを前記画像記憶部に記憶させる記憶指示ステップと、
　前記画像記憶部から前記第１の画像と前記第２の画像とを読み出す読み出し指示ステッ
プと、
　前記画像記憶部から読み出された前記第１の画像と前記第２の画像とから運転者の顔を
検出する顔検出ステップと、
　該顔検出ステップにより検出された前記第１の画像中の運転者の顔と前記第２の画像中
の運転者の顔との明るさ比を算出する顔の明るさ比算出ステップと、
　該顔の明るさ比算出ステップにより算出された前記顔の明るさ比を用いて、前記運転席
に着座している運転者の頭部から前記撮像部までの距離を推定する距離推定ステップとを
含んでいる運転者状態推定方法。
【符号の説明】
【００９７】
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１、１Ａ、１Ｂ　自動運転システム
１０、１０Ａ、１０Ｂ　運転者状態推定装置
１１　単眼カメラ
１１ａ　レンズ系
１１ｂ　撮像素子
１１ｃ　照明部
１１ｄ　画像
１２、１２Ａ、１２Ｂ　ＣＰＵ
１３、１３Ａ、１３Ｂ　ＲＯＭ
１４　ＲＡＭ
１５、１５Ａ　記憶部
１５ａ　画像記憶部
１５ｂ、１５ｃ　テーブル情報記憶部
１６　Ｉ／Ｆ
１７　通信バス
２１　記憶指示部
２２　読み出し指示部
２３　顔検出部
２４　顔の明るさ比算出部
２５　距離推定部
２６　テーブル選択部
２７　運転操作可否判定部
２８　属性判定部
２９　照度データ取得部
３０、３０Ａ　運転者
３１　運転席
３２　ハンドル
４０　ＨＭＩ
５０　自動運転制御装置
５１　照度センサ
６０　通信バス
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