SS90l 10-1691549

(19) gH=+E3 A (KR) (45) TudA  2016W112€304
= 5 (11) $5W3E  10-1691549
533

(12) 555 B.(B1) (24) 3297 2016d12926%
(51) FAESEF(Int. Cl.) (73) E3]HAk
GIOL 19/107 (2013.01) sy AAAZE £2 F2dF bo ¢l
(52) CPCE3| &+ ghel T2 o .
GIOL 19/107 (2013.01) =Y 80686 ®aE SAFEZA 27 A
(21 =YWz 10-2015-7011110 (72) 247
(22) ELLAH=A]) 2013407431 W ed g
AT 20153049289 =Y 90443 ¥l ewl2a vp-o 27k 8-12
(85) WA= LA 2015904828 EEZA nlEIa
(65) /AT 10-2015-0070200 =) 90469 SEN EERS EX -t ]
(43) &7HLA} 2015306924 (Fviof] #AZ)
(86) =AlE=LHs  PCT/EP2013/066074 (74) Tael
(87) =Als/WAZ WO 2014/053261 Q94 AR
IATALA  2014904€10L
(30) +XAF%
61/710,137 20121410905 =]=(US)
(56) A7 AHEH
KR1020000074365 A*
= AAL] 9)Ete] 18 Ed
AA A4 = 0 F 22 % A R =54
(54) Wt el W3 713w GGA ACELPE o] &3 34 A3 =39 FX
(57) 8
27143 34 (autocorrelation matrix) RS AASE 34 A4 7] (matrix determiner )(110); E A7) A7)

# g4y Re| o&Edte] Z=E WEHE AASe Z=E 9E A4 7] (codebook vector determiner)(120); 5 X%
e o4 29 @argF(speech coding algorithm)®] =% #E (codebook vector)E A7 (determining) gHo.
(S A

o F & - =1

ol a2 dER
24 N5 (autocorrelation acs wy
(speech signal) EEREY matrixR) | 2SS #H 23| | (codebook vector)
(matrix determiner) (codebook vector >
determiner)

Y




SS90l 10-1691549
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A7 1
24 7Y da18]F(speech coding algorithm)® F =5 ¥WE (codebook vector)E A (determining)3FO =4,
S 2155 A7 (encoding) 3= Aol oA,

FE AA7|(matrix determiner )(110); =

27143 3 Rol| FE3te] mEl MY S AA = Z=5 WE A4 7] (codebook vector determiner)(120); S
xgska,

A7) dE AA 7](matr1x determlner )(110)" wWE] ro] WE A¢E(vector coefficients) S ZAAstozHN =}

A7 A8 3d R B2 A (rows)d G (colums)S ¥3H31aL,

e r2 27148 38 R H51Y EE(columns) T 3HY = H4719 dE(rows) & 3HUE UERX

RG , ) =r(i-jD

of QojA, A7) R(i, HE ANEFH FH R AFE(coefficients)S YeERNIL, A7) is A7) 34 R
o] B Arows)E F kel @ Adx(row index)E WERIL, jE A7 @49 RO H5e] 45
(columns)Z 3tupel & A9~ (column index)ES YERAH,

A7) ZEH WE AA7](120)=
. (d"e’
f@=—7F—
LA e Re
o #go] s BEH WHE ARSHEE THHL

471 Re #7)177 33 (autocorrelation matrix)o|il

A7 € = o4 39y D3E]Z(speech coding algorithm)e] TEE WES = sh}o|L, f(e)—t— Atske
A+ (normalized correlation)o]™,

¢ T 5 ay2 T \2

(e"Re)” _ (d e)

(ZRe) (€Re) ., ;

L€ 4 = 1 o)A d= g wE o],

e Ao, FAEA 2 IF A8 AS B she 24N Y FA.

A7 2
A1 A, Y] ZE=EE 9y 247120« AstE A (normalized  correlation)

f()_(d_@

&'Re o que o= 34 2 gz azy ug B 8 Ages T4k A8 54
o de g4 A A=y A
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7% 3
Al 18l 9lol A,

71 A AA47](110) = 34

(k) = h(k) = h(—k) = Z h(DR(1— k)
1

gd A471(110) = AgHoz 7t5d A odF7|d o&ste] A7 dads d4ses F4HE e 535o=
e 24 AE d3d FA
AT 5

Al 18l 9lol A,

Mo
o
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A7 ZEE 9EY AA7](120)= A7)4E @8 RS FE El(natrix decomposition)E 3o 2 M
_]

A 58] oA, AV IES HE AA7] (1200
c® WEg AAS 93 7zt ¥4 D(diagonal matrix D) ZAASEE 4 E&(matrix decomposition)S
= 3E BHoR 3t o4 AE d3d A,
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7% 8
Al 6l holA, 7] ZEE WY AA7](120)=

F=B Ay 2448 93 7 P4 D(diagonal matrix D)o AAL 93t P&d Eal(matrix decomposition)=
FPs= A7|HE FHE RS EIEEE 27143 @E Rell tigk Wi E = <l4=E&)(Vandermonde

factorization) & FHIEF FAAHE AS EJo2 3 24 4% d3d A,
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AT3 9

5 n - a o o1a) = Cx|| = D¥Fxl|" -
A 6ol AAA, 7] 2R HEY AA7](120)= 225 HEH AAHS Y&, $5H4 g
SEs FAHI, 7] (& AEF

A #H(convolution matrix)& YERHA, A7] Vi FEdd EdAE
o . -

4 AsE dehs A SR s o4 AE

A3 10

Al 63l oA, A7) ZER WE AA7|(120)€ ZEE WEHE 2437 Y 2 3E D (diagonal matrix

DE AAEE Pd FAZ Y817 J&f 27137 FE RS Falsts 2737 3E Rol i3t So] 3 23
A

(singular value decomposition)E S eFH: FAEH= AL

A, A7 ZEE WE AA7)(120)0E Z=E AgHE AA7] Y& z 338 D (diagonal matrix
= gy Q= Fysr] Al AT dE RS BEasts A4 3™ Rol|l Wig Fel~d] &

3l (Cholesky decomposition)S G383 EZE FAEE AL EAOR = &4 A3 A3 Fx.

A7 12
A 13kol] dojA], A7) mEE WE AA7)(120)= &4 259 A2 JdHA S (zero impulse response)o ¢
E3e ZoH ¥MHE dH s AT AL 5HORE e 24 AT A=Y A,

AT 13

A 18 oA, A7 &4 AF 3y FxE= A8 o= &4 ZY(linear prediction speech coding)el ¢
3 7] (excited) W4 FE(algebraic code)E o]&sto 22X 54 4l&(speech signal)E 2AFHY(encodin

g)3h= 215 (encoder )] AL,

18] 247](120)= W4 =% (algebraic codebook)d] IE=k wWE ZA9 27|43 dd Rol| 7]

47) mER WY o
=3 M 24RES FHE 22 5402 i o4 AE A=y A,

Whake] 51

o4 =Y QueFel mun MEE 2YFoRA 94 NEE Azt A deld, ] FHE:

27148 & R(autocorrelation matrix R)o] ¢&&+= =X ME](codebook vector)E ZAA S += HZE=&H W)
B Z247](120); 5 ¥x§3ta,

A7 38 Z2A71(110)0E 9WE ro 9WE AFE(vector coefficients)S ARSI A7) A7 34

R(autocorrelation matrix R)& ZA3== FAEHY,

A7) A7) E R & B AEGows) T Bl AE(colums) S EFHFT, 7] e re A

g4 Re] €5 T i e dE T shE UERa,

RG ., p=r(i=j1) ,,



S=50dl 10-1691549

271 R(1, e A714E &3E Re| A4S (coefficients)S YeER
271 1= A7 AE R 0] 5 (rows) T SUE YERE @ 19X (row index)olal, &7 j= A
71743 AE R HE5719 9E(columns) & ShHE YEE € 92 (column index) o] ™,

o=y Bste

7] =& 9y A447](120)= A71dS 3d Re 3E E3(matrix decomposition)E 42§t
&

A7) ZER A A47)(120) Z=E W) S 918 izt A4 D(diagonal matrix D)E ZAA37] $8) 3
(m

)
atrix decomposition)S 433 %=

A7) =S 9E 447](120)=

~

A+7] D= Wz B (diagonal matrix)olal A7) f= A WHA ME (first vector)o]il, A7) S = T WA EE
A AL EAOR 3= &4 A5 39 FA
A7 15

4 247](110); 3

27143 88 R(autocorrelation matrix R)o] 9&&= =R WE (codebook vector)E AASE =R W
B 2747](120): 5 *FetaL,

271 @49 AA71(110)+= e ro) 9WE AlFE(vector coefficients)s ARl A7) A7|da @Y
R(autocorrelation matrix R)& AASES FA =1,

A7) A71%E 39 R & 5909 A5(rows) H H1e] D5 (colums) S EFFebar, 7] #WE r& A7)t
#Y R EE F & e dE T S YeEhga

A7 R(i, e A7 34E Re] Alg-S(coefficients) S YERNI

A7) iE A71ER A RO BN BE5(rows) T shUHE UERAE @ 1E X (row index)olal, 7] = A
71742 Y R B419 dE(columns) T S UEhE & 29l (column index)o]™,

o

o

o

A7) ZeE WE Z2A7](120)0= A7) @9 RS @™ Edf(natrix decomposition)E F3)gto =4 E3
=™

AL 9% 7 3™ D(diagonal matrix D)E AA3 7] Y& &

F=E Y AAS 9% 2 @Y D(diagonal matrix D)o ZAAS 913 - Eal(matrix decomposition)E
Fsts A7EdR dd RE BEStES A4 PF-d R g dbHE= A543 (Vandermonde

factorization) & T EF FAEHE AS EHoZ s 294 A5 3l .

~

AT 16
24 A% 99 (input speech signal)S <17 3sle] AmdE &4 A5 (encoded speech signal)E 538k
A1 WA AGE T o= 3 Fel wE X (210); 3
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AP A /\1§(encoded speech signal)E tlZd3sle] vl % 24 Al&(decoded speech signal)E &5
= 2|

she t=me(220); & Es,
47 PEe (200 AngE S8 AEE FASER TS, 4] dngE 24 AEE ALY WA A153
F o= @ ol e FHo o) AYEE, I=N WEe] TS T,

W] ARAQ)E 2N WGl G0 D8 §9 4TS D1 A AT B4 A2 Hage

&4 =9 gz sy NEE A4FeRs 24 AEE A=Y s Pl glold, A7) gues

e ro] WE AgE(vector coefficients)e ZAAshH= A& ol&ste]l 7|3 ## R(autocorrelation
matrix R)& AAE B2 xaehy,
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d71 A7 B4 RS BeUle] AE(rows) I 549 25 (columns) , A7 e re A7)

g4 R EE F s e dE F shUE YR
R(i , j)=wr(i—_jl)
A7 R(i, )= A28 81E R AFS(coefficients) S YR L

= A714E 38 R H49 dE(rows) T StUE YEME 3 A9 2 (row index)ola, 37 j& A
71743 4E R E5719] EE(columns) T shHE YUEME € 92 (column index)o]™,
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A7 € = o4 zY odme|Z(speech coding algorithm)e] ZEH WMEES 2 shvjol, f(e)'i‘ At 3h¥

A+ (normalized correlation)e]H,

¢ Ty ar2 ¢ 3T 32
(e Re)” _ (d e)
T
(" Ré) (e"Re)

M d= B wEely,
e o), FASEA 2

=
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4 =9 dneze AEy e E A43oRy ¢4 AEE AmYshs Pl slold, 47 e

WE ro] WE AFE(vector coefficients) s ZAASHE AE o]&3sted A7]4d# d&d R(autocorrelation
matrix R)S AAsI= A 2

A7 A717438 39 R(autocorrelation matrix R)ol] o]&3+= ZE=5 WE (codebook vector)E ZAA =

A7) A7 39 R 559 FE(rows)Z E519] dE(colums)S E3sta, 7] Y r2 A7)dE
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B9 Rl A5 F S EE Y5 F e ea
R(i , j) =wr(i=jD

A7 R(Gi, DE A71dE dE R AlgE(coefficients) S YERNIL

v 27143 g9 R E5719 dE(rows) T HUE WEE= @ A9 X(row index)olat, 7] j& A
71748 A9 R 5519 EE(columns) F S UEME 4 92 (column index) o],
R

S F&gs WA= AE Fs(matrix decomposition) Ao o3 a1

271 dE e Fdshe WA 2R WY Z2A4E 919 7 A4 D(diagonal matrix D)& AAIEF F
Y=,
FEE WEE AAdE AL,
(f“Dfy
B
I'Df g hgse 2a9=
A7) D= Wzt @™ (diagonal matrix)o]al A7) f= A WA WE (first vector)o]al, A7) S = F WA dg

Ak
HEAC NI

A3 19
A 29 dugFe ey dEHE 2T 2N 34 NS E dmdste W oA, 7] W

WE ro] WY AlgE(vector coefficients)S AASE AS o]&3sto] 2714 3E R(autocorrelation
matrix R)& A3 G, 2

27148 33 R(autocorrelation matrix R)ol ¢]&slE= =X ME (codebook vector)ES ZAAT = o

A7 A8 3E Re B4 AE(rows) I 519 EE(columns) S ¥E§sta, A7) ¥WE r& 273

g4 R d5 T 4 E= FE T sHE Ul

A7 R(i, DE A71dE AE R AlgE(coefficients) S YERNIL

i 27143 g9 R E5719 dE(rows) T FUE WERE= & A9 X(row index)ola, 7] j& A
71743 34E Re H4le] dE(colums) F WS UEl= & 2192 (column index)o]H,
R

S FEg= WA= AE Fs(matrix decomposition) 2o o]s] a1

271 Ad BE Fdske Gl 225 WY A4S 9% diz 349 D(diagonal matrix D)& AAS}EE 5

& WY 248 98 iz 34 D(diagonal matrix D) AAdt= &H & (matrix decomposition)E <3y
st wAe AV dd RS Bleh] sl AU AE Rl Wik REOlE= 1973l (Vandermonde
Ao =, 24 A% A3y Wy,

AT™” 20
A 178 WA A198 F o]= g o w2 daYE &4 AF(encoded speech signal)E FE317] 98] 44
w7 A& (input speech signal)E sgsh= @A, - 7] J1a€d &4 AEe =5 HAH| #AE 2
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’ =
A7) FEE WE oFEste] YmYd®E 24 Ald(decoded speech signal)E 5317 98 1mz9H 4 A
& gagdstes WAL E E3ele W
AT 21
A sk ghe] WS Adsty] 9%k HFH

FE e A5 Z2 A0 daE u, A178 WA A19% F o=
2a9e TS AFE-w5bE WAL

A3 22

AFE e A TR 249 u, A20%e] A APy A% FRE TIPS TP AFE
—ETRS A

] A

7l & & of
Hodlmgo or)e Ald FY(audio signal coding)oll #3+ Aotk E3], 27| Y (autocorrelation
domain)oll Al ACELPE ¢]&3h= &4 A& JAI3ES 9 Ao gt Ao|ry,

g7 e

CELP(Code-Excited Linear Prediction) ZX A& dFo ot &4 FZolA,
(spectral envelope) (&= FLsHAl, ©AIZF] AIZF Fx2)2 A5 (LP, linear predictive)

A, adal, o5 FF(prediction residual): LTP(long-time predictor, %57 FHEZ% adaptive

oo

4 AEel s

codebook e 2% &4& A LTP)d| o&) »d& =y, g, 7 /\_9_(re31dua1 signal )& IEE(2AYE I=H
oz25% oda#Z codebook)d o) FAIET. T2 1A FTE=E(fixed codebook)S dWrHoR ¢ I E
(algebraic codebook) o2 2L HTH 7|4, I=EL 53¢ 4 = dugZd o8 zdHr). o=

w2 HA daE]F(fast search algorithm) & 3&38h= FAldl, AA Z=ES AT Do glo], dazlE
AFsEE v}, 4 ZE=E(algebraic codebook)o] A3 ZF(residual)ol] sk CELP ZEle o4 =
A& o= (ACELP, Algebraic Code-Excited Linear Prediction) @Yoz L&A AqohC [11, [2]1, [3], 4]

AZ).

A FYNA, Al AHF F=E-(algebraic residual codebook)E o]&3st= AL [17], [13], [18]1¥ %
S FH(main stream) FY(codecs)el 3= AHolt}. ACELPE= A3 o|=(LP, linear predictive)ZH,
LTP(long time predictor)d] <&t %é S3F(voiced sounds)?] 7|A Fi4 F diFHA Z=E 23k o
Z5(prediction residual)ol] 93t ~HEH F2X(spectral envelope) ZAHS 7|%x= 3}, LIPS 4 =

ZX(algebraic codebook) I}E}RIEE (parameters)° A Z}od 4 (perceptual domain)®] HA Al Lard
(least squares algorithm)ol &Jal =3} ).

AN

AR o2 ACELP-E}S] otilglZe] b B RR(IEEY D)o go] msio HHsjo|th, @A A
ol (sub-frame)ol| i3] =7] NPzne HASHA % M (exhaustive

AT 2
search)at= golth. o7, we xaE v O(NT) naye g1 aqug, A849 gse 42 p

= 8941 AB-2e3) Zo](sub-frame length) N = 64 (i.e. 5ms)o]7] w&ol, o] 2w 10" W o]4ke] A%t
ngt}, B3] o]l Ad 713t FAHo] ofytt. st=do] & Ab&(hardware requirements)oll
3 A" 51344 dAl(complexity limits) Well §Ast7] &, T=5 43t W2 vNbE4d 43t &

HJ&

_9_



KeN
=

2] (non-optimal iterative algorithms) 22 saFsfjof gry. A3 7
Ak ol (171, [191, [201, [21], [22]¢} o] oAl AlQtw At

[0005] HA A o7 ACELP HA3l:= &A=

o =9 &4 A% (speech signal) x(n

A (linear predictive model)<]

[0006] X(n)==—2,_ alk)X(n—k)+e(k)

2=

[0007] ES

o714, a(k)E LP
Al e (2)8} ol

AG=E(LP coefficients )©]il (residual signal)o]th. W& Fejol A, o

f=He

o714,
, h(39))9]
13]1, WE h(k)= LP 2o
Bdle] ggst= AARH)o] AgH A
o= 7hAet), olggt Age BU|E

NEREEIEETLS

i

[0008] (2)

™ He 29 h(0) (diagonal h(0))e}b
St A 29l AEFA G (lower
dHx S ]‘ﬂr

[0009] s tZ4&E h , h(39) (lower diagonals h(l),
triangular Toeplltz convolution matrix) @A AolEt}.
x7]0l o]xl‘j‘i,i(perceptual model, YWk o2 7}FH LP
g}, 3k, g2 ddx~ S h(k)eol 23y

SHE, Adke] Adnbd °ﬂ et A

o]

w
5 -
kel

o1 7] . &
de A

r10>“

welo

[0010] J(fitness of the model) A3 2AF(squared error)oll 2J3] SAHHC;. o= (3)¥} Zt}.

=Y (x(B)-i(k)=(e- o) H" Hle-¢).

[0011] (3)

1

O

O

2k
FAKe)

N—

[0012] AlF A (squared error)e #HZA Zd devHE

A, LTPe} He

(optimal model parameters)<S- A
ME ® RAY s AR

).

1 ¢
F=E(pulse codebook)e W5 o7 7

7H8)E-(relevant publications)olA] 2 4= Aup([1-4]13=%

1__1__

\J
rsL‘ 0110

ol s

O_u
_>:‘_,

[0013]

[0014] PHB = HH= h(n)¢ ¥ (correlations)< 1E](fixed codebook

vector)® B}iL, =86 2 AAZ. oJ7|A, g= Al HE (gain factor)o]T}.

[0015]

ﬂ',

g7l Aoz A= 7]% (search criterion)

2
Ik—

C
K

{).:ITHC;:)E _
T
e B

[0016] g

[0017] o Fdistel ol HAE.

A

Ll

o714, d = Hx: EpA o
olth. T AR TE %
WE do} ¥y BE I
o oubd oz ALgH},

)
pa

[0018] WE o} 9lus $vt h(n) Abo]e]

4] (transpose) S YERTH

M (codebook search) # o

, correlation)&

A=)

[0019] »

2 LTPe}F H

[e] 6—}__\1_:‘?

=

_|_4
_1_4

s

=] Zs|

Tl

[0020]

&5
rlo

ATEE He Arg

ﬂ',

FAe 3

ﬂH>

P
-

o

rﬁ
%

[0021]



[0022]

[0023]

[0024]

[0025]

[0026]

[0027]

[0028]

[0029]

[0030]
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1) 7] 34 B A¥E(elements of matrix B)WFo] AXtE sl o]5o] M x| Larz]F(search algorithm)ol] <]
3 AAZ doEnt, Ee

2) "2 MXA(pulse search)®] Al&&Q <d3d]F(The trial-and-error algorithm) AFd A (prior
screening) (A, [1,5] #Fx)dl 71%28 =2 43 &5 (high probability of success)?] FTE=& HEHERRS
ANEgozy 7rAidr.

ACELP &ag]&e] AAZAA MF Ade A= dds SH(ZIR, zero impulse response) 7@l @ HATE, o=
¥ - (synthesised residual)®t  HlEE oglxg E=del A AlZ(original domain synthesis
signal ads w el sideltt. IFe Zdd I ME-ZE Y 7] (sub-frame size)ol h-$ ”}‘“
ZZ(bl ocks)i @Y (FsshHEt, ayy, 84 19 LP Ut—ﬂi XY el AETE AT o,
Zdole] = LP "o JdA g tgdhe Fabek dojd “Hd(tail)" & 7HA FHeolth. &, {}04
5 9 (residual codebook vector)9] Zol& A|gtE o] JA|Th, 1A AA ZeU(current frame)EE A H-
ZY d(sub-frame) ©]3¢] A AlZ(synthesis signal)ol] G+ m|& Ao ]U}. o]E(future)2¢] =Z#HY &
= 0ER med WgE sHsta, o] 4w A5 tiall 82 19 FA == (synthesis output)S AAME
24 A2 = $ . S 259 o]y e e A2 IgFH2 $H(ZIR,Zero Impulse Response) o2 < Ef]
Ak, g3, A Zd Y (current frame) AZYGAA o)A ZA(prior frame)] F&S =str] 3,
A zy]le] ZIRS dA Zeqle] elo R Y Aldent. webA, AA Zeql 1zl SlolA, ofd ”Eﬂ
of o3 ol ®HAY XA ¢k Aze] gFwte] i FE.

[fais. ml

H.] 0_1_4

d_ﬁlo:i_

AAR, ZIRS F&3te &S zEgt. (ME)Z#U(sub)frame N-1 o] d3d W, <gAstd 7
(quantized residual)e 05 (zeros)® T2 (MB) =Y N9 Zojz e, 3w Uxistd 7
(extended quantized residual): LPol &l %A3¥l 413 (quantized signal)®] ZIRS F53}H7] B
2= A= °okx}§}54 Mool ZIRS A#fo)(FAs HA F)AERHE FAEI, ould 4 A
(modified signal)E (M) =Y N& J3d & o el A5 (HEAS target signa )E gAgsin, oy
Al o 2 (HE)iEﬂ%’ N-1 oA THEojd BE 9213l @ A= (quantization errors)< (M B)ZF Sl NS x}f
3 (quantizing)d W, HE Ao}, o= F Az 2AA] E&(perceptual quality of the output signa
& 3] A,

2y ol e gl i

oft

2 ol AsEs B, =A%

ot

7bd Aol

gige] g
S dst = HA

Boagol BAe or]e MA :Y (audio object coding)ol] Wit A MIS A

ol
ol
o
rlr
L
o
o

HAe] sd T

4 B33} darg]F(speech coding algorithm)9 I =4 ®E](codebook vector)E ZA(determining)dro =2
A, SA AEE F 33 encoding) 3= FAX7F AlsH ).

7] FA= #7143 @™ (autocorrelation matrix) RS AAS= 3E AA7](matrix determiner); 2 A}V
A s Roll oEste] R WHE AAss =5 WEH ZA 7] (codebook vector determiner)E EEHSHCE,
=]

A7 7] (matrix determiner)(110)= HE ro W Al4E(vector coefficients)S AATOZHN 27443
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[0031]

[0032]

[0033]

[0034]

[0035]

[0036]

[0037]

[0038]

SS90l 10-1691549

5 P, 7] A8 38 RS 55 S (rows)? E(columns)S E$hskar, 47] HE
E R EFe dE(colums )F 3 e 59 BE(rows) T U= YERa, R(i
)= ri=gh) e oA, A7IRG, )= A7 FE R AlFE(coefficients)S WERAL, 7] iE A
717438 aE R B4 H(rows)E T Rl A WA QlElA(first index)E WERNA, 7] j& 55719
dE(columns)F 3] F WA Qg (second index)E WERHATE.

FAL £4 NEE Amd e msR MEE RS THHUD. AUy, P/ FAE dmd @ &4 A
b 4ol md w94 AsE %5e 49 o5 A S(Linear

% (encoded speech signal)E& AAE =
Prediction coefficients), &4 %?Zk(voiced sounds)®] 7]1# F3+4=(fundamental frequency)ZEA(dA, o
2 d2}v) €], pitch parameters), I =% WE FA], dAY, =R W Qdua 58 ¥3}3n

mifl

Tk, A&Est AA A mE X o), JdFY F 54 XS (encoded speech signal)& TIY3I, tay
H &4 2135 (decoded speech signal)E E5slE tlmg 7 Al5Ec).

ek, Axdo] AFgHTt. AAEe ¢lmy H A AlZ(encoded speech signal)E 53] f8 4FH o
A& (input speech signal)E& UIY 3t A&t AAjdo] mE& AXE g, S, A|x"L fadd
57 21%(decoded speech signal)& &E5317] 98] 39 @ 54 A& (encoded speech signal) & YIE(H
F3h) sk AEst AAlde] w2 3y (decoder)E 33T

oo

4 79 &aglF ACELPY] H3 ¥<4=(objective function)oll thet ddw sido] A|gdtt. ol dA =<
o] EHHES HH3F o v, o)A T U(previous frame)ol X A ZY(current frame) 29| JHx &
H(impulse response)o] G Wt olyg}l, dA T Y o} T Y(next frame) 2ol YHXA SHo] Fg
w3 uydtd, dF AAgELS AR FH(correlation matrix)S WA Fo =M o]I NAE FEHITH. o]
= 3HAI¢E Z¥] = (Hermitian Toeplitz) 7325 7 & A7] 43 &9 (autocorrelation matrix)ol widt Fe)
ACELP # 4 3}(optimisation)e] &4lo]t},

gyl g4
olys FRE ol&FozH, wRF QFAR; Bk ol dibdd HEAY 7 B EFolA B a&4Ql
ACELPZ| %8} & 7}53kA 3},

w3k, ole} FTAlo] AH8wH Azt Ed(perceptual model applied)S Hrt} d3aHo] wHi, ZH I 7
(interframe dependencies)> %! =4 (packet-loss) 2] FaolA AsS /A A717] ¢J8) LA 4 5= U

=09 e 4

R 1 2 oyl ANde] mE £4 29 FudFe mum WEE AFoRM §4 UEE Amy st
HAE hebd Ewlelt)

%2t 2 o9ge] Aol Be Har 2 UnnE dehd mwelt

% 3e B owwe] AAde] me g4 NEE 9=y st 4N L OadE 2P AL9E e wdol
o,

wwe A AE FAH] BE

ACELP sl&it}) (paradigm)oll JolA 24 ZP2 A G H(perceptual domain)ollA FHA Al dglF(least
squares algorithm)oll 7]Rbghth. o714, Az} g2 dEd os) At HA] ool upef, FHA

of that F A (conventional definition)ol w3+ A2 E3A](computational complexity)< T2 )
(next frame)2. 29 A2 AdHAA~ Lt (zero impulse response)d] B3-S mETFo2HN A = F Aot A+
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[0039]

[0040]

[0041]

[0042]
[0043]
[0044]
[0045]

[0046]

[0047]

[0048]
[0049]

[0050]

[0051]

[0052]

SS90l 10-1691549

H Wy E(provided modifications)< &2 g=(objective function)olA] L}EPLP'” J3% E(correlation
matrlx)oﬂ Zd= FZ(Toeplitz structure)E =Y3dte], FXE w3}t dta, AAMS ZAAth AAE Ay
2 AAH= F4 AsE glo] AAAd B34S A 179704 A4 A7

AAl G5 54 g (objective function)@] ¢F7Fe] 4= (slight modification)el <&, &5F ZEH9] 24
g BExAo] o A" § doke el v xst). oldt B3 Zrav UAAA EFZH(perceptual
quality) Z4 §lo] AFdTh. dioroZA,  ACELP Z+7 #HZA3}(residual optimization)= AAE FH
(presented modification)ol] gt wHEA <l A A& F(iterative search algorithms )oll 7]¥ks}7] wijstol,
2~
T

AR
By 27} glo] MB A48 U 4, oA, ANE AX AL A5

T4E =54 s B ook T S4deE BT A (perception)S RSk, A[7HH
(perceptual distortion)S HA3selr] 98] ="kt 22, o] H o g H3 weke 5
(dd) FHedel] M= vHEA] HAHo] ofyar, 1 whthe] A= wpzkrbx el o)= & At

1
of the Anch o e AL oJnjak e, #4119l =l (analytic argunents)t 774

, 4 stk Ho
g doeE AE BTt FAFoR, FHY 54 g gxdeR, ATH e d3id, gt
Q1A (well-defined perceptual) % A& RHAEZ HH-ZYA Yol B MEES U3 A

AL ool A, Ab | A (modifications)S @A JF =R HAsE WASES H&E & Ao
weka, HE-2~E”(bit-stream) 7325 WASA @i, 7]FE ACELP FY(codecs)ol ¥ 1= &3 W2 (back-
ward compatible manner) S & &%= 4 Q).

|
S~
t
N
>
N
S~
t
)
o2
e
=]
=2
1o,
N
_0|_t
rir
2l
Iy
Hr
N3
i)
Gl
in)
o
o,
rir
)
)

=
=

ke

e,

Z717¢# &4 (autocorrelation matrix) R & AA3Ie WA= ¥WH ro WY AFES 245 dAE ¢
s}, 27143 3™ (autocorrelation matrix) RS EH4719 S (rows)d E4719 DE5(colums)S E3H3
o}

R(i , j) = r(li—jD)
of glojA, WE r& AT Y R 9 F & = 5 F S veldg. R, jHE AT 6),4@

R AlFE(coefficients)S YERNIL, 7] iT 7|4 Fdo HF09 FE(rows) F OF‘/PE e &=
HA AP A(first index)olal, 7] j& RS A H579 EE(columns) F SHUE YERE F ‘?ﬂ”‘ﬂ
oldl~(first index)©]t}.

w3, gagd 84 45% 95a7] 99 44d ANdd He o4 A% A=Y whel ¥ A= ®@ 9l
29 84 A5E taPele Yol ATAT

e, ol ATHh. A wHe,

- Q1mgE 84 AF(encoded speech signal)E 58] 96 AEd o4 A A=Y el o A o



[0053]

[0054]

[0055]
[0056]

[0057]

[0058]

[0059]

[0060]

[0061]

[0062]

[0063]

[0064]
[0065]

[0066]

[0067]
[0068]

=551 10-1691549

omn

T 12 2 dye HAAde] mE &4 39 dugFe s WHE A24dFeEA 54 2EE 34 e
AAE YERA EHo
A7) ZAAE= 2714 P4 (autocorrelation matrix) RS AASE &d AA7])(matrix determiner )(110);

|

A PE Rol|l gEsle] IEE WEHE A I= 15‘1‘ WE] AA 7] (codebook vector determiner )(12
hy A

By AA7)(matrix determiner )(110)= ®E ro] WE AGE(vector coefficients)S AR O RN 7|4+
# P4 R AAE S FAdE.

B =i JD
71743 FE RS H4M2 A (rows)H FD(columns)S XEgHslar, o dolA, A
7] WY r& 271 A R B0 d E(columns )F Y Ei= H409 FE(rows) F SUE YERA

o}

R(i, v A71Ew Fd Re| AlFE(coefficients)S UrEhH A7liE A7AE 38 RY B9
(rows)E < 3l A WA Add¥=(first index)E YERUL (columns)Z 3}uiol
A Qldl~(second index)E LEFATE,

f
N
rTr
e
N
=
lo
e
i
4 o

FAE g4 AEE QY s AEE WMEE o]&sEs FAAT. oAd, 4] FAE dmg A o4 A
- o o T B HA¥ 9% ASE(Linear

% (encoded speech signal)E AT ¢ . JA=3"d A 4 A
Prediction coefficients), &4 <% (voiced sounds)®] 714 F34(fundamental frequency)XEA](AZA], 3

2] 92V E, pitch parameters) , I=H WME FA], AW, ZES WE dEs $S I

Axd, 54 AAldel we 54 AT el oM, A= 548 ATl ofEstes Bl AF 45 A
%5 (linear predictive coefficients )(a(k))& ZAASEE 742 + Aok, &3, A= 509 H4F
d= ArE(ak)ol &= 7 A Z(residual signal) S AAHI}ESE FARC

3

w3, Y 247 1102 &7 Azl oEshs A1 3E Re 24

ool A], ¥ wie] we W F7b AA| elSe] ),

82 33 4= 0}9_‘?4_, 271 ek 32 A A Rdl(perceptual model)e] AIAHE YElE= Ay
,] =

(squared error)E& #A<9|s
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[0069]
[0070]
[0071]

[0072]

[0073]

[0074]

[0075]
[0076]

[0077]

[0078]
[0079]

[0080]
[0081]

[0082]

SS90l 10-1691549

Ci_(x"He) _(d'¢;)
E

- T . F
F c,Bc, c.Bc, "

HA3E A 71F(search criterion)S e,
ACELP &rae|5e 8H4 45 T2 At ole o #3814 3& 7|wre = dit).
AN EL Fx3tE A7 gh(quantized residual values) e(k)7} 21€lx ko] oJF&E= 2xF oA (error

WAsks Aol 7|ngin. oA

energy) e o wl§- & IS HA= AS BAFE olHg 5k e #4S W
Y3 0 o] ol F(only non-zero

3
o, d9g~E(indices) k=1 B kaN& 1 of, vhof Af{ =39
2

alue)o] k=12 vepdthd, ¢ xb ol A (error energy) © o] Ay g3 2o,

=" (x(k)—e(1)h(k))}

k=1 (5)

k=N Fote] @} o 14A] (error energy) € Az= ()0t}

N-1
ex=(x(N)—e(N)h(1)+2, _ (x(k)).

= (6)
Al T, e(D)e 15EH N HYdl- JdE82~ S (impulse response)h(k)Z 7} (weighted)H AL, WHH e(N)&
24 h(DHE 7159t 7k A9 E#-(spectral weighting)d] THIA o], e(k) ZZo] & ~FAEY 75
g (spectral weighting function)® 7Fs®l A& ou|gitt. FHAR =24, e(N)2 HAFHoz 7t%
(linearly-weighted) ®t}. A2+ Z@¥ (perceptual modelling) #THANAE, =ZdHd e ZE AMEZEo U
3 sdg A4AQl 7Hs(same perceptual weight)S Z-&3te= Zo] dutrt. mepx] 3k 32 off ZH e
2 ZIRE 3Hste AY Zo] FAHolof gt} 53 FH doF & T Ve Abole, o ZEHdl
(previous frame) .2 HF-E]9] ZIRY} ths Z# Y (next frame) o 29| ZIRo| BF 1y HthE ol

e(k) & 49, 423 HA &S ZFH(unquantized residual)®, = 4x3td ZF(quantised residual)®
shoh, EER, 5O BT OLRE N 7ER9] WHRldAE 00] ol XEF(non-zero) dFil, ©]]e] WA=
0(zero) o2 3tv}, 18]H,

X (n}=—z:=1 alk)x(n—=k)+e(n)= Z; e(n—k)h(k)
X (?‘?_}=—Z:=l alk)x(n—k)+e(n)= Zi e(n—k)h(k)

k=

—_

(7)
5o, ¥4 Fel(matrix form)olA e L AA= o3 2ol =2 4 9l
x=He

x=He

od7]el A = A2 S (impulse response) h(k)ol th-§3l= F3 29 AEFAH FH(infinite dimensional
convolution matrix)o]th. 4=8h2] 39] 4=&(yields)S )3},

=(e—&) H H(e-e)=(e—2) R(e-¢

=1

gl
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[0083]

[0084]

[0085]

[0086]

[0087]

[0088]

[0089]

[0090]

[0091]

[0092]

[0093]

[0094]

[0095]

[0096]

S50l 10-1691549

R=H"H

o] 7] o)) A = = h(n)9 A714#(autocorrelation)d W-23tE= = gl= - (Toeplitz matrix)=
33 (finite) A7]olt}. S8k 49} FAFSE = (similar derivation)o] <&, H-ZA3dt<=(objective

function)”} &5¥t}.

(' R&) _ (d"e)
(' Re) (6'Re)

(10)

o] =7 J—’F G=8ka] 49 wi§- RS, A @™ (correlation matrix) B thalel swjAer ZE]lx @Y
epli

5}
(Hermitian T tz matrix) R ©] X (denominator)el] Ut} Ao FR3F zfojo|t},

A3t vhel o], o]gdt A2 FAow Zyd e RE ZIF AMEZE(samples of the residual)o] HY 3
AR A1 7h5(perceptual weighting) & WA & olH& Ztert. AT, 83 32, o 42 A4 53¢
X (computational complexity) % WX# Q-TAH(memory requirements)o]A%x & 73k o]Q]S &8}

rr

Zoltt.

& FuAlel 28> 3 H (Hermitian Toeplitz matrix) ©]7] wjiol, & WM <A(column) r(0)..r(N-1)& 34

lo

(3

S A Aositt, oAl HwaE, s NxN dES& A (storing)sh= didl, Nx1 #E (k)T Agsic}, o]
24, W28 &% (memory allocation)oll thal st deoks Ader), Lk, AxH <l B3RS BE NxN A&
S(elements)S 24T Aa ¢glo], 227 AR WA Nxl D(colum)¥r AAE 7] wjFo] 7rAgrh, T, AR

Goe BED=MED G g wamy e, @9 el £10ndexing) 7} ket

o

T2 109 54 ges 2 490wl v)Rshy] uiel], dwbA<Ql ACELPe] FE7F fXE & Tt
TAFez, e 525 (operations) Hekdk daEE WMYPow EHAFS(objective function) F o= )

HE F9d 5 9

L LIP A9 HAA3 (44 2=5)

Optimisation of the LTP lag (adaptive codebook)

2. b A" g Hx meie] A (A A=E)

Optimisation of the pulse codebook for modelling the residual (fixed codebook)

3. LTP ¥ "z o5 HAH3, /MEAoAY FF52E (Optimisation of the gains of LTP and pulses,
either separately or jointly)

4. A 39 AlF oAl g3 Aol 54 2 5 de Y99 vE FEvE e A3l (Optimisation of
any other parameters whose performance can be measured by the squared error of Equation 3)

Zo¢] ACELP S8 (applications)olA] A% ook sl HU3 FES A 3H(correlation matrix) BY A
2] (the handling)olt}. ©2 Z#A(following frame) 229 ZIR & E3tsfjof = E}Al(target ¥k olyg}
yH RZ hA "},

AR AAdGEL AR PFH(correlation matrix) B7F YEYE ACELP ¢ug]E  ofdAE 27 At g4
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[0097]

[0098]

[0099]
[0100]

[0101]

[0102]

[0103]

[0104]

[0105]
[0106]

[0107]

[0108]

[0109]

SS90l 10-1691549

(autocorrelation matrix) Rell ¢J&f ohA|=]&= 2 o] 7ids &gttt vkeF @y Bo] BE A&~ E
(instances)®] AgFd A-ol=, 2R 3t xS I 4= o).

dA, #A71d# d4d RS A71g® AE R A HA F(column) r(0), .., r(N-1)2] Al$E(coefficients)
S AAsto = AAH),

ReH'Holl o3 @@ Ro] Ael¥m, &d Re] AES(elements) Ri=r(i-j)& (9a)2 E3 A% ° 5 oo},

r(k) = h(k) * h(—k) = Z h(Dh(l— k)
l (9a)

Z, r(k) ¥l<¥& (sequence) h(k)2l A7]’d3(autocorrelation)®]th.

2y, TF, re BY 6 2849 el o8 g5 2 5 . FAHeE, AR R 67183 &2 54
Y FE=(speech coding standards)olA], h(k) ¥l (sequence)e Z#]-IHA]2(pre-emphasis)ES E3sl==
sl Qx| Al 715 Sh(perceptual weighting function) W(z)oll 2la] FEH ¥H+= XAE o= FDE(linear
predictive filter) A(z)e] Y4B~ S (impulse response)o]th. ThA] @&, h(k)E AE o= Zdo] 243
o7 715E dH2 S (perceptually weighted impulse response)S WeERATE.

K

|

o]

I8 Az)v dutdew 4 A Xk A7 ezie S4dn. =, rX(e ov g4 vk, H(z)

A(WW(z)el7]  wjEe],  =7]14# v (autocorrelation  sequence) r(k)E 9= wk)e A7) Ew

(autocorrelation)s AAMsto =24 AAH=E 4 9o},

7, () = w(k) s w(—k) = Z wlyell—5
= (9b)

ol=M h(k)el A7]dE (9c)oltt.

r(k) =r (k) =r, (k)= ) n,(Dr. (- k).

™

A Azwe) TlAlel elEste], oleld $otAE e, W Axde] we, AAsh) £ (W) B 5 Atk

i
WY AA o] meh meRe] mo¥ WEE Agsted o8 | & vk,

oe@ wetolx, oty 108 e e Re gy mx grs

S

Jojstt}.ole, &4 EY
(speech coding standards)®l AMR % G.718% #& &Hejolx|wk, &} ™ RS dA A S =(symmetric
Toeplitz) T%E 7MAth. &7 4= 71EH o=z g7 9WE(target vector) d¢F IE=E WE (codebook

=]
N

i

~

vector) € Alelo] #5slE A@#A (Z#e)M)( normalized correlation)elth. LE]al, HHeo] =R

WE| = AtstE AT f( (=g o))l el A Fh(highest value)S AFst= oA, At3td

Al (correlation)/ (€) 2 Hug sl Holw).

wels, ZEH MBS dedt 159 22 59 A2 YHoR HHE 2 . AR, 474,

ol ek el o
o

+ 2 ol
sk mpst o] #gd & 91@. gy, g o] &7
FAE AT Aol fd 8

w4 m=w) My € g wasy) 98 U auE udse T
2l

318]Z(search algorithms) T]A}lo|

S
)
k2
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[0110]

[0111]

[0112]

[0113]
[0114]
[0115]

[0116]

[0117]

[0118]

[0119]

[0120]

[0121]

[0122]

[0123]

[0124]

[0125]

[0126]

[0127]

[0128]

SS90l 10-1691549

ol AA daEFe ©A o &g Ae]d e dAjoltt.

s _ T
1. 27] =X g (initial codebook vector)fe = [0,0..0]" = Ao &kar, P=00a gre 522 M43
=
2. 27] F=8 +2 =4 (codebook quality measure) < o fo=0= ygsr

3. 9N FE=LE F4 =A(temporary codebook quality)E fo :f?"li A7y,
4, Z=E e e Z+ ] (position) k&
(i) p7} 18 F7hg

(i1) kA7F on] &< HA(negative pulse) S FE3Hst= AL vii AR 18T
=g

£

+
(iii) YA Z== wg P

P~ls gygsla, k 9o ko] HAx(positive pulse)S H3t

v FE) o) qa 9x men wge #1971

h ™=
.
(v) Wk A mER wEs) od ojw grn gsavy, f(F)> A on e mme wew A3

3 +
_ =f(s . : : _
(save)stil ,f;’ f( ?’) 2 A7Astar, o5 W (next iteration)& A&E

(vi) #ek, k X7} olm] %o HA(positive pulse)S ¥t JopdA, tfs &S 243

. & =€, _, _ . . B
(vii) A ==E 9E(temporary codebook vector) P ml =2 gdsEta, k YAAA S HA
(negative pulse)E F7}3t
(viii) f( ) o 93k A ZE=E WE (temporary codebook vector)d] +2& 713t

(ix) whef 4] s WE7E ofde] oW gary = 6Fﬁ‘r‘l’d,f(gp):}fp olaL, o] mEH WEZS A%

saverstn e =F (&) 2 wgaa, ge wus qxa

A

tlo
4P

5. A%® meR MEE F uAw g(F, AP o men wE % 5 Qo
6. WkeF Hx po] F7) ojn] Hxol Adt=(HghA%E) (desired number)o] E=E3 A9, =2 WE (output
P 2 Aosta, HAg. 2% Fow, step 45 A&

vector) &

olu] X Hgk wie} ol F el ACELPS} HIm3}H,

g2yl HAAldo QlojA], ERAl(target)S T ZHY
(following frame)©.&9] ZIRS Z sl AT o] FAFAL}

=82 12 ACELP-EF] =9 (ACELP-type codecs)old AMEEE AE oF Z2(linear predictive model)E
us]

Attt A2 Jddx SH(ZIR, Zero Impulse Response, W3 ZEHo] H9 Az 4= 2 (Zero Input
Response) 0. 2% 4#H 7)) A ﬁEﬂo](current frame, 2831 EE w|go =y dE)e FF(residual)”} 0
o7 AAE w AE o4F 24 EH(output)S FE3I}E. ZIRS YA (position) NO.ZRE 09 #HFZ= 4

ojgromy 3 gko] golstil 74]451 2 9o},

e /(n) = {e(n} forn< K
K 0 forn=K (10q)
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[0129]

[0130]

[0131]

[0132]

[0133]
[0134]

[0135]

[0136]
[0137]

[0138]

[0139]

[0140]

[0141]

[0142]

[0143]

[0144]

S=50dl 10-1691549

A71A ZIRS (10b)2A Aold 4= Ur.

ZIR,(n) = Z h(K)eg'(n— k).

(10b)
92 AE(input signal) ZHE ol ZIRS Wi, o= @A ZeY omRE ARo| gEs AEs}
25

A, ZIRES 7 4= A S(past input signal)& 10c=AM FHY o zn A4d 5 Sivt.
x(n) forn< K
m
ZIRg(n) = _Za(k)ZIRK(n—k) forn = K.
k=1 (10c)
ZIR o AA == 29 ¥ 2l&(input  signal)=  FEF  EPl(target) Qo2A dEA L
d(n) = x(n) — ZIRg(n). 240 94 Kol M Alzhshs Zeds A de] 2 5 dvk. ol2d Bl A3 A
o2 st AR G.718 EF(G.718 standards) oA 9] BT Tdsith. AEE FAS} (quantizing) &

q, Fate 0 4 = mye K Sn<K+N. o q(qurationset 4™ wjamer,

2, d4) Ze|de IAFE tS ZydE(following frames)o] G vt} of7|A, AE5E 43 st

o A GEe weee ol e, olmA, Ad =aw, " EIN o gopn ge dm) —d(mg
& ke ¢ gy ey, olE syl fsiA, &4 vs ZeldE(following frames)o] 022 47 A
Aol oJafjr(vh) A Z#deo FF A(influence of the residual)S e & 4 U}, 2PBER, g =
g9 e=ol o ZIR2 Hla 2 4 vk, vhA] wal, A" Ezl(modified target)o] FS5HT
0 n<kK
d(n) K<n<K+N
d'(n) = —
—Za(k]d"(n—k) n>K+N.
k=1 (10d)

YA, A(z)9o 982 S (impulse response) h(n)s o]&&c}, 12,

K+N-1

d'(n) = Z e(k)h(n — k).
k=K (10e)

k2] (formula)< d' = He of o3 He]3 34 FHe(convenient matrix form)= 7]AE F AL, oJ7]A

fl\— = A )
H ¢ e & F3H2 2014 AJHAr), 4% EFA(modified target) AEslA F38H4 29 x¢l AL <& 4 ).

FH Ro| AxbelA, olEAHom frddlof sk 22, dEA &9 (impulse response) h(k)= 54 A28
(practical system)olA AHEA = F3F vd(infinite sequence)&fi= HoJT}.

s,

1) 9|~ Sue g3 dolZ A(truncating) £ %Y (vindowing) H= 34 AvrE Qws Seto]
A}7)d# (autocorrelation) & AAsH: 4, Ei=

2) A3E LP9 X FE|E(perceptual filters)e] Fdl ~FEq (Fourier spectra)S ©]-83te] dF2 &
Fo] 3¢ ~FNE-] (power spectrum)S AXMSE g, 183

o Fg]o] Edl2E(inverse Fourier transform)ol] &3+ 7|4 53+ 2 F sty 73t
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[0145]

[0146]

[0147]

[0148]

[0149]

[0150]

[0151]

[0152]

[0153]

[0154]

[0155]
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oA, LTP & o]&3l= & (extension)o] A H T},

LTP(long-time predictor)+ %3k 2A|2 A& o =(linear predictor)®]t}.

AN de] wEd, PE AA 7] (matrix determiner) 1105 Aoz 7= AY oo oFEsto], oA,
LTP(long-time predictor)el] 9]&ste], A}7]3 & (autocorrelation matrix)RS ZAAsI=s FAHT].

g
0|

LPe} LTP= ste] F%& o|5<UAHone joint predictor)@ ZAEFA Z(be convolved) F Ut}. o= 2~HEF
I e (spectral envelope shape)®} IF3} FZ(harmonic structure) & TS 2 &3t} o8] o|=Ax}t
(predictor)®] 4F2 S w5 A ok, o|Z &, Fei7l=olA FHash7] w9 o= vk, e}, whof
A3 oS (linear predictor)®] A7]d3o]l oju] &zl AHeolghd, W FF <=4 (joint predictor)<]
24717 (autocorrelation)& ZFH LTPR 2 A7ABS b "EE stowx, EE FEuge 99
(frequency domain)oll A FAFSE IF4ol o3& A 2 4 o).

o] dell LTPE o] &3dh= W& LTP AA(LTP lag)o]l Tl ol gow, LTP7F Zel¢d el vj=w 2
(feedback loop)E ©oF713}7] wWiiEddl EA17F A, HA34=(objective function)ollA LTPE x3ste Ao
o] &, LIPS AA(lag of the LTP)o] =&l Zeo](frame length) Rt & wf, o]ejgh F=mlo] =3l
AlA oz aHEthE Aot

ol 1o [H

=

o]l A, B]4: d < (uncorrelated domain)ol A 2] w2 & % 3} (optimisation) 7} A},

ACELP Al=®l Tz}ele] o A= drk B3 (computational complexity)®] HZr(reduction)o]o] $kt}.
ACELP Al&=®le LP7} of7lale 2Hf AEE Abolo] ek dddAl(correlations)el gk HEF wjieo] E3¢
slar, o] 3™ B T 3 Rol|l 28 dA AYAE(current context) oA AMELH e(n) MEZES AT
ol(correlated) 7] wiioll, (vx]) e HF=(accuracy) Z e(n)S YA3H(quantise)st= o] E7bs 3
Ak, Alg 22 A (trial-and-error) W2le] Th2 YA} (quantisations)E2] B ZF(combinations)-
G 3mE F8kal 10 247 EA3E(objective function)ol thak FH A el <kx}3}(best quantisation)E
71 e, Al=e

o)

R

[e)

ol

A (matrix) R Zgol o&ll, o3t @@ (correlations)ol] 3 2L BHo] F5HAY. &, RS 3]
Al Z¥]= FZ(Hermitian Toeplitz structure)E 7FAa, PHeo] &2l 4 Edll(efficient matrix
decompositions):x Eo] Zt Edll(singular value decomposition), =@ ~7]%al(Cholesky decomposition) =
37 g (Hankel matrices)(3H FHLE Zej= PP Yozt HAukyl (upside-down) FHolt})o] wheE=
&3f (Vandermonde decomposition) ©] ZA8= 4 Q). o2 e Eie= Z= (Toeplitz) % 37 34
(Hankel matrices) ° &€= 4 Advk([6] E [7] #F=). R=ED Fe Do} & Ro| Rz A3, DE T
A3k Z719] th7t PHola, RO E§EL(ramk)°]D} g™ 3k 9% oty o] A E .

=(e-¢f Rle—2)=(e-2)" ED E" (e=é)=(ff)D(f-f)
a1 S =E"C oy

(11)

DE volojard(diagonal) (zEa™)ol7] wiioel], f(k)e z+ AZo] gt ol (2xh) (error)E o2 AE f
(i)ell o=z}, =84 10914, Z=E ¥WE (codebook vector)E FHZA Al(optimal gain)ol &) =A7|7}F %
A(2AY) (scaled) Bt 7FAET}, o224 M2E B4 St 120]t},
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[0156]

[0157]

[0158]
[0159]

[0160]

[0161]

[0162]

[0163]
[0164]

[0165]

[0166]

[0167]

[0168]

[0169]

[0170]

[0171]

SS90l 10-1691549

(FEDfY
DS

oA7IA, AMEELS YAl AT (correlated) ATHEFD shuhe] SAbst wisle BE 9l
5)(optimal gain)& WEA7|7] wZel). 3HAIRE, T34 103 Hustd |
correlation) of7]ollA AgdTt, 1euh, AAo] A (correlation) ©] aHHATAL szt
A ghgrol HA gk k2 3w 109 HA s B 1S ghdelt.

ol gt w3l < WES AR, 1 9 27 7hsEitth.
1. 938l= A% (desired accuracy)® 199 Zeo] Az = WE 9gx3 7]Ho 2L, =

2. <o) F#eo] ACELP H2 AN dug]lE(pulse search algorithm)olA &2 3}<4=(objective function)®

THE FEA 120 diE] HA T FASE ATt e FAbst 7He dubH o R ofu
3k 29 Y (brute-force methods) = -3} ] 23 (7153 rate-loope <l€1d), 281 3d De P4
B =& R T sht ®uh zidsta, F st e B Fee] ACELP H2~ A4 d3#]F(pulse search
algorithms) XHu} FHdslr] wiZolg. A4t H3 (computational complexity) ¢ =¥ ¥<l(main source)<
P H &3 (matrix decomposition) 4F wjFo|t},

ple)

g2 AN oM =R nEE WEE dAs] 9 kA 128 o] 83

_ pH
dE 59, R=E DEﬁéEHEﬂ Roll W3 2ol P <Ql4=E(matrix factorizations)o| EA]3c}.
AW,

(a) aL-5-gk 3l (eigenvalue decomposition) & GNU s} glo] B &g
(http://www.gnu.org/software/gsl/manual/html_node/Real-Symmetric-Matrices.html)ES o]&g oz A=
Aok, ™ RS AA(HAZH) (real)ola E}]ﬂaﬂo]lﬂr(*ﬂi(Toep itz) A Z=g mpzrpAolt}) . o] 2l
3], “gsl_eigen_symm()” 7]5°] € E & —g— @qu} o] @ & k. U 17 gk 3 (eigenvalue
decomposition)®] tH& & HAJdEL @ [6]dA ~a‘7ﬂ AHE 7hs sttt

(b) Z2]2 H(Toeplitz matrices)[7]¢] W= X3} (Vandermonde factorization): [8]°] 7]&¥ Lz
=5 o] &3te] A18E 4 glrh. o]#d dxEEFS FY EY DE WHE = 3 F(Vandermonde matrix) <l
o] Wkgt&tal(return), °l& E-7d F34 EX(non-uniform frequency distribution)olA EHL% Fgld E
ANE(discrete Fourier transform)¥} 5 U3lc}.

o
[e5)
»
m

_ oH I — nl2pH i
olg3k Q15EaS olgahd, W#F ME (residual vector) ei= f =E e mx [ =DV ETeq o5 s o
9 (transform domain) %2 3 (transformed) 2 < Yt}.

-
Qole] Awbael A4 P old e ool AW & Ak, A,

1. W = ACELP ¢ <dvkxel ftaogx ASEA e =L (algebraic codebook)el] ol %x}3t =& 4=
Ak, 2HY, 9] FA8A(elements)= AHE O] AA Z7](uncorrelated) wiitoll, ACELP oA H5tsk 44
st (search function)”} B Q3] FA| ¢k, teksl dag]F2 g3 2o H82E 4 Qo).

(a) 271 AlRM(e15) < g=1=2 dAF.

(b) f=round(gf"). o) o3 opxpal 5t
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[0172]

[0173]

[0174]

[0175]

[0176]

[0177]

[0178]

[0179]

[0180]
[0181]

[0182]

[0183]
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Fr
=
() W, oq Bre] 27 we-oHpre-defined) & p ueh agu. =P ees) g2 =
7¥A71aL, step bE Zol7tk.

(d) Wb, wkef oA Fx0] =7} wjE]-A ¥ (pre-defined) ¥ p BT} Zvidl, 17 "1<p, AQl(e]5) g5

A 713, step bR Eol7t.

(e) 8% o, o)A Bro] 47} mel-HFe) | (pre-defined) % ps} o, I7 ”f”, EEERR

2. Ak U (arithmetic coder) ¥ ¥&F AMR-WB+ T MPEG USACOlA TCX] AFE #}¢l(spectral lines)

o] FAtstol| A ALgE = AT fFARHA o]&d 4 Utt.

9 FH8AE W (orthogonal)o]7] wiiZoll (=2 123 EfjolA] Elst= ule} o]) a8, IAELS 52
12¢] T2 3%t (objective function)old HYA3+ 75 (weigh) S 7}11 7] Wiell, TIRAEL AT FAE 2H AL
olz=2 JMEHo R A3t F ¢ Juh. RSt AeHoR G 12004 EA3g] HAHORE &) s #
sHHES. ol SAHGND) RS Fg=(quantization accuracy)® 7hsstth. thA] Ea|, FAbs gu
2 &S A& ulop o], BT =8k 120 tidt % FAF(optimal quantization)E WHEHSl= Holt).
HAsle] o]d& {7 o FAHL8AE(elements)o] /NHAHo 2 HEH e A o] vy wkef, I=& Wo] Af
|55 A5, q7loA ZEE WY ¢ v (FoX 3k o)) 00]-obd FARAE 7FA=) non-trivial ©]
o agd o]y3t meE WEES ¢ oA E¢A A 2 (independent elements)E 7FAA &kar, Y
3l (matrix factorization)?] °]H = &A%},

oAl e, W= gE(Vandermonde matrix)e FIp-#HE  FElo] EW~F(frequency-warped Fourier
transform)oll 3. oldl A%, ¥WY = WIdH Fu4 ~FAA(warped frequency scale) A9 ZF Al
z9] Fi4 99 ®mA(frequency domain representation)el] ©-§3dk= A o] ®Y ([8] ¢ “root-exchange
property” F3).

olgigt Ayl & &eA AA Evhe A& dauste Aol Fasith. HAAR, o A vk A xvh AEF
A P (convolution matrix) CE ZEH HH (13)¢ A7 el

o
I~

S 2
lcxP=IDv =P,

7)ol A Ve (gAY WEE) Fd EWAAZ(FY D(unit circle) ¢ 748409 viyEs gyel) @ ozt
& (diagonal matrix)D o|t}. =, wkek HE|y B A S (filtered signal)? AUAE SAHs 1A} 5= 4$,
Fab-M3 A E(frequency-warped signal)e = SR SAEY. v, ¥y Fd =9
(warped Fourier domain)ollA & Eojof = A2l FHH(evaluation)S 7M.z FAEHH @ A9
(filtered time—domain)elAl FaqE < vt A} Fue] o]FA(duality) wzol, A7k =
(time-domain windowing) % AZ-®8(time-warping) L3 A3, e} FAHA olge, %

0 A7l AEFA B (convolution matrix) C& 2 AL FXHoz W7d EA 07 widdl, FF FA

lo,
2
i
X
rl
W' om

3l% &f (approximate solutions) C = 4l = o] B} foldit),

ICxIP=|DV x|

AL mERe) muE Weg Agshed s & o

ol= &, 7)ol 7PFH A, Holl o8, <F8H2] 204} e ABFA FH(convolution matrix) = C thAl
of FA HE AL fdélor k. wek aed, e () A3l FS(quantization noise)



[0184]

[0185]

[0186]

[0187]

[0188]

[0189]

[0190]

[0191]

[0192]
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e=Hx—HX o q.5 g2 9ea, 249 oduA: olgel 2o =49 5 ok
e =||Hx—HZ|I*=lH(x—2)* = (x —&)"HTH(x— &) = (x — 2)"R(x -

D=(x —x)TVHDV(x x) = |p*/2 " =|pY*v(x - f)||2=

Io A= I -

(13a)

%

olA], x#%-=%(frame-independence)ol| o3+ A& H™

o}

olzy F AlZ(encoded speech signal)7} gFt]2-¢ol B (radio-waves) et &< 5
transmission lines)< E3&] A% = ul o< §lo], Holy o] £A5= A7 E Aoy, vl T ds
N

of Az ejEa vk, #HF N& N-1= %E“;é}ﬂl o= sk Aol a3 E AR o], () AR N-19]
S| =z dEol YA 4%, 2e® AR N-

= EH 71 N-1 .1,}— NJ %T—/Kc-)]_% —é\—}b}/\]?a ]Tjr ijoﬂ 1_].' =i
1S E&AAZ Aotk a#uE | Tk o)E(inter—frame dependencies) <.

Fo] ACELAZ=Hlol A, TP Y3t oJFe] o e LTPe 3k of Ao LP ot} FA¥oz, F 714
BE 23 9JH~A SH(IIR, infinite impulse response) ZEo]7] wjiol], £AH Ty e EAH MZo
Prf?}” Eﬂ%](t g opratt}, AAR, A7) HU(tail) & D2 7o =y wE o] d ¢ ga, ol ¢l

QA (framework)E AF&3hH, T 7+ £4A (inter—frame dependency)©] A EH+= H=2+=
FH ohs ZHdoRe] ZIROﬂ o9& st @ ¢ = Aol Ad "y, oud Ty Azt
#18l, FEel ACELPo| tigk Al 71A] +4& FdT Fa7} .

olel, fgel(FArst =7

1. o)A ﬁeﬂ°1 gga B dAQMB)ZYYoz ZIRS AAE u, gxstd F7
2 B) ZYYozRE] A3 F

2 A4 slobw @k old WAo

(quantlzatlon errors)% A (NH) ZHdoz AEA & Ao},

2. A =g St & w, 93 (original)9 UAEFE A EE(quantized signals) 7+ oS T o
29 ZIR @A (error)& WHEA] aelsojof g, o]= g3 JH(correlation matrix)BE A7| 43 44
(autocorrelation matrix) R &2 oA go=zx F3 & 4 v}, oA ths Z PO 2] ZIRAAIS o &
(error)7F €Al Zdd e e F(error)ot A HAFEHEE BAIT]

W
=
o
~
)
A
o
4
-4
oX,
kO

3. o2l A3}(error propagation):™ T LP ¢ LIP & 7|Q% r2EZ
of gtt}. of7]elA] ZIRo] 2.& LPel disiAnt ALt o= Blo] FEle] A Wate] Abolojt),

ek A ZHdS FAE & o, o) Zde] ks o ¥ (quantization errors)7F IEHA ¥ T, &
2ol A F4 (perceptual quality)el tigh a&4do] e, waka, o] AI(error propagation)e] 4
ol gl& & adoF o] 2 (previous errors)E ©E ¢ U}, oAd, F# ] ACELP Al =¥ wf 20ms
vt} TS 4 T 5709 B ZPdE(subframes) E A H-E&(sub-divided)3l= Z#o]™ (framing) S

A g, LIPS 2 2 An Zego] tete] AMsos P45 Ha, asshAn, A4 T dol
Bel @ BEomy Addch uebd, AEH AurdgEe E48 £ AT, ot o dg Zade
@tk oA xelg AAGNAY Zeel-5d ZIRES AEHES avH Ao AWEAW, ZIREL Holgl
= AnZAYE Aold] Zadt oEoE Agd = Ytk



[0193]

[0194]

[0195]

[0196]

[0197]

[0198]

[0199]

[0200]

[0201]

[0202]

[0203]

AAdl= Fejel ACELPL TS te T oo dA ZHdde] dEs SHe 9%
ofdl, dA Z# U H2 F5(objective function)Z FHICH HA3} Al 524 o <
s AIQE F¥]= FZ(Hermitian Toeplitz structure)E 74 #A71%4¥ @ (autocorrelation matrix)® 2
# P (correlation matrix)S thAsh= Aol th-g-dtt. ozt 42 oo} Z2 o]YS 7pxt,

1. Aak S3teel vime] ggalgo]l Ay A-de] smAlt = 2 F7t fiiol Aadn

2. & 9 wdl(perceptual model)o] BE AZo 8= Ao|t}h, tzFely 91X Rdlo] ZA(tuning)S X
o 7Hd3] skar, a3 AHES By g8¥ola XEHoF Fir),

Ao At A, o] Z#|d(previous frame) o=
S5 e ZYdoRe Okz}g}ﬂ | %2 o4

3

HFEe dd~ 2~ StH(unquantized impulse response)®HS il

Hgomy, dxstA 9 E F vt o= HFH-EAo| odEE FAAA A" S A

L 2' Asd Arlded wet tad e 54 A& (speech signal) & 2]55}7] gk A oJF) dmd = <2l

9 H $4235E Y3zd = v3zyg 2208 WERA E=We|th. tFy 2202 A3Y ¥ 24 Al (encoded

speech signal)& FAlstw=s AT o, lud ® 54 ’\i(encoded speech signal)i= &g AA o
24 AZE =Y sk Aol o) AAE, Z=E WES XA (indication of the codebook

< shtfel w
il

e 4
o, 449 =& g Y ~(index)E EFgCE. ESH \ﬂ?tﬁ 220£ iE%:— Mgl o] o|ZEF =
3] A

&= 32 Aol mhE AlAEE yEb mRlolth. 4] AR e dAjd F ooj shel whe} lad #
=% 2lS(encoded speech signal)E &53t7] 918l 9= S441&E(input speech signal)E Q13W ahs A
2105 x3sirh. d39 ¥ 54 4lS(encoded speech signal)= 445 39S $1e A 2100 <& AA
¥ Z=5 WE ®Al(indication of the determined codebook vector)E XEg3Hch o), Z=%5 wEo] <l
gas 2T £, A&ES Hadd 24 AZE g5s] e 928 @ 54 s vadshes &
o] Ao wE I 2208 X TlEY 2202 139 © $A4 ASE FstEs A =
g, Hay 2208 AA® Zes wHd oEss vadd |4 AZE A5 A md 4 54 AEE
Hae st g

o] i B
2 o] BalE 2% (decomposed signal) = TAE A4 wiAldl A4 & 4 vk, =& F4 A uijA U
HY 59 449 A5 wjA 59 A5 wjA Ao A5 2 5 Qo)
B Fd Q7 Al uhgh, B 3wl A o &2 =Y e AYEYOR 3 E otk dxRHe R
#= Tk Al Hels 2~=, DVD, CD, ROM, PROM, EPROM,

o A7} ARE S (FRE eI, AR, F2) o
4 ulAE olgate] S B 4 A, EE, A7) o] FaHEs

i
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[0204]

[0205]

[0206]

[0207]

[0208]

[0209]

[0210]

[0211]

[0212]

[0213]

[0214]

[0215]

[0216]

[0217]

S=S3 10-1691549
o F st FAs] 9% T2y a9 5o
ey = %

=
M2 o] (machine readable carrier)ell A& 2 &

AN el 1A BE Tk AeElo] el ARE E WAAC Vs E WY T studE sds] A A5

¥ ouwe] wpel we E o 44 e, dold Ade] (Ex O™ A uAl, Tt AFE BE ks o)
AE mPgshe, Bol JAE BB F b SN, 2

£ A4 o, dole 2EY EE 2ol JAE W F s S 9
g AFH Z2a9E e AEEY Al 2(sequence)o|th. HolE 2E™ EE ATE AdsE, o

)
— =
o, Adele E3l, AW, "ol 4 &S Tl dFstes 74 2 ¢ o

T OE AA dqE, 98 29, A3, e z2agWE 224 tulo] A (programmable logic device)® T4
HAY 2o 71AE W F sluE FdSsIES Y AHE s Eds.

T OE AA o, o7l AY | WY F shUE Fadsh] A% JAEd HAIFH ZR2aS xgsit

AR AA] oA, (A, 2= T2 E Ao]E o]y o],a field programmable gate array) TE2I1#HE
=g gurlolas orle Av ®H vhHol Ve A e REE Fsed AFEE 4 . A5 AA] oo
A, e 220w E AolE ool Edo VAE W F SUE Fdsy] HE rlolA2 T2 Ax 9 ¥
g & v, gutgor  whHe ulgk sl doo st=slo] Ao o8] ~aH .

Aol W (modifications
k. webA, @A 71A
Al olo] Ao s AR

Fe 3 AR o E S 2 e dgd digk drjolt). o] Ee VAlE Wy A
and variations of the arrangements)¥} A|3FAMEHS Pdxlol Al o

¥ 53 A5 W9l (impending patent claims)ell o|3jA vt ofe} oo drf 9 A
EA AE ALE] oF] AlgtE = o Eoltt.
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