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(57) Abstract: An example method for handling dependencies between feature flags can include defining, by a processing resource
executing instructions, dependencies between a plurality of feature flags in a process executable by the processing resource. The
method can include enforcing, by the processing resource executing instructions, the dependencies during activation of a first feature

O by a determination of validity of utilization of a feature flag as a switch for a second feature.
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Dependencies Between Feature Flags

Background
[0001] Continuous Delivery (CD) is a growing practice of a lifecycle of

software development. CD may contribute to automating a code delivery
pipeline, for instance, from a build and unit test stage (e.g., Continuous
Integration {Cl)) to deploying a number of software implementations into an
environment and executing an application programming interface (APl), to
functional and performance testing. In some instances, CD can deploy the
software implementations into a production environment when the testing has

been successfully completed.

Brief Description of the Drawings

[0002] Figure 1 depicts a block diagram of an example method for
handling dependencies between feature flags according to the present
disclosure.

[0003] Figure 2 illustrates a block diagram of an example feature flag
graph according to the present disclosure.

[0004] Figure 3 illustrates a block diagram of an example systemn for
handling dependencies between feature flags according to the present
disclosure.

[0005] Figure 4 illustrates a block diagram of an example computing
system for handling dependencies between feature flags according to the

present disclosure.
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Detailed Description

{0006] Practitioners of CD and/or Cl may develop large portions of the
instruction code on a main trunk without branching of a code repository (e.9., a
source configuration management (SCM) repository). This practice may reduce
code mergers and may result in code being “in production” throughout
development and/or implementation, considerations that developers can take
into account. '

[0007] Utilization of feature flags (e.g., feature flips, feature switches,
among other terms) is increasing in CD and/or Cl. Practitioners of CD and/or Ci
can utilize feature flags as switches to specifically and dynamically activate and
deactivate (e.g., turn on and off) associated.features of a process executable by
a processing resource, thereby, for instance, reducing risk of possibly causing
malfunction of the process by allowing delivery and/or integration of feature
code continuously.

[0008] For example, a feature (e.g., an intentionally distinguishing
characteristic of a software item and/or code, especially in functionality, with
respect to other software items and/or code) may not be an atomic and/or
independent software item and/or code. That is, in many instances,
functionality of one or more features can be dependent on activation or
inactivation of one or more other features. For example, a second feature may
deliver a “search term completion” function inside a “search” function and a first
feature may deliver the “search” function on a graphic user interface (GUI). In
such a scenario, if a devéloper, for example, activates the second feature
without turning on the first feature as well, the process (e.g., software
application) may be placed in a state where the “search term completion”
function is active but the actual “search” function is inactive, possibly causing
malfunction of the process (e.g., resulting in errors and/or performance
degradation in runtime).

[0009] Feature flags can work by encompas'sing code in a logical “if then”
clause, where the “if” statement can che.ék a variable to see if the feature sHouId
be active or not. The code within the clause can be a primary (and possibly the

only) code path to activate the feature (e.g., a GUI that users can utilize to
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access the feature, among many other possibilities). For instance, when a
variable is set to “false”, the code may be inaccessible such that the feature is
not rendered fo the users through the GUI, the feature therefore being “hidden”.
Another example is when the clause is surrounding an AP definition, thereby
“hiding” it from being called by other applications (e.g., in the case of
Representational State Transfer (REST) services, among other possibilities).
[0010] Another option is to activate or inactivate the feature flag (e.g.,
turn the feature flag on or off) based on whether a condition is satisfied. As one
example, such a condition can be whether a property of a user is satisfied, such
as turning the feature on via the feature flag for users with administrative rights
but not for read-only users. Another example is to turn the feature on via the
feature flag for a portion of the users (e.g., 10%}) in a given time span (e.g., 2
days), which may, for instance, be done to prevent overuse of certain portions
of the process, computing resources, etc. Another example is with A/B testing
(e.g., split testing) using a sample size of real users.

[0011] Handling dependencies between feature flags, as described in the
present disclosure, can include defining, by a processing resource executing
instructions (e.g., the instructions stored on a non-transitory medium), the
dependencies between a plurality of feature flags in a process executable by
the processing resource. The method can include enforcing, by the processing
resource executing instructions, the dependencies during activation of a first
feature by a determination of validity of utilization of a feature flag as a switch
for a second feature, as described herein. As used herein, “a”, “at least one”, or
“a number of’ an element (e.g., feature flag and/or feature, among other
elements herein) can refer to one or more of such elements. Further, where
appropriate, as used herein, “for example” and “by way of example” should be
understood as abbreviations for “by way of example and not by way of
limitation”.

[0012] Figure 1 depicts a block diagram of an example method for
handling dependencies between feature flags according to the present
disclosure. Unless explicitly stated, the method examples described herein are

not constrained to a particular order or sequence. Additionally, some of the
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described method examples, or elements thereof, can be performed at the
same, or substantially the same, point in time. As described herein, the actions,
functions, calculations, data manipulations and/or storage, etc., can be
performed by execution of non-transitory machine readable instructions stored
in a number of memories (e.g., software, firmware, and/or hardware, etc.) of a
number of applications. As such, a number of computing resources with a
number of interfaces (e.g., GUIs) can be utilized for handling dependencies
between feature flags (e.g., via accessing a number of computing resources via
the GUIs). _

[0013] The present disclosure describes a method 100 for handling
dependencies between feature flags that utilizes a processing resource to
execute instructions stored on a non-transitory medium. The method can
include, as shown in block 102 of Figure 1, defining, by a processing resource
executing instructions, dependencies between a plurality of feature flags in a
process executable by the processing resource. The process can be, for
example, a software application encoded with program instructions (e.g., code) |
to be executable by a processor to perform the process. The encoded program
instructions can, in various examples, be stored on a portable medium (e.g., a
compact disk, a digital versatile disk, a flash drive, among others) and/or on a
server (e.g., in memory) from which the encoded program instructions can be
downloaded and installed. In some examples, the encoded program
instructions can be included in an application or applications installed on the
server. In some examples, the application or applications can be stored on
integrated memory (e.g., a hard drive) of the server.

[0014] In various examples, such encoded program instructions can be
downloaded (e.g., via CD, as described herein) and/or integrated (e.g., via Cl,
as described herein) during creation and/or development of the process prior to
release to consumers. Alternatively or in addition, such encoded program
instructions can be downloaded and/or provided to consumers for update of
processes executable on personal computing devices (e.g., a personal
computer, a portable telephone, such as a cell phone, a smartphone, etc., a

personal digital assistant, etc).



WO 2014/178829 PCT/US2013/038738

[0015] In some examples of the present disclosure, the method 100 can
include, as shown in block 104 of Figure 1, enforcing, by the processing
resource executing instructions, the dependencies during activation of a first
feature by a determination of validity of utilization of a feature flag as a switch
for a second feature, as described herein. Developers, for example, may
reduce a possibility of causing malfunction of the process by defining
dependencies between feature flags so that when a particular feature is to be
activated or inactivated, the dependencies from that particular feature flag and
other feature flags that that particular feature flag is dependent-on will be
considered. Accordingly, such actlvatlons and/or inactivations via the feature
flags can be made allowable or not allowable dependent on a determination of
the validity (e.g., logicality) in terms of the process flow.

[0016] Defining the dependencies between the feature flags automatically
(e.g., by a programmed flag definitions functionality, as described herein) can
improve the performance (e.g., speed, accuracy, etc.) because, for instance,
developers of a particular feature may not have easy access to the defined
feature flags and/or their respective dependencies of a process, thereby making
it difficult to decide the dependencies that should be defined for the feature flag
of the particular feature. As such, the present disclosure includes, for example,
defining and enforcing the dependencies in association with either of continuous
delivery and/or continuous integration of code for the process.

[0017] Accordingly, the present disclosure describes determining
dependencies between the first feature flag ‘and the second feature flag to
reduce a probability that the activation of the first feature results in a reduction
of process functionality. The reduction in process functionality (€.g., an error
and/or degradation in runtime performance) can, for example, be due to the
second feature flag being either of dependent from the first feature flag (e.g., a
second feature flag not being activated despite the activation of the first feature
flag). The probability can also be reduced that the activation of the first feature
results in a reduction of process functionality due to the first feature flag being
dependent-on the second feature flag (e.g., an activated first feature flag

depending from a second feature flag that is not activated).
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[0018] Defining the dependencies between feature flags can result in
defining a cyclic dependency between the plurality of feature flags. Defining
such a cyclic dependency can prompt activating a notification that results in
either of removing at least one dependency (e.g., changing a structure of a
process flow) that causes the cyclic dependency and/for applying a consolidated
feature flag to the plurality of feature flags of the cyclic dependency (e.g., to
enable consolidated switching of the plurality of feature flags). In various
examples, the notification can be to a user, a developer, and/or a client and/or a
dedicated programmed functionality, as described herein, and instructions for
removing the cyclic dependency and/or applying the consolidated flag feature
can be initiated by and/or executed by one or more of the user, the developer,
and/or the client and/or the dedicated programmed functionality (e.g., via
execution of instructions by the processing resource). If the cyclic dependency
is subsequently resolved (e.g., by removing at least one dependency), the
feature flags can be switched (e.g., activated and inactivated) individually
instead of as a consolidated feature flag.

[0019] In some examples, the dependencies can be presented on a GUI
(e.g., in a feature management console). In various examples, the
dependencies can be enforced through the GUI (e.g., as initiated by user,
developer, and/or client input and/or automatically through execution of
programmed instructions by the processing resource). For example, a flag
definition functionality, as described herein, can be used to define the
dependencies‘ between the feature flags, enabling the dependencies to be
enforced when activating or inactivating features {e.g., in the feature
management console and/or in runtime).

[0020] Figure 2 illustrates a block diagram of an example feature flag
graph according to the present disclosure. The feature flag graph 210 shown in
Figure 2 illustrates, by way of example and not by way of limitation, a number of
feature flags that can be included among those for features of a home page of a
browser (e.g., visualizable on a GUI). Each of the individual feature flags can
be termed a “vertex” in the flag graph 210 and each of the individual

dependencies can be termed an “edge”. The edges, as illustrated, are code
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paths each represented as a line with an arrowhead pointing toward a vertex
that the other vertex is dependent-on, each of which can be termed a “directed
edge”.

[0021] The feature flag graph 210 can, for example, have a top bar 212
vertex representing a top bar of the home page. In some examples, the top bar
212 vertex can have no dependencies, indicated by no edges pointing toward or
away from the top bar 212 vertex. The feature flag graph 210 also can, for
example, have a sign-in 214 vertex representing a sign-in functionality of the
home page. A notifications vertex 216 can be shown by an edge 215 to be
dependent from the sign-in 214 vertex such that functionality of the notifications
vertex 216 is dependent on activation of the feature flag of the sign-in 214
vertex. In addition, in some examples, a text/html sidebar widget 218 vertex
can be shown by an edge 217 to be dependent from the sign-in 214 vertex such
that functionality of the text/html sidebar widget 218 vertex is also dependent on
activation of the feature flag of the sign-in 214 vertex. In some examples, an
avatar 220 vertex can be shown by an edge 219 to be dependent from the
text/html sidebar widget 218 vertex such that functionality of the avatar 220
vertex is dependent on activation of both the feature flag of the sign-in 214
vertex and the feature flag of the text/html sidebar widget 218 vertex.

[0022] The feature flag graph 210 can, in some examples, have a search
222 vertex representing a search function of the home page. In some
examples, the search 222 vertex can have a number of dependencies, indicated
by edges pointing toward or away from the search 222 vertex. For example, the
search 222 vertex can have a search history 224 vertex that is shown by an
edge 226 to be dependent from the search 222 vertex and that is also shown by
an edge 225 to be dependent from the sign-in 214 vertex. The search 222
vertex also can, for example, have a dependent auto-complete 228 vertex (e.g.,
for auto-completion of search terms, etc.) with edge 229 and a dependent "I'm
feeling lucky” 230 vertex {e.g., to introduce randomness into searches) with
edge 231. Moreover, the feature flag graph 210 can, in some examples, include
a personal auto-complete 232 vertex (e.é., for completion of search terms that

are personalized to a user) and also can include a targeted advertising 235
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vertex (e.g., implemented by the home page as being personalized to the user)
that are shown to be dependent from the auto-complete 228 vertex by edges
234 and 236, respectively. |

[0023] In some examples, each of the personal auto-complete 232 vertex
and the targeted advertising 235 vertex can be shown by edges 234 and 236,
respectively, to be dependent from the auto-complete 228 vertex such that
functionality of each of the personal auto-complete 232 and the targeted
advertising 235 vertices is dependent on activation of both the feature flag of the
search 222 vertex and the feature flag of the auto-complete 228 vertex.

[0024] Accordingly, a non-transitory machine readable medium (MRM)
storing a set of instructions can, when executed, cause a processing resource
to define, in a feature flags graph (e.g., 210), dependencies between a plurality
of feature flags in a process executable by the processing resource, determine
operability (functionality) of the process via the feature flags graph when the
process utilizes a first feature flag as a switch, and determine, based upon the
dependencies in the feature flags graph, whether the first feature flag is
utilizable as the switch. That is, in various examples, the feature flags graph
can include the plurality of feature flags as vertices and the dependencies
between the plurality of feature flags as a number of edges (e.g., directed edges
connecting the first feature flag with a number of other feature flags dependent
from the first feature flag and/or that the first feature flag is dependent-on).
[0025] The instructions, when executed, can cause the processing
resource to determine, when the first feature flag is to be activated, validity of a
change in feature flag status based upon a determination of dependent and
dependent-on vertices by traverse from a vertex corresponding to the first
feature flag. The validity of the change (e.g., activation) can be determined by
whether the dependent and dependent-on vertices (e.g., some or each of the
vertices) have feature flags that are activated. In some examples, the
instructions can, when executed, cause a processing resource (e.g., through the
feature management console by user, developer, and/or client input and/or

automatically through execution of instructions by the processing resource) to
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enable at least one of the feature flags to be activated when it is previously
inactivated (e.g., switched off}, or vice versa.

[0026] By comparison, the instructions, when executed, can cause the
processing resource to determine, when the first feature flag is to be inactivated,
validity of a change in feature flag status based upon a determination of
dependent and dependent-on vertices by traverse from a vertex carresponding
to the first feature flag. The validity of the change (e.g., inactivation) can be
determined by whether the dependent and dependent-on vertices (e.g., some or
each of the vertices) have feature flags that are inactivated. In some examples,
the instructions can, when executed, cause a processing resource (e.g., through
the feature management consolé by user, developer, and/or client input and/or
autdmatica!ly through execution of instructions by the processing resource) to
enable at least one of the feature flags to be inactivated when it is previously
activated.

[0027] In various examples, the instructions, when executed, can cause a
processing resource to determine whether an edge is traversable based upon
satisfaction of at least one input condition, where the at least one input condition
can be selected from a set that includes, for example, environment conditions
and user conditions. Among various examples, the input conditions for
traversability can include a condition (e.g., rule) that the traversability is active
conditioned upon a given locale (e.g., a set of one or more conditions that
define a language, region, country, date-time format setting, number format
setting, etc.) being identified, being in a specified deployment environment (e.g.,
a hardware and/or software infrastructure in which an application code is
deployed for execution), among other such conditions. For example, when
traversing a feature flags graph, the set of input conditions can be used as
conditions to evaluate whether edges can be traversed. When the conditions
are satisfied (e.g., at least one of the conditions, all of the conditions, etc., being
satisfied), the edge will be considered as active and will be traversed. in
contrast, when the conditions are not satisfied, the edge will be considered as

inactive and will not be traversed. This mechanism enables different flag
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dependency results premised upon environment and/or user conditions (e.g.,
locale, deployment environment, user input, among other conditions).

[0028] Figure 3 illustrates a block diagram of an example system for
handling dependencies between feature flags according to the present
disclosure. A feature flags dependency functionality, as described herein, can
be implemented as a standatone tool or within preinstalled feature flags
management systems or as an add-on (e.g., a plug-in) to a developer’'s
integrated development environment (IDE). The feature flags dependency
functionality also can vary implementation of dependencies definitions to
accommodate many different technologies (e.g., based upon deployment
environments, etc.). " | |
[0029] The example of the system 340 for handling dependencies
between feature flags illustrated in Figure 3 can integrate with encoded program
instructions (e.g., feature flag code, etc.) by, for example, a number of code
scanners 342, configurations code scanners 344, and/or a feature management
connector 346 (e.g., integrated with a feature management console, as
described herein). In various examples, the code scanners 342, configurations
code scanners 344, and/or a feature management connector 346 can be
operatively coupled to provide input to a flag definitions reader 348 (e.g.,
processor) that automatically defines (e.g., is programmed to define, as
described herein) dependencies between the feature flags. In some examples,
the flag definitions reader 348 can structure the flag definitions as one or more
feature flag graphs, as described herein. The flag definitions reader 348 can
input the feature flag dependencies to flag definitions storage 350 (e.g.,
memory, as described herein).

[0030] In various examples, the flag definitions storage 350 can be
accessed through a query engine 352 and/or a GUI 354 to operatively enable
dependencies between the feature flags (e.g., based upon the feature flag
graphs, as described herein). The query engine 352 and/or the GUI 354 can, in
various exampies, be acéessed by and/or provide feature flag dependency
information to a command-line interface 356 (CLI) as a means of interaction

with the flag definitions storage 350 and/or coded instructions. For example, a
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user, developer, and/or client can issue commands as successive lines of text
(e.g., command lines). Similarly, the query engine 352 and/or the GUI 354 can,
in various examples, be accessed by and/or provide feature flag dependency
information to a feature management connector 357 {e.g., which can be the
same as or different from feature management connector 346). Moreover, as
described herein, the GUI 354 can, in various examples, be accessed by and/or
provide feature flag dependency information to an IDE plug-in 358.

[0031] Accordingly, the system 340 may include a processing resource
(e.g., a number of processors) in communication with a memory resource (a
number of memories). The memory resource can include a set of machine
readable instructions (MRI) and the processing resource can be designed to
carry out the set of instructions. The processing resource can carry out the set
of instructions to define by at least one of a code scanner functionality (e.g.,
code scanners 342) and/or a configuration scanner functionality (e.g.,
configurations code scanners 344) dependencies between a plurality of feature
flags in a process executable by the processing resource. The dependencies
can be structured by a flag definition functionality (e.g., flag definitions reader
348) such that the plurality of feature flags are vertices and the dependencies
between the plurality of feature flags are a number of edges (e.g., directed
edges connecting a first feature flag with a number of other feature flags
dependent from the first feature flag and/or that the first feature flag is
dependent-on). In some examples, the dependencies can be structured as a
directed acyclic graph (DAG). That is, the feature flag graph can be structured
to prevent directed cycles that start at a particular vertex and follow a number of
directed edges to loop back to the same vertex.

[0032] The structured dependencies can be stored (e.g., in the flag
definitions storage 350) as accessible by either of a query functionality (e.g.,
query engine 352) and/or a GUI 354 (e.g., by the processing resource executing
a set of instructions). In some examples, the feature management connector
357 can be used to access the structured dependencies (e.g., through either of
the query engine 352 and/or the GUI 354) to perform a number of functions.
Functions executable through the query functionality and/or the GUI| 354 can
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(e.g., by the processing resource executing a set of instructions), for example,
include to execute at least one of: mark a first feature flag as either of
dependent from and/or dependent-on a number of other feature flags;
determine either of existence of and/or activation status of the dependent from
and the dependent-on feature flags; determine whether cyclic dependencies
exist: and/or remove at least one of the dependencies (e.g., to resolve a number
of cyclic dependencies, among other reasons); among other functions.

[0033] For example, a user, developer, client, etc., can mark a feature
flag as having a number of feature flags depending therefrom and/or as being
dependent-on one or more other feature flags. The system 340 can store these
definitions and verify correctness of these definitions (e.g., verify lack of cyclic
dependencies, verify that a dependent from and/or a dependent-on feature
exists, etc). In a similar manner, the user can remove a dependency.

[0034] The feature flags graph (e.g., as shown at 210) can be made
visible to the user, developer, client, etc., via, for example, the GUI 354 or its
integration with the [DE plug-in 358 or via other accessibility to the feature flags
system 340. This visibility can enable the user, developer, client, etc., to be
presented with the consequences of defining, adding, and/or removing a feature
flag dependency. A recorded feature flag graph can be queried for statuses of
dependent from and/or dependent-on vertices and/or edges to verify that a
feature flag status can be changed, under a given set of conditions. For
example, when a first feature flag is activated (e.g., turned on) either manually
or by some functionality of the feature flag system, a query can be made (e.g.,
through the query engine 352 and/or the GUI 354) to verify the feature flag state
change is valid.

[0035] The feature flags graph can be traversed from a first flag vertex to
vertices reachable via edges, a record of the reachable vertices can be
returned, and the user, developer, client, etc., and/or a feature management
system can verify that each of the corresponding feature flags and/or edges are
activated or inactivated to enable feature operability and/or otherwise take
corrective action (e.g., activate and/or inactivate a number of feature flags

and/or edges or initiate notification that a number of feature fiags are not
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switchable from one activation state to another activation state). When the first
feature flag is inactivated, a query can be made to determine dependent-on
feature flags and a determination can be made of the vertices that have a path
to the first feature flag’s corresponding vertex. This determination can be
returned and can be used by the user, developer, client, etc. or the feature
management system to verify that the corresponding flags are inactivated to
appropriately disable feature operability and/or otherwise take corrective action
(e.g., inactivate a number of feature flags and/or edges or initiate notification
that a number of feature flags are not switchable from one activation state to
another activation state)..

[0036] Figure 4 illustrates a block diagram of an example computing
system for handling dependencies between feature flags according to the
present disclosure. The computing system 460 can utilize software, hardware,
firmware, and/or logic for handling the dependencies between the feature flags,
as described herein. The computing system 460 can be any combination of
hardware and program instructions. The hardwaré, for example, can include a |
number of processing resources (e.g., processing resource 464), memory
resources (e.g., MRM 468), and/or databases (e.g., flag dependencies storage
350, etc.), among other components. Program instructions (e.g., MRI stored in
modules 470 on MRM 468) are executable by the processing resource 464 to
perform the actions, functions, calculations, data manipulations and/or storage,
etc., as described herein. The processing resource 464 can be in
communication with the MRM 468 via a communication path 466.

[0037] The processing resource 464 can be in communication with a
tangible non-transitory MRM 468 storing a set of MRI 470 executable by the
processing resource 464, as described herein. The MRI 470 can also be stored
in remote memory resources managed by a server (e.g., in a cloud) and/or can
represent an installation package that can be downloaded, installed, and
executed. .

[0038] The processing resource 464 can execute MRI 470 that can be
stored on an internal and/or external non-transitory MRM 468 (e.g., in a

distributed computing environment, such as, in the cloud). The processing
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resource 464 can execute the MRI 470 to perform the various actions,
functions, calculations, data manipulations and/or storage, etc., as described
herein. The MRI 470 can include a number of modules (e.g., 470-1, 470-2, . . .,
470-6, among others) in the MRM 468. Any number and/or combination of
modules can be stored in the MRM 468. The number of modules can inciude
MRI that when executed by the processing resource 464 can instruct execution
of the various actions, functions, calculations, data manipulations and/or
storage, etc., as described herein. In some examples, the number of modules
can include logic. As used herein, “logic” is an alternative and/or additional
processing resource to execute the actions and/or functions, etc., described
herein, which includes hardware (e.g., various forms of transistor logic,
application specific integrated circuits (ASICs), etc.), as opposed to MRlIs (e.g.,
software, firmware, etc.) stored in memory and executable by a processing
resource.

[0039] A number of modules can be sub-modules of other modules. For
example, a code scanner module 470-1 and configuration scanner module 470-
2 can be sub-modules and/or can be contained within the same computing
device. In another example, the number of modules can include individual
modules on separate and distinct computing devices.

[0040] The code scanner module 470-1 can include MRI that when
executed by the processing resource 464 can perform a number of functions.
The code scanner module 470-1 can inciude instructions that when executed
enable scanning, for example by the number of number of code scanners 342,
of programming code (e.g., in a number of memory resources) for determination
of feature flag dependency instructions. The configuration scanner module 470-
2 can include MRI that when executed by the processing rescurce 464 can
perform a number of functions, including'detérmination of feature flag
dependency instructions in saved configurations {(e.g., of applications, features,
etc.) by scanning with the number of configuration code scanners 344.

[0041] A flag definitions module 470-3 can include MRI that when
executed by the processing resource 464 can perform a number of functions.

The flag definitions module 470-3 can include instructions that when executed
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enable, for example by the flag definitions reader 348, overall determination of
feature flag dependencies based upon input from at least one of the code
scanner module 470-1 and/or the configuration scanner module 470-2. In some
examples, such input also can be provided by the feature management
connector 346.

[0042] A flag dependencies storage module 470-4 can include MRI that
when executed by the processing resource 464 can perform a number of
functions. The flag dependencies storage module 470-4 can include
instructions that when executed enable, for example by the flag definitions
storage 350 (e.g., memory, as described herein), feature flag dependencies to
be accessibly stored, as described herein. '

[0043] A query module 470-5 can include MRI that when executed by the
processing resource 464 can perform a number of functions. The query module
470-5 can include instructions that when executed enable, for example through
the query engine 352, input of instructioné, queries, etc.,'(e.g., by the user,
developer, client, feature flag management system, efc.) regarding handling of
the dependencies between the feature flags, as described herein. A GUI
module 470-6 can include MRI that wheh executed by the processing resource
464 can perform a number of functions. Thé GUI module 470-6 can include
instructions that when executed enable, for example through the GUI 354, input
of instructions, queries, efc., (€.g., by the user, developer, client, feature flag
management system, etc.) regarding handling of the dependencies between the
feature flags, as described herein.

[0044] In various examples, the MRM 468 can include a number of other
modules that include MRI that, when executed by the processing resource 464,
can perform a number of functions. For example, a CLI module can include
MRI that when executed by the processing resource 464 can enable, for
example, direct user interaction via the CLI 356 in order to perform a number of
functions via the instructions stored in the query module 470-5 and/or the GUI
470-6. Similarly, a feature management connector module can include MRI that
when executed by the prbcessing resource 464 can enable, for example via the

feature management connector 357, management of a number of functions via
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the instructions stored in the query module 470-5 and/or the GU! module 470-6.
An IDE plug-in module can include MRI that when executed by the processing
resource 464 can enable, for example, functionality of an IDE plug-in 358.
[0045] In various examples, any of the MRI 470 included in the number of
modules (e.g., 470-1, 470-2, . . . , 470-6, among others) can be stored (e.g., in
software, firmware, and/or hardware) individually and/or redundantly in the
same and/or separate locations.” Separately stored MRI 470 can be functionally
interfaced with the processing resource 464 (e.g., via communication path 466).
For example, the flag dependencies storage module 470-4 may be stored
and/or executed in one computing system and the GUI module 470-6 may be
stored and/or executed in another computing system, among many other
examples.

[0046] As described herein, plurality of storage volumes can include
volatile and/or non-volatile storage (e.g., memory). Volatile storage can include
storage that depends upon power to store information, such as various types of
dynamic random access memory {(DRAM), among others. Non-volatile storage
can include storage that does not depend upon power to store information.
Examples of non-volatile storage can include solid state media such as flash
memory, electrically erasable programmable read-only memory (EEPROM),
phase change random access memory (PCRAM), magnetic storage such as a
hard disk, tape drives, floppy disk, and/or tape storage, optical discs, digital
versatile discs (DVD), Biu-ray discs (BD), compact discs (CD), and/or a solid
state drive (SSD), etc., as well as other types of machine readable media.
[06047] The figures herein follow a numbering convention in which the first
digit or digits in the drawing correspond to. the figure number and the remaining
digits identify an element or component in the drawing. Elements shown in the
various figures herein may be added, exchanged, and/or eliminated so as to
provide a number of additional examples of the present disclosure. In addition,
the proportion and the relative scale of the elements provided in the figures are
intended to illustrate the examples of the present disclosure and should not be

taken in a limiting sense.
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[0048] It is to be understood that the descriptions presented herein have
been made in an illustrative manner and not a restrictive manner. Although
specific examples systems, machine readable media, methods and instructions,
for example, for dynamically handling dependencies between feature flags have
been illustrated and described herein, other equivalent component
arrangements, instructions, and/or device logic can be substituted for the
specific examples presented herein without departing from the spirit and scope
of the present disclosure.

[0049] The specification examples provide a description of the application
and use of the systems, machine readable media, methods, and instructions of
the present disclosure. Since many examples can be formulated without
departing from the spirit and scope of the systems, machine readable media,
methods, and instructions described in the present disclosure, this specification
sets forth some of the many possible example configurations and

implementations.
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What is claimed:

1. A method of handling dependencies between feature flags, comprising:
defining, by a processing resource executing instructions, dependencies
between a plurality of feature flags in a process executable by the processing
resource; and
enforcing, by the processing resource executing instructions, the
dependencies during activation of a first feature by a determination of validity of

utilization of a feature flag as a switch for a second feature.

2. The method of claim 1, wherein enforcing comprises determining
dependencies between the first feature flag and second feature fiag to reduce a
probability that the activation of the first feature results in a reduction of process

functionality.

3. The method of claim 1, comprising defining and enforcing the
dependencies in association with either of continuous delivery and continuous

integration of code for the process.

4, The method of claim 1, wherein defining comprises defining a cyclic
dependency between the plurality of feature flags and activating a notification
that results in either of removing at least one dependency that causes the cyclic
dependency and applying a consolidated feature flag to the plurality of feature

flags of the cyclic dependency.

5. The method of claim 1, comprising presenting the dependencies on a
graphic user interface and enforcing the dependencies through the graphic user

interface.

6. A non-transitory machine readable medium storing a set of instructions

that, when executed, cause a processing resource to:
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define, in a feature flags graph, dependencies between a plurality of
feature flags in a process executable by the processing resource;

determine operability of the process via the feature flags graph when the
process utilizes a first feature flag as a switch; and

determine, based upon the dependencies in the feature flags graph,

whether the first feature flag is utilizable as the switch.

7. The medium of claim 8, wherein the feature flags graph comprises the
plurality of feature flags as vertices and the dependencies between the plurality

of feature flags as a number of edges.

8. The medium of claim 7, wherein the instructions, when executed, cause
the processing resource fo determine, when the first feature flag is to be
activated, validity of a change in feature flag status based upon a determination
of dependent and dependent-on vertices by.traverse from a vertex

corresponding to the first feature flag.

g, The medium of claim 8, wherein the instructions, when executed, cause
the processing resource to determine whether the dependent and dependent-on

vertices have feature flags that are activated.

10. The médium of claim 7, wherein the instructions, when executed, cause
the processing resource to determine, when the first feature flag is to be
inactivated, validity of a change in feature flag status based upon a
determination of dependent and dependent-on vertices by traverse from a

vertex corresponding to the first feature flag.

11.  The medium of claim 10, wherein the instructions, when executed, cause
the processing resource to determine whether the dependent and dependent-on

vertices have feature flags that are inactivated.
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12.  The medium of claim 7, wherein the instructions, when executed, cause
the processing resource to determine whether an edge is traversable based
upon satisfaction of at least one input condition, wherein the input condition is

selected from a set that includes environment conditions and user conditions.

13. A system to handle dependencies between feature flags, the system
comprising a processing resource in communication with a memory resource,
wherein the memory resource includes a set of instructions and wherein the
processing resource is designed to carry out the set of instructions to:

define by at least one of a code scanner functionality and a configuration
scanner functionality dependencies between a plurality of feature flags in a
process executable by the processing resource;

structure the dependencies by a flag definition functionality such that the
plurality of feature flags are vertices and the dependencies between the plurality
of feature flags are a number of edges; and

store the structured dependencies as accessible by either of a query

functionality and a graphic user interface.

14.  The system of claim 13, wherein the processing resource is designed to
carry out the set of instructions to structure the dependencies as a directed

acyclic graph.

15.  The system of claim 13, wherein the processing resource is designed to
carry out the set of instructions to execute at least one of:

mark a first feature flag as either of dependent from and dependent-on a
number of other feature flags;

determine either of existence and activation status of the dependent from
and the dependent-on feature flags;

determine whether cyclic dependencies exist; and

remove at least one of the dependencies.
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