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FOCUS ASSIST SYSTEM AND METHOD

PRIORITY INFORMATION

[0001] This application claims priority benefit from U.S. provisional
application nos. 61/483,496 and 61/624,152, filed May 6, 2011 and April 13, 2012,
respectively, and is a continuation-in-part of U.S. application no. 12/479,546, filed June 5,
2009, which is a divisional of U.S. application no. 11/561,785, filed November 20, 2006,
scheduled to issue as U.S. Patent No. 7,544,919. The entirety of each of the foregoing
applications are hereby incorporated by reference.

BACKGROUND

[0002] The invention relates to providing focus information. There are two
basic methods of focusing a camera or optical instrument.

[0003] In an autofocus system, the camera sets the focus level with little or no
user input. The camera collects data about the relative focus level of objects in the
camera lens. It uses an algorithm to interpret that data and set an optimum focus level.
However, this algorithm does not necessarily execute the photographer’s intentions.
Many autofocus algorithms prioritize objects that are close to the center of the frame or
that are brightly lit. If the object of the photographer’s interest is off-center or dimly lit,
the autofocus algorithm may calibrate a focus level based on objects in which the
photographer has no interest.

[0004] Manual focus cameras require more effort from the user. But, they also
give the photographer more control over the focus level. Because manual focus cameras
are more responsive to the user’s wishes and potentially more precise, professionals often
use manual focus cameras.

[0005] Whichever system a camera employs—autofocus or manual focus—the
ability of the system to yield desirable results depends on the user’s ability to confirm
which objects are in or out of focus. In an autofocus system, if it is unclear which objects
are in or out of focus, the user cannot confirm that the autofocus algorithm has identified
the user’s primary objects of interest and set the focus level accordingly. In a manual
focus system, if a user cannot confirm which objects are in or out of focus, the user cannot

confirm the precision of focus adjustments.
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[0006] Camera displays may be too small or imprecise to reliably convey to
the user whether or not an object is in focus, or if out of focus, just how much out of
focus. They do not often allow the user to distinguish between gradations in the focus

level or balance the focus level between multiple objects in the viewfinder.

SUMMARY

[0007] An optical lens having a variable focal length is used to detect an
image. The lens focuses the image on a sensor, and the sensor captures information
corresponding to individual picture elements (pixels). A display shows the detected
image.

[0008] In order to assist a user to adjust the focus of the image, a waveform
indicates a degree of focus. The waveform may be superimposed on the image, or may be
displayed adjacent to the image. Alternatively, the waveform may be displayed on a
separate screen. The waveform is updated in real-time, allowing the user to adjust the
focus contemporaneously. The display of the degree of focus could be used, e.g., for still
cameras and motion picture cameras.

[0009] The optical sensor converts the image from the lens into a two-
dimensional, digital array of pixels, with the array of pixels arranged in rows and
columns. In one embodiment, a processor operates on a row of pixels to determine focus
level data for a plurality of pixels in that row.

[0010] The waveform may indicate the degree of focus through color
variations, intensity variations, density variations, amplitude variations, or other visual
indicia. A combination of different types of indicia may be used.

[0011] The focus level data may be determined, for example, with an edge
detection algorithm. In one embodiment, the focus level data is determined by comparing
at least a portion of the digital array of pixels with a blurred rendition of the same portion
of the array.

[0012] In one embodiment, an image is detected using a two-dimensional
array of optical sensors. The detected image is converted into a data structure that
represents the detected image as a two-dimensional array of pixel values, where the pixel
values are representative of an amount of light detected by the optical sensors. A blurred
image is generated by combining a selected pixel value with a plurality of pixel values

from the vicinity of the selected pixel value. The degree of focus is then determined by
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comparing the selected pixel value with a corresponding blurred image pixel value. A
visual indication of the degree of focus is then provided. In one embodiment, the visual
indication of the degree of focus may be overlaid on a representation of the detected
image. In another embodiment, the visual indication of the degree of focus is adjacent to
a representation of the detected image. Providing the visual indication of the degree of
focus may comprise displaying a waveform corresponding to the degree of focus. A point
on the waveform may correspond to an average degree of focus for a plurality of vertically
aligned pixels. In another embodiment, a point on the waveform may correspond to an
average degree of focus for a plurality of horizontally aligned pixels. In yet another
embodiment, a point on the waveform may correspond to an average degree of focus for a
plurality of pixels in a block. In a further embodiment, a point on the waveform
corresponds to an average degree of focus for a plurality of non-adjacent pixels.

[0013] In one embodiment, a method of providing feedback to allow focusing
an image in real time comprises using a programmed algorithm to determine a degree of
focus of a plurality of regions and providing a visual indication of the degree of focus of
each region. The visual indication may take a variety of formats, such as, for example, a
waveform, varying the relief of a region, or indication of focus by a geometric figure. The
region may be, for example, a line or a regular geometric pattern. In one embodiment, the
degree of focus of a region may indicated by varying the color of the region. In another
embodiment, the degree of focus of a region may be indicated by varying the brightness of
the region. The regions may be described by edge detection, and the degree of focus of
each region may be indicated by varying, e.g., the brightness or color of an edge.

[0014] According to further aspects, a method for assisting the adjusting of a
focus of an image includes providing a graphical representation of a detected image. The
method can also include receiving an indication of a user selection of a region of the
image and providing a magnified graphical representation of the selected image region.
The method may further include providing a graphical indication of a degree of focus for
at least a portion of the selected image region. The graphical indication in some instances
is visually correlated with the magnified graphical representation of the selected image
region.

[0015] According to further aspects, a method for assisting the adjusting of a
focus of an image includes detecting an image and providing a graphical representation of

the image. The method further includes receiving an indication of a user selection of a
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first portion of the image. The method can also include applying an algorithm operating
on one or more processors to determine focus levels for one or more regions of the first
portion of the image. In response to the user selection, the method can include providing
a visual indication of the focus levels.

[0016] In some additional embodiments, an apparatus assists in adjusting a
focus of an image. The apparatus can include a lens having variable focal length. The
lens produces a visual data image from light that enters the lens. The apparatus can also
include a manual focus adjustment that adjusts the focal length of the lens and an optical
sensor that converts the visual data image from the lens into a digital representation of the
image. The apparatus may further include a display configured to show a graphical
representation of the image. The apparatus can also include an interface configured to
receive a user selection of a first portion of the image. In some instances, the apparatus
further includes one or more processors configured to process the digital representation of
the image to determine focus levels for one or more regions of the first portion.
Additionally, the display can provide a visual indication of the focus levels.

[0017] In some embodiments, a visual indication of a degree of focus of a
region of an image is provided. In some embodiments, the visual indication of the degree
of focus of the region or all or part of the image may be overlaid on a representation of the
detected image. The visual indication can be overlaid on the representation of the detected
image so that the center of the visual indication coincides with the center of the region of
the image for which the degree of focus is visually indicated. The visual indication can be
configured to change size, shape, and/or color in response to changes in the degree of
focus. In some implementations, the visual indication decreases in size corresponding to
an increase in the degree of focus of the region of the image. The visual indication can
change color in response to changes in degrees of focus. The visual indication can change
shape in response to changes in degrees of focus. The region of the image can be selected
by a user. In some embodiments, a second visual indication can be overlaid on the
representation of the detected image. The second visual indication can be configured to
change color corresponding to changes in the degree of focus. The size of the second
visual indication can correspond to the size of the region of the image for which the
degree of focus is visually indicated. In some embodiments, multiple regions can be
selected and corresponding visual indicators can be provided overlaid on the

representation of the detected image. Although described with respect to particular
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example visual indications, other forms of visual indications are compatible with the
techniques described herein.

[0018] In some embodiments, a method for indicating a focus of a region of an
image is provided. The method includes determining a degree of focus for a region of the
image and providing a visual indication of the degree of focus. In response to a change in
the degree of focus, the size of the visual indication can be changed, wherein the size of
the visual indication is correlated to the degree of focus.

[0019] In some embodiments, the size of the visual indication transitions from
a first size to a second size based on a change from a first degree of focus to a second
degree of focus. The transition can include adjusting the size of the visual indication to
one or more intermediate sizes during the transition from the first size to the second size,
the intermediate sizes being between the first size and the second size and corresponding
to intermediate focus levels between the first degree of focus and the second degree of
focus.

[0020] In some embodiments, a degree of focus for a second region of the
image is determined. A second visual indication of the degree of focus for the second
region can be provided wherein the size of the second visual indication changes in
response to a change in the degree of focus for the second region, wherein the size of the
second visual indication is correlated to a current degree of focus.

[0021] In some embodiments, an apparatus that assists in adjusting a focus of
an image is provided. The apparatus can include an image sensor for detecting an image
and one or more processors for determining a degree of focus for a region of the image.
The apparatus can also include a display configured to show a graphical representation of
the detected image and to show a visual indication of the degree of focus of the region, the
visual indication having a size that is correlated to the degree of focus of the region.

[0022] In some embodiments, a method for assisting the adjusting of a focus
of an image is provided. The method can include detecting an image using at least one
imaging sensor and providing a graphical representation of the image on a display. The
method can further include receiving an indication of a user selection of a first portion of
the displayed image and providing a magnified view of the first portion on the display.
The method can include applying an algorithm operating on one or more processors to

determine a degree of focus for at least two regions within the first portion. The method



WO 2012/154585 PCT/US2012/036602

further includes providing a visual indication of the degree of focus for each of the at least
two regions.

[0023] Some embodiments provide for a method for visually indicating a
degree of focus for a region of an image. The method can include detecting an image
using at least one imaging sensor, providing a graphical representation of the image on a
display, and applying an algorithm operating on one or more processors to determine a
degree of focus for a region of the image. The method can further include providing a
visual indication of the degree of focus on the display, wherein the visual indication
includes a geometric figure that at least partially overlaps with the region on the graphical
representation of the image. The method can set the visual indication to a first size
corresponding to a first degree of focus. Furthermore, in response to an adjustment of
focus and to a corresponding change in the determined degree of focus from the first
degree of focus to a second degree of focus higher than the first degree of focus, the
method can include changing the visual indication to a second size that is smaller than the
first size. In some embodiments, the method can include determining a degree of focus for
a second region of the image and providing a second visual indication of the degree of
focus for the second region on the display, the second visual indication comprising a
geometric figure. In some embodiments, the method can include setting the second visual
indication to a first size corresponding to a first degree of focus for the second region.
Moreover, in response to an adjustment of focus and to a corresponding change in the
determined degree of focus for the second region from the first degree of focus for the
second region to a second degree of focus for the second region higher than the first
degree of focus, the method can include changing the second visual indication to a second
size that is smaller than the first size.

[0024] In some embodiments, an apparatus that assists in adjusting a focus of
an image is provided. The apparatus can include at least one image sensor configured to
detect an image and one or more processors configured to execute an algorithm to
determine a degree of focus for a region of the image. The apparatus can include a
display configured to show a graphical representation of the image and to show a visual
indication of the degree of focus of the region, the visual indication comprising a
geometric figure. In some embodiments, a size of the visual indication is correlated to the
degree of focus of the region such that a first size of the visual indication corresponds to a

first degree of focus of the region and a second size of the visual indication smaller than
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the first size corresponds to a second degree of focus of the region higher than the first
degree of focus.

[0025] In some embodiments, a method for assisting the adjusting of a focus
of an image is provided. The method can include detecting an image, providing a
graphical representation of the image, and receiving an indication of a selection of a first
portion of the image. Based in part on the selection of the first portion of the image, the
method can include applying an algorithm operating on one or more processors to
determine a plurality of focus level values for the first portion of the image. The method
can further include providing a magnified graphical representation of the first portion of
the image in response to the selection of the first portion of the image, and providing a
visual indication of the plurality of focus level values.

[0026] In one embodiment, the method can include superimposing the
magnified graphical representation and the visual indication on the graphical
representation of the image. In one embodiment, the visual indication comprises at least
one waveform. In certain embodiments, the graphical representation, the magnified
graphical representation, and the visual indication are presented on a display of a motion
picture camera. In some embodiments, the focus level values for the first portion of the
image are indicated by varying a relief of the first portion of the image. In one
embodiment, the selection of the first portion of the image is received through a user
interface, such as a touch screen. The method can further include calculating a degree of
focus corresponding to an average of at least two of the plurality of focus level values. In
one embodiment, a size of the visual indication corresponds to the degree of focus. The
method can include changing the size of the visual indication in response to a change in
the degree of focus, e.g. the size of the visual indication can decrease in response to an
increase in the degree of focus. In some embodiments, the visual indication is a circle.

[0027] According to further aspects, the method can include superimposing
the visual indication on the graphical representation of the image. The center of the visual
indication can substantially coincide with the center of the first portion of the image when
superimposed on the graphical representation of the image. In one embodiment, the color
of the visual indication can correspond to the degree of focus. In such an embodiment,
the method can include changing the color of the visual indication in response to a change
in the degree of focus. For example, the color of the visual indication can be green when

the degree of focus corresponds to a relatively high degree of focus, the color of the visual
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indication can be red when the degree of focus corresponds to a relatively low degree of
focus, and the color of the visual indication can be yellow when the degree of focus
corresponds to an intermediate degree of focus. As another example, the color of the
visual indication can be green when the degree of focus is greater than an upper threshold,
the color of the visual indication can be red when the degree of focus is less than a lower
threshold, and the color of the visual indication can be yellow when the degree of focus is
greater than or equal to the lower threshold and less than or equal to the upper threshold.

[0028] According to further aspects, the method can include receiving a
second indication of a second portion of an image, determining a plurality of focus level
values for the second portion of the image, and providing a second magnified graphical
representation of the second portion of the image in response to the selection of the
second portion of the image. The method can further include providing a second visual
indication of the plurality of focus level values for the second portion of the image. In
one embodiment, the magnified graphical representation, the second magnified graphical
representation, the visual indication, and the second visual indication are superimposed on
the graphical representation of the image.

[0029] In some embodiments, the algorithm to determine the degree of focus
is applied before receiving the indication of the selection of the first portion of the image.
In some embodiments, the algorithm is applied after receiving the indication of the
selection of the first portion of the image. In certain embodiments, before receiving the
indication of the selection of the portion of the image, the method includes applying the
algorithm to determine the plurality of focus level values for one or more regions of the
first portion of the image as well as for one or more regions that are not in the first portion
of the image. The method can then include providing a visual indication of the plurality
of focus level values for the one or more regions of the first portion and for the one or
more regions that are not in the first portion. In certain implementations, the first portion
of the image is described by a regular geometric pattern.

[0030] Some embodiments provide for an apparatus that assists in adjusting a
focus of an image. The apparatus can include a lens having a variable focal length, a
focus adjustment that, in use, adjusts the focal length of the lens, and an image sensor
that, in use, converts the visual data image from the lens into a digital representation of
the image. The apparatus can further include an electronic display that, in use, shows a

graphical representation of the image, an interface that, in use, receives a user selection of
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a first portion of the image, and one or more processors configured to process the digital
representation of the image to determine a plurality of focus level values for one or more
regions of the first portion. The electronic display can provide a magnified graphical
representation of the first portion of the image in response to the user selection, and the
electronic display can provide a visual indication of the plurality of focus level values.
Some embodiments provide for a motion picture camera incorporating the apparatus.
[0031] In further aspects, the interface can be a touch screen interface. The
electronic display can, in use, display the visual indication and the magnified graphical
representation superimposed on the graphical representation. The apparatus can further
include one or more processors that, in use, calculate a degree of focus corresponding to
an average of at least two of the plurality of focus level values for the one or more regions
of the first portion of the image. In one embodiment, a size of the visual indication
corresponds to the degree of focus. In certain embodiments, the apparatus updates the
degree of focus calculation in real-time and changes the size of the visual indication in
response to the updated degree of focus calculation. In some embodiments, the size of the

visual indication decreases in response to an increase in the degree of focus.

BRIEF DESCRIPTION OF THE DRAWINGS

[0032] These and other features will now be described with reference to the
drawings summarized below. These drawings and the associated description are provided
to illustrate a preferred embodiment of the invention, and not to limit the scope of the
invention.

[0033] FIG. 1 shows a horizontal line graph conveying focus level data.

[0034] FIG. 2 shows a vertical line graph conveying focus level data.

[0035] FIG. 3 shows a horizontal line graph conveying focus level data with
three separate lines.

[0036] FIG. 4 shows a grid overlaid on an image, by which grid, focus level
data may be calculated or displayed.

[0037] FIG. 5 shows highlights around objects, which highlights convey focus
level data.

[0038] FIG. 6 shows a high-level diagram of the focus assist system.

[0039] FIG. 7 shows a horizontal line graph conveying focus level data from a

horizontal scan line.
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[0040] FIG. 8 shows a horizontal line graph conveying focus level data from a
scan line, wherein the focus level data has been calculated using an edge detection
algorithm.

[0041] FIG. 9 shows a vertical line graph conveying focus level data from a
vertical scan line.

[0042] FIG. 10 shows horizontal and vertical line graphs conveying focus
level data from horizontal and vertical scan lines, respectively.

[0043] FIG. 11 shows a horizontal line graph conveying focus level data from
a sloped scan line.

[0044] FIG. 12 shows a horizontal line graph conveying focus level data
averaged from three scan lines.

[0045] FIG. 13 shows a horizontal line graph conveying focus level data
averaged from a scan line greater than one pixel wide.

[0046] FIG. 14 shows a horizontal line graph conveying focus level data with
three separate lines, each of which lines corresponds to a different horizontal scan line.

[0047] FIGs. 15A-15C show an example display having focus assist capability
integrated with a magnification function.

[0048] FIGs. 16A-16B show another example display having integrated focus
assist and magnification functionality.

[0049] FIGs. 17A-B show an example display having integrated focus assist
that includes an indicator that changes size according to a level of focus.

[0050] FIG. 18 shows an example display having integrated focus assist that
includes a plurality of indicators that change size according to levels of focus at a plurality
of points.

[0051] FIG. 19 shows a flow chart of an example method of indicating a level

of focus on a display.

DETAILED DESCRIPTION
[0052] The following description of different implementations has been
presented by way of example only, and should not be read in a limiting sense. The scope
of the present invention is defined only by the claims.
[0053] In one embodiment, a camera displays focus level data to a user. The

focus level data may be superimposed on the primary viewfinder screen, or it may be
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displayed on a secondary screen. Various optical imaging systems—such as the motion
picture camera or the photo camera—might generate and display focus level data.
However, the invention is not limited to cameras. Any optical imaging system can
display focus level information to the user. Examples include light microscopes,
telescopes, or binoculars. Similarly, non-optical instruments that produce an image can
also display focus level information to the user. An example is an electron microscope.
Further, an algorithm can generate and display focus level data to the user for images or
videos after they have been recorded.

[0054] A wide variety of different display techniques convey focus level data
to the user. For instance, FIG. 1 shows a line graph 300 oriented below the image 302.
Alternatively the camera or display might show the line graph superimposed on the
image. The line graph 300 displays higher values 304 for objects in greater focus 306. It
displays lower values 308 for less well focused objects 310. Thus, as focus levels change
for objects, the values displayed on the line graph 300 will change in response. The x-
axis 312 represents a baseline level of focus, below which no focus level data is
displayed. The x-axis 312 threshold may be set according to a number of different
criteria. It might reflect some absolute number-value related to the slope of the
gradient—the gradient being calculated by an edge detection algorithm as explained
below. Or, the threshold might be tied dynamically to an average focus level of the entire
image. So, the threshold could be set to 150% or 200% of the average focus level. This
mechanism could be used to eliminate low, “noise” values from the display or to display
data only for those display objects considered to be in focus or relatively in focus.

[0055] In one embodiment, the focus level data displayed on line graph 300
covers a continuous range of focus level values—or at least continuous in a discrete,
digital sense, limited by pixels and sampling rate. Thus, a continuous range of focus
levels can be displayed on line graph 300. This does not necessarily mean that the values
on the line graph 300 correspond one for one to the focus level value at a given point on
the image 302. The line graph 300 may be continuous, and yet represent an adjusted
function of the raw focus level data that is better perceived by the user. In one
embodiment, the values on the line graph 300 are discrete, i.e. the focus level values can
cover a continuous range but the line graph 300 can display discrete values corresponding
to focus level ranges. The number of focus level ranges can be two, three, four, five, or

more than five ranges. As an example, the line graph can display a first value

-11-



WO 2012/154585 PCT/US2012/036602

corresponding to a first focus level value that falls within a first focus level range, a
second value corresponding to a second focus level value that falls within a second focus
level range, and a third value corresponding to a third focus level value that falls within a
third focus level range where the first, second, and third values are different from one
another and the first, second, and third focus level ranges are different from one another.

[0056] A single, horizontal line graph 300 like the one in FIG. 1 might not
accurately convey focus level information for objects oriented vertically in the image.
Because the line graph displays only one value for each horizontal point, it might obscure
different focus levels oriented vertically with respect to that point.

[0057] FIG. 2 shows a vertical line graph 400 display. It displays more
accurate focus level information for vertically oriented objects, but might obscure
different focus levels for horizontally oriented objects. Another display might combine
vertical and horizontal line graphs. Such a display overcomes some of the disadvantages
of either the horizontal or vertical displays alone. But, depending upon how the data is
presented, it may require the user to glance at two different locations to obtain focus level
information for what may be a fleeting image.

[0058] FIG. 3 shows another horizontal line graph. However, this horizontal
line graph comprises several lines. Each line represents focus level information for a
different area of the image 302. For example, one or more lines 3001 represent focus
level information for the top of the image 302. One or more lines 3002 represent focus
level information for the middle of the image 302. One or more lines 3003 represent
focus level information for the bottom of the image 302. Where the focus level is very
similar at the top, middle, and bottom of the image, the lines begin to overlap and
intensify.

[0059] Other embodiments do not use a graph display. For instance, FIG. 4
shows a grid 712 superimposed on the image 302. The grid 712 itself need not be visible
to the user. But, the grid regions 714 each indicate a focus level. One method of
indicating focus level is a color tint on the region 714. So, a very well-focused region 714
might have a first color such as a red tint. A very poorly focused region 714 might have a
second color such as a violet tint. Regions 714 with focus levels neither very well nor
very poorly focused may carry a tint along the color spectrum, which correspond to their

respective focus levels.
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[0060] Another method of indicating focus level within a grid region 714 is to
vary the brightness level of each region 714. A very well focused region 714 might have
a first, relatively high brightness. A very poorly focused region 714 might have a second,
relatively low (dark) brightness. Regions 714 with focus levels in between may carry a
level of brightness corresponding their respective focus levels.

[0061] Other display embodiments highlight the objects themselves instead of
using grids or graphs to display focus level data for a general area. In FIG. 5, the most
focused object 306 has a bright highlight 818 that traces the object’s edge. The least
focused objects 310 have very dim highlights 822. The brightness of the highlight varies
with the focus level of the object.

[0062] Alternatively, the display might draw a color tint around the edges of
objects to indicate their respective focus levels. For instance, objects that are focused
very well 306 would have a first color such as a red tint at their edge. Very poorly
focused objects 310 have a second color such as a violet tint at their edge. Objects that
are neither very well nor very poorly focused would carry a tint along their edge
corresponding to their respective focus levels.

[0063] Rather than merely highlighting around each object, one embodiment
raises the relief of an entire object when it is in focus. Objects that are out of focus 310
appear either flat or at a negative relief. Focused objects 306 rise up from the image,
while unfocused objects 310 recede. The relief of each object corresponds to its focus
level. This implementation has the advantage that the user can concentrate on the objects
in the viewfinder to glean focus level data. Because this embodiment is highly intuitive,
the user does not need to interpret much display data to determine the relative focus levels
of objects in the display.

[0064] FIG. 6 shows an embodiment of the architecture of a camera. The
camera collects visual data 924 from the camera lens 926. The camera records the visual
data 924 and displays a representation of the visual data 924 on the viewfinder 930. The
camera also sends the visual data 924 to a processor 928. The processor uses an
algorithm to compute focus level data 932 for the visual data 924. The processor sends
that focus level data 932 to the viewfinder, where the user 934 sees it superimposed on
the visual data 924. The viewfinder 930 shows focus level data 932 from the processor

928 and visual data 924 from the lens 926 contemporaneously.
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[0065] In an alternative embodiment (not shown), in an autofocus camera, the
processor that accepts the visual data and computes the focus level data is also the
processor that computes focus level data for the autofocus system. An autofocus system
automatically generates focus level data to determine the proper focus level setting. In
this embodiment, that data is reused. Not only does the camera use the focus level data to
achieve an optimal focus setting, but the data is also sent to the user through the
viewfinder. The user can then confirm that the autofocus system has identified and set the
focus level for the object or objects in which the user is interested.

[0066] The processor uses an algorithm to calculate the focus level data
displayed to the user.

[0067] In one embodiment, the processor blurs image data to create a
comparison image. For instance, the processor might use a Gaussian or quick box blur
approximation, or convolve the image. The blurred image differs from the original image
primarily at the edges of focused objects 306. With focused objects 306, the blurring
process washes out the sharp contrast between the edge of the object 306 and its
surroundings. The blurring process creates less change at the edges of unfocused objects
310. The soft contrast between an unfocused object 310 and its surroundings remains a
soft contrast in the blurred, comparison image. Because edges are typically composed of
the pixels that change the most during the blurring process, it is possible to find the edges
of focused objects.

[0068] Several alternative algorithms exist to detect whether or not an image
is in focus. Many of these are “edge detection” algorithms. Examples of edge detection
algorithms can be found in Fundamentals of Digital Image Processing by Anil K. Jain,
the entirety of which is incorporated here by reference.

[0069] One algorithm uses gradient operators to detect edges. Gradient
operators are masks, or simple matrices, used to generate a gradient map. Gradient
operators, when convolved with pixels in an image, yield a gradient map in two
orthogonal directions. Similarly, compass operators yield a gradient map in a selected
number of directions that correspond to compass directions. Once the gradient has been
calculated, an edge is identified by searching for those spots where the gradient exceeds
some threshold. The level of focus, generally, corresponds to the severity of the gradient.

[0070] Other edge detection algorithms apply a second-order derivative to the

image. The derivative detects rates of change in pixel intensity across the image. Again,
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the algorithm usually convolves the image with an operator. Edges are identified by
locations where the gradient exceeds some threshold, or more commonly, by searching for
spots where the second derivative wave-form crosses zero. While zero crossings are
useful to detect edges, they only return a binary value and therefore do not convey precise
focus level data. Here again, the focus level generally corresponds to the severity of the
gradient at objects’ edges.

[0071] The gradient measures changes in the intensity of adjacent pixels. The
intensity may be measured according to one or more of several different elements of each
pixel. The intensity may refer to the red, green, or blue content of a pixel or any
combination thereof. In YCbCr systems, it may refer to the luma or chroma component of
each pixel or a combination thereof. In HSV systems, it may refer to the hue, the
saturation, or the brightness components of the pixel, or any combination thereof.
Depending on the color space of processing and display systems, the processor may use
whichever components of the pixels’ value that obtain the optimal gradient map or
optimal focus level data.

[0072] One way of using an edge detection algorithm to derive focus level
data for an entire image—rather than its edges only—is to use boundary extraction. By
connecting edges, boundaries define the shape of an object. Assuming that an entire
object is in focus if its edges are in focus, the camera can use boundary detection to
determine the object’s shape and impute the focus level at the object’s edge to the rest of
the shape.

[0073] A contour following algorithm is a boundary extraction algorithm that
uses a series of horizontal or vertical steps chosen by trial and error. The correct step is
determined by whether the step arrives inside or outside a boundary.

[0074] Another boundary extraction algorithm uses the computer science
principle of dynamic programming. With dynamic programming the solution to a large
problem is a function of the solutions to its sub-problems. In the boundary extraction
context, that means that optimal sub-paths will lead to the optimal boundary.

[0075] The focus level detection algorithm measures focus level for a
selection of pixels. The number and location of the pixels for which the algorithm
calculates focus level data are a function of the speed of computation, detail of focus level

data, and type of focus data desired to be displayed to the user.
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[0076] In one embodiment, the focus level algorithm calculates focus level
data for one or more “scan lines.” The simplest example of the scan line embodiment is
depicted in FIG. 7. In that figure, a single scan line 1144 extends horizontally across the
image 302. The scan line 1144 need not be vertically centered. The user can adjust the
position of the scan line 1144. The focus level algorithm calculates a focus level value for
each pixel along the scan line 1144 and displays it as a point along line graph 300. In
another embodiment, to save processing time, the focus level algorithm might measure no
more than about 50% or no more than about 25% of the pixels, such as by measuring only
every other pixel or only one of every several pixels on the scan line 1144. Line graph
300 shows how the focus level display corresponds to the focus level measured at each
pixel along the scan line 1144. As the focus level measured at each pixel along the scan
line 1144 changes, the focus level display shown by line graph 300 will change in
response by decreasing and/or increasing portions of the line graph 300.

[0077] In FIG. 8, the scan line 1144 and display technique are identical to
those of FIG. 11. But, instead of a smooth waveform, the line graph 300 has spikes. This
spiked waveform depicts the data produced by an edge detection algorithm. The focus
level data is more accurate at the edges of objects. At the edges of bars that are focused
306, the graph 300 shows a high value. Likewise, at the edges of bars that are not focused
310, the graph 300 shows low values. As the focus changes from one object to another,
the graph 300 will show changing values at the edges of bars corresponding to changes in
focus level data. But, the graph 300 does not show high or low values for the middle
parts of objects. In the middle parts of objects, the correspondence between high
contrast—on which edge detection algorithms rely—and high focus, is less reliable. This
is because the middle parts of objects are less likely to have high contrast values whether
they are in focus or not.

[0078] The scan line 1344 might be vertically oriented, as in FIG. 9, rather
than horizontally oriented. A vertical scan line 1344 gives better focus level data for a
series of objects oriented vertically in the viewfinder. Like the horizontal chart for a
horizontal scan line, a vertical chart 400 displays focus level data for a vertical scan line.
Another, more detailed embodiment depicted in FIG. 10 employs both vertical 1344 and
horizontal 1144 scan lines and both vertical 400 and horizontal 300 graphs.

[0079] The scan line need not run precisely horizontally (or vertically) across

the image. The scan line 1144 might run at a slope, as in FIG. 11.
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[0080] In FIG. 12 the display again consists of a single-line graph 300. And,
the algorithm again uses scan lines to identify the pixels for which it will calculate focus
level data. But, instead of using only a single scan line, the algorithm averages data from
multiple scan lines 1144, such as at least two, in some embodiments at least five, and in
other embodiments at least 10 scan lines. Depending on the location of the scan lines and
of objects in the image, this technique may improve the accuracy of the focus level
display. The more scan lines 1144 the processor employs, the more focus level data it
collects and the more accurate it will be. But, the more scan lines 1144 the processor
employs, the more computations it must run and the slower it will generate focus level
data. Again, the camera might use vertical scan lines 1344 instead of or along with
horizontal scan lines 1144 for this or any scan-line technique.

[0081] FIG. 13 shows yet another embodiment based on the scan line.
However, in this embodiment, the scan line 1144 is greater than a pixel in width. The
scan-line width 1746 may be set to as many or as few pixels as desired. In fact, this is a
variation on the multiple scan-line embodiment depicted in FIG. 12. A scan line 1144 a
number of pixels in width 1746 is the same as that same number of adjacent scan lines,
each one pixel in width. For example, the average focus level of a scan line 1144 five
pixels wide 1746 is identical to the average focus level of 5 scan lines 1144, each adjacent
to the next. To limit power consumption or decrease computational time, the processor
might calculate focus level data only for every other adjacent scan line 1144 or one of
every several adjacent scan lines 1144.

[0082] The processor need not generate an average focus level for multiple
scan lines. FIG. 14 shows a graph display with a graph line 3001-03 corresponding to
each scan line 1144. Alternatively, each graph line might convey average focus level data
from multiple scan lines as an aid to the user.

[0083] In addition, the processor 928 might apply a secondary filtering
algorithm to the focus level data from one or more scan lines. For instance, the processor
928 might apply an algorithm that zeroes all focus level values below a certain threshold.
Such an algorithm might be used to eliminate noise from the display, to avoid distracting
the user. The threshold may or may not be set at the same point as the baseline x-axis 312
in the display, depending on the desired height of the line graph 300 in the display.
Indeed, the camera might allow the user to set the threshold. Like the x-axis 312 baseline,

this algorithmic threshold might be set according to either an absolute value related to the
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slope of the gradient, as calculated by an edge detection algorithm. Or, it might be a
function of the average level of focus of the image. For instance, the algorithm might
eliminate focus level values for objects that have less than a threshold such as about 150%
of the average focus level of the image. A secondary algorithm might also be used to
smooth the focus level data, again to present a simplified, easily perceived waveform to
the user. This technique might be useful with edge detection algorithms, which tend to
produce spikes.

[0084] In short, the scan line embodiments are not limited by any particular
scan lines or choice of pixels within those scan lines. Rather, the scan lines might be
implemented in any permutation that satisfies a desired balance between computational
speed, detail of information, and method of display to the user.

[0085] Scan lines are merely one method of applying a focus level detection
algorithm. The algorithm might compute focus level information for the entire image, or
for some alternative subset of that image. That alternative subset may be a geometric
area. The geometric area might be defined by the user or it might be set by an algorithm,
for example, to track a moving object in the viewfinder. The alternative subset might also
be a pattern of pixels, designed as a representative sampling of the image, but at a lower
level of detail and therefore requiring fewer computations.

[0086] In order to display focus level data in the pattern of a grid, the
algorithm calculates focus level data for at least a portion of each region within the grid.
The algorithm might calculate focus level data for only a pixel within each region. The
algorithm might calculate focus level data for the entire region and average the data to
display an indication of the focus level.

[0087] If the algorithm calculates enough focus level data—at least enough for
a representative sampling of the image—it is possible to display to the user focus level
information based on edges superimposed on the image. Because an edge-detection
algorithm returns data that corresponds to the edges of each object, the display might use
that data to highlight the edges of objects in the viewfinder in real time. This might be
done by varying the brightness of the edges of objects or by drawing a color around
objects, the shade or width of which would correspond to the degree of focus.

[0088] Algorithms that generate reliable focus level data for entire objects
enable other display techniques. One display varies the relief of an object according to its

focus level. So, in focus objects would bulge out of the picture and become more
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prominent than unfocused objects. Similarly, another display renders objects in three
dimensions when they are focused. The further out of focus the object becomes, the
flatter it becomes in display. Additionally, in some instances the display allows a user to
present detailed focus level information for select portions of the image scene. For
example, some displays allow for magnification of certain image scene regions and adjust
the presentation of the focus level data to accommodate the current view.

[0089] FIGs. 15A-15C show an example display 1500 having focus assist
capability integrated with a magnification function. The display 1500 conveys focus level
data from a scan line, wherein the focus level data has been calculated using an edge
detection algorithm. Moreover the graph 1502 has spikes corresponding to the focus level
data produced by the edge detection algorithm. Thus, like the graph 300 of FIG. 8§, at the
edges of objects that are focused 1508, the graph 1500 shows a high value 1506.
Likewise, at the edges of objects that are not focused 1510, the graph 1500 shows low
values. Further, at the edges of bars that are focused at an intermediate level 1509, the
graph 1500 shows intermediate values 1507. But, the graph 300 does not show high or
low values for the middle parts of objects. In the middle parts of objects, the
correspondence between high contrast—on which edge detection algorithms rely—and
high focus, is less reliable. As discussed above, this is because the middle parts of objects
are less likely to have high contrast values whether they are in focus or not.

[0090] Generally, the display 1500 shows the focus level information in a
manner that is visually correlated with corresponding image regions. For example, the
illustrated display 1500 shows the graph 1502 oriented below the image 1504. Moreover,
the waveform regions 1506, 1507, 1510 are lined up with the edges of the corresponding
bars 1508, 1509, 1512. Alternatively, the display 1500 might show the graph 1500
superimposed on the image 1504 or may present the focus information according any of
the other techniques described herein. For example, as discussed further below with
respect to FIGs. 16A-16B, in another instance the display 1500 visually associates the
focus level information with regions of a grid that are overlaid on corresponding portions
of the image 1504. The display 1500 is also responsive to user input to magnify a portion
1514 of the image 1504. FIG. 15A shows the display 1500 in an un-magnified state, and
thus the entire image 1504 is visible.

[0091] FIG. 15B, on the other hand, shows an example of the display 1500 in

a magnified state. In the illustrated case, the user has selected the region 1514
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corresponding to the upper left quadrant of the image for magnification. The camera may
or may not actually display the dotted line delineating the magnified region 1514. While
the representation of the region 1514 is magnified on the display 1500, the zoom level of
the camera according to certain embodiments is adjusted independently. Thus, the camera
includes a separate control to magnify the display 1500, and the zoom level of the lens
does not change in response to user interaction with the separate magnification control. In
one embodiment, the camera includes a touch screen interface allowing the user to adjust
the magnification. For example, the user may double-tap the desired region 1514 for
magnification. In another instance, the user increases or decreases the level of
magnification using a multi-touch gesture, such as by spreading apart and pinching
together his or her thumb and forefinger on the portion of the display corresponding to the
desired image region. A wide variety of other touch screen control mechanisms are
possible. Moreover, other types of interfaces can be used instead of or in addition to
touch screens, including, but not limited to, joysticks, keypads, and the like.

[0092] The display 1500 can allow the user to manipulate the display in a
variety of ways. For example, in some cases, after achieving the desired magnification
level the user manipulates the display 1500 to scroll to another portion of the image 1504.
Referring to FIGs. 15A-15B, for example, after magnifying the region 1514 (FIG. 15B),
the user can scroll to view another region of the magnified image. The user may do so
using a swiping gesture where a touch screen interface is provided, or using a directional
keypad in another configuration. Moreover, as shown, the display 1500 can update the
focus level information depicted in the line graph 1502 to correspond to the newly
displayed portion of the image 1504. The update can occur or at least appear to occur in
substantially real-time.

[0093] Additionally, while one magnification level is shown in FIG. 15B, in
certain instances the display 1500 allows for further zoom levels. FIG. 15C shows such a
case, where the user selects the region 1514 (FIG. 15B) corresponding to the center of the
image 1504 for further magnification. The transition to the desired magnification level is
continuous in some cases, or there may alternatively be one or more discrete zoom levels
(e.g., 1x, 2x, 4x, 8x, etc.).

[0094] In some embodiments, the user may select any desired portion of the
image scene for magnification. In other instances, the image scene areas selectable for

magnification are predefined. For example, referring to FIG. 15A, in one instance the

-20-



WO 2012/154585 PCT/US2012/036602

user can only zoom in on one of the predefined image scene quadrants at a given time.
Where the areas are pre-defined, the display 1500 may nonetheless provide more than one
level of magnification.

[0095] The display 1500 can provide enhanced focus information when in the
magnified state, enabling higher precision focus control. Referring again to FIGs. 15B-
15C, the display 1500 dynamically updates the line graph 1502 to accommodate the
change in magnification. In the magnified state, the display 1500 presents the focus
information for the displayed objects with a higher degree of granularity. Thus, users can
make relatively finer distinctions between gradations in the focus level than in the
zoomed-out state, providing improved focus control.

[0096] As another example, the image scene might include a large number of
objects such that the objects may crowd together on the display. Thus, the corresponding
portions of the graph 1502 may also bunch together, making it difficult to interpret the
focus information. However, in such cases, the user can to drill-down on particular
regions of the scene. Thus, the objects and corresponding focus level data in the
magnified portion will appear relatively less crowded, making it easier to distinguish
between focus levels for closely spaced objects.

[0097] When focus assist information is combined with magnification
capability, the system can calculate the enhanced focus assist information according to
any of the algorithms provided herein, or according to some other appropriate algorithm.
Moreover, the display 1500 can present the focus level data in a variety of ways. For
example, the system can display one or more magnified regions with one or more visual
indications for each magnified region, where the size, shape, and/or color of the visual
indication conveys focus level data.

[0098] In one alternative configuration, the display presents a magnified
version of the selected image region, but continues to show the un-magnified version of
the image as well. For example, the display presents the selected magnified portion of the
image in a separate window that consumes only a portion of the display area. The
separate window can be overlaid onto the un-magnified version of the image, or be
displayed adjacent to it. Moreover, the display can provide a graph (or other focus level
indication) associated with the magnified portion instead of, or in addition to, the graph
for the un-magnified image. This technique enables detailed focus information for select

image regions, but also in context with the entire scene. In other instances, the display
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provides detailed focus level information for the select region, but the selected image
region itself is not magnified.

[0099] In general, the display can present the focus assist information
according to any of the techniques described herein including, without limitation,
horizontal line graphs (FIGs. 1, 3, 15A-B), vertical line graphs (FIG. 2), with highlights
around objects conveying focus information (FIG. 5), combined horizontal and vertical
graphs (FIG. 10), multi-line graphs (FIGs. 3 and 14), geometrical shapes having a size,
color, and/or shape conveying focus information (FIGs. 17A-B, 18). FIGs. 16A-16B
show an example display 1600 having integrated focus assist and zoom functionality,
where a grid 1602 is overlaid on the image 1604 in a manner somewhat similar to FIG. 4.
As such, the grid 1602 may or may not be visible to the user, but the grid regions 1606 in
one embodiment each indicate a focus level. As discussed above with respect to FIG. 4,
in one instance the system tints the individual regions 1060 according to the calculated
level of focus. For example, poorly focused areas have a first color and well-focused
areas have a second color. Regions 606 having intermediate focus levels may in turn
carry a tint between the first and second colors along the color spectrum, and
corresponding to the respective focus levels.

[0100] FIG. 17A shows an example display 1700 having focus assist
capability that includes an indicator 1705 that changes size, shape, and/or color
corresponding to a level of focus. The display 1700 can visually correlate the indicator
1705 with the level of focus for an image. For instance, the indicator 1705 superimposed
over an image on the display 1700 can provide visual feedback to a user. The user can use
the visual feedback to confirm that an auto-focus system is satisfactorily focused or to aid
in the process of manually focusing an image. Superimposing the indicator 1705 over an
image on the display 1700 has the advantage that the user can concentrate on the objects
in the viewfinder to glean focus level data. This can be highly intuitive in that the user can
easily interpret the display 1700 to determine the relative focus levels of desired portions
of the displayed image, such as portions including an object 1710 in the display 1700.

[0101] The display 1700 conveys focus level data at least in part through
indicator 1705 wherein the focus level data has been calculated using any of the
algorithms provided herein, or according to some other appropriate algorithm. For
example, the focus level algorithm can include edge detection algorithms such as those

using gradient operators or second-order derivatives, boundary extraction using edge
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detection algorithms, blurred image comparison using a Gaussian or quick box blur
approximation, or any combination of these.

[0102] In some embodiments, the focus level algorithm calculates the focus
level for a subset of an entire image. The subset can be defined by a geometric area, a
pattern of pixels, a scan line, multiple scan lines, or any combination of these. In some
embodiments, an apparatus having display 1700 is configured to provide a way for the
user to define a focus region. The display 1700 can be responsive to user input to select a
focus region. In some embodiments, the display 1700 can include a touch screen interface
allowing the user to select the focus region. The user can touch a portion of the image to
select the region or can use other gestures or methods to define, zoom in on, or zoom out
on, a region. Other types of interfaces can be used instead of or in addition to touch
screens, including, but not limited to, joysticks, keypads, and the like. The focus region
can be manipulated using methods similar to the manipulation of a magnified image as
described herein with reference to FIGs. 15A-C.

[0103] The size of indicator 1705 can change corresponding to a change in the
level of focus of a focus region. In some embodiments, the indicator 1705 can be a shape
that decreases in size as the level of focus increases. For example, the indicator 1705 can
be a circle that has a predefined radius when an object is out of focus, indicated by the
solid circle in FIG. 17A. As the level of focus increases, the radius of the circle can
decrease, indicated by the dotted circles in FIG. 17A. The visual effect of the indicator
1705 changing size can provide intuitive feedback to the user such that the user can
relatively quickly surmise the level of focus in the focus region. In some embodiments,
the indicator 1705 can have a maximum and minimum size such that when the level of
focus reaches a certain level the indicator 1705 no longer responds to changes in the level
of focus. The minimum size can correspond to a maximum level of focus or to some other
threshold level of focus. In some embodiments, the size of the indicator 1705 increases
with increasing level of focus. The change in size of the indicator 1705 can be continuous
or substantially continuous, such that the size gradually changes as a function of the level
of focus, or can be discrete, such that changes in size are in discrete increments, where a
transition to a particular increment indicates that the current level of focus has passed
corresponding threshold. In some embodiments, changes from one size to the next are

discrete, but are close enough to one another to appear continuous to the human eye.
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[0104] The color of indicator 1705 can change in a fashion similar to the size.
In some embodiments, the color of indicator 1705 changes from red to green to indicate a
change from a low level of focus to a high level of focus. The change in color can be
correlated with the size of indicator 1705. For example, the indicator 1705 can be a square
that decreases in size and changes color from red to green as the level of focus increases.
Similar to the change in size, the change in color can be a smooth transition along a
spectrum of colors, or can be in discrete steps indicating that the current focus level has
passed corresponding thresholds. For example, the color can be red when the level of
focus is less than a defined lower threshold, and green when it is above a defined higher
threshold. If there is a gap between the lower threshold and higher threshold, the indicator
1705 can be a third color, such as yellow. The colors can be different from those
described above and may be able to be set by the user.

[0105] The shape of indicator 1705 can change with the level of focus. The
shape of the indicator 1705 can include, for example, polygons (e.g., squares, rectangles,
triangles, etc.), curved geometric shapes (e.g., circles, ovals, ellipses, etc.), irregular
shapes, cross-hairs, a reticle, an asterisk, parallel lines, perpendicular lines, multiple lines,
or any combination of these. For example, the indicator 1705 can be an irregular shape
that corresponds to the focus region having a low level of focus. As the level of focus
increases the irregular shape can transform into a regular shape, such as a circle,
indicating that the focus region has reached a predefined level of focus. As another
example, the indicator 1705 can be the shape of a cross when the focus region has a low
level of focus and change into a square when the focus region has a high level of focus.
Similar to the size and color of the indicator 1705, the shape can change can be
substantially continuous or discrete. The size, shape, and/or color of indicator 1705 can
change in any combination as described herein to convey to the user a level of focus in
such a way as to provide feedback that is intuitive and makes it relatively easy to quickly
ascertain focus levels.

[0106] The display 1700 can include a focus region(s) indicator 1715. The
focus region indicator 1715 can be a visual feature on the display 1700 that marks the
region(s) for which focus level information is being displayed. The focus region indicator
1715 can be one or more lines, a shape correlated with the size of the focus region, or
some other visual feature capable of indicating a focus region. The focus region(s)

indicator 1715 can be configured to be stationary relative to the display 1700 or to follow
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the selected region of interest as the object 1710 moves and/or the camera moves. As
shown, the indicator 1715 can be centered, or substantially centered, on the focus
region(s). In another embodiment, an arrow or other indicator points to or otherwise
identifies the current focus region(s).

[0107] The display 1700 can include visual features configured to aid the user
in composing an image. In some embodiments, a marker 1720 can indicate the center of
the image. The marker 1720 can assist the user in identifying where to line up a desired
object, such as object 1710. Other visual features can be used such as, for example, a grid
pattern, vertical lines, horizontal lines, diagonal lines, geometric shapes, or any
combination of these.

[0108] FIG. 17B shows the display 1700 as described above with reference to
FIG. 17A where the display includes a focus region and level indicator 1725 that indicates
a focus region and a level of focus. The focus region and level indicator 1725 can be
configured to have a fixed size and shape that corresponds to a defined focus region. The
focus region can have a different size and shape from the focus region and level indicator
1725. In some embodiments, the focus region and level indicator 1725 is a rectangle that
is centered on the focus region, as indicated by focus region indicator 1715. In some
embodiments, the focus region indicator 1715 is not included.

[0109] The focus region and level indicator 1725 can change color
corresponding with a level of focus in the focus region. As described above, the color can
change according the focus levels in discrete steps or in a substantially smooth fashion. In
some embodiments, the indicator 1705 has a fixed color and the focus region and level
indicator 1725 changes color. In some embodiments, both the indicator 1705 and the
focus region and level indicator 1725 change color. The colors of the indicators 1705,
1725 can be correlated.

[0110] As an example, the user may desire to capture an image of an object
1710, but to only focus on a particular portion of the object. The display can visually
correlate indicator 1705 with the focus region by centering the indicator 1705, which is a
circle, on that region. The display can also display focus region and level indicator 1725
to indicate the size and shape of the focus region to the user. As the region becomes more
focused, the radius of indicator 1705 gets smaller and the color of focus region and/or
level indicator 1725 changes. Upon reaching a threshold level of focus, the indicator 1705

reaches a minimum size and the focus region and level indicator 1725 becomes a
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predefined color, such as green. The user can then quickly surmise that the focus region is
focused. For instance, even though the indicator 1705 may be relatively small at a high
focus level, the focus region and level indicator 1725 provides additional confirmation
that the region is in focus. In some embodiments, the size of indicator 1705 changes in
discrete steps corresponding to different focus levels. For example, the indicator 1705
can have a first size corresponding to a first focus level, a second size corresponding to a
second focus level, and a third size corresponding to a third focus level where the first,
second, and third sizes are configured to be distinguishably different when displayed.
Some embodiments provide for a different number of discrete sizes corresponding to
defined focus levels including, without limitation, two discrete sizes, four discrete sizes,
five discrete sizes, and so on.

[0111] FIG. 18 shows an example display 1700 having integrated focus assist
that includes a plurality of indicators 1705a-d that change size, shape, and/or color
corresponding to levels of focus at a plurality of focus regions. The indicators 1705a-d
can be correlated with the focus regions such that the position of the indicators 1705a-d
on the display 1700 can correspond to their focus region. The indicators 1705a-d can
change size, shape, and/or color as described more fully with reference to indicator 1705
in FIG. 17A. The indicators 1705a-d can be independent from one another, individually
indicating a level of focus of their corresponding focus region. The size, shape, and/or
color of indicators 1705a-d can be different from one another or uniform across the
display. The plurality of focus regions can be automatically selected, manually selected by
a user using suitable techniques as described herein, and/or combining user input with
automatic region selection. In some embodiments, the plurality of regions correspond to
regions selected for magnification, as described more fully with reference to FIGs. 15A-C
and 16A-B. The plurality of regions can be magnified and indicators 1705 and/or focus
region and level indicator 1725 can be included when the plurality of regions are
displayed.

[0112] FIG. 19 shows a flow chart of an example method of indicating a level
of focus on a display. For ease of description, the method will be described as being
performed by the display. However, the method can be performed by the display, a
camera, an apparatus attached to a display, one or more processors coupled to a display, a

computer, a smartphone, or the like.
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[0113] In block 1905, the display correlates an indicator with a focus region.
The focus region can be selected by the user, automatically, or some combination of these.
Correlating an indicator with a focus region can include determining the center of the
focus region and the center of the indicator and aligning these two centers. One or more
focus regions can be defined and the display can repeat this step for each focus region. In
some embodiments, the one or more focus regions correspond to magnified regions as
described herein with reference to FIGs. 15A-C and 16A-B. Selecting a focus region can
include designating a region to magnify on the display.

[0114] In block 1910, the display can show the indicator having an initial size,
shape, and/or color. The initial characteristics of the indicator can reflect the initial level
of focus in the region of interest. The level of focus can be determined using any of the
algorithms provided herein, or according to some other appropriate algorithm. The display
can correlate the level of focus with a size, shape, and/or color of the indicator. For
example, the display can show a red circle with a relatively large radius corresponding to
a focus region that is initially out of focus. As another example, the display can show a
relatively small green square corresponding to a focus region that is initially in focus. This
step can be repeated by the display for each focus region defined.

[0115] In block 1915, the display can alter the size, shape, and/or color of the
indicator corresponding to changes in the level of focus. In some embodiments, if the user
manually changes the focus of the apparatus, the display determines the new focus level
using an appropriate algorithm. In some embodiments, the focus is changed automatically
rather than manually. If the level of focus changes in a focus region, the corresponding
indicator can change in size, shape, and/or color. For example, if the level of focus
increases the indicator can decrease in size. As another example, if the level of focus
increases, the indicator can decrease in size and change color. As another example, if the
level of focus increases the indicator can change both shape and color. As described
above, the size, shape, and/or color can change substantially continuously or discretely in
response to changes in focus levels. This step can be repeated by the display for each

focus region defined.

Conclusion
[0116] It should be understood that the embodiments described herein may be

implemented in a variety of ways. Other embodiments that are apparent to those of
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ordinary skill in the art, including embodiments which do not provide all of the benefits
and features set forth herein, are also within the scope of this invention. For example, the
camera could interface with a physically separate image processing device, such as a
computer, or the image processing capabilities could be implemented within the camera.
Further, algorithms may be implemented in a variety of ways, such as in hardware,
software, or a combination of hardware and software. While some of the embodiments
described herein provide specific details for implementation, the scope of the disclosure is
intended to be broad and not limited to the specific embodiments described. Accordingly,
details described in the specification should not be construed as limitations of the claimed
invention. Rather, the scope of the claims should be ascertained from the language of the

claims.
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WHAT IS CLAIMED IS:

1. A method for visually indicating a degree of focus for a region of an
image, the method comprising:

detecting an image using at least one imaging sensor;

providing a graphical representation of the image on a display;

applying an algorithm operating on one or more processors to determine a
degree of focus for a region of the image;

providing a visual indication of the degree of focus on the display, wherein
the visual indication comprises a geometric figure that at least partially overlaps
with the region on the graphical representation of the image;

setting the visual indication to a first size corresponding to a first degree of
focus; and

in response to user adjustment of focus and to a corresponding change in
the determined degree of focus from the first degree of focus to a second degree of

focus higher than the first degree of focus, changing the visual indication to a

second size that is smaller than the first size.

2. The method of Claim 1, wherein said changing comprises transitioning the
visual indication from the first size to the second size by adjusting the size of the visual
indication to one or more intermediate sizes, the intermediate sizes between the first size
and the second size and corresponding to intermediate degrees of focus between the first
degree of focus and the second degree of focus.

3. The method of Claim 2, wherein said visual indication provides a visual
representation of a current degree of focus throughout the transition from the first size to
the second size.

4. The method of Claim 1, wherein the first degree of focus corresponds to a
substantially out-of-focus state and the second degree of focus corresponds to a
substantially in-focus state.

5. The method of Claim 1, further comprising providing a magnified
graphical representation of a selected first portion of the image, wherein the region is
within the first portion and said visual indication is provided within the magnified
graphical representation.

6. The method of Claim 5, wherein one or more of the region and the first

portion are selected via user interaction with a touch screen interface of the display.
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7. The method of Claim 1, wherein the center of the visual indication
substantially coincides with the center of the region.
8. The method of Claim 1, wherein the visual indication is superimposed
with the graphical representation of the image.
9. The method of Claim 1, wherein the display is included on a digital
camera.
10. The method of Claim 1, further comprising changing a color of the visual
indication in response to a change in the degree of focus.
11. The method of Claim 1, further comprising providing a second visual
indication of the degree of focus for the region.
12. The method of Claim 11, further comprising changing the color of the
second visual indication in response to a change in the degree of focus.
13. The method of Claim 1, further comprising:
applying an algorithm operating on the one or more processors to
determine a degree of focus for a second region of the image;
providing a second visual indication of the degree of focus for the second
region on the display, the second visual indication comprising a geometric figure;
and
setting the second visual indication to a first size corresponding to a first
degree of focus for the second region; and
in response to user adjustment of focus and to a corresponding change in
the determined degree of focus for the second region from the first degree of focus
for the second region to a second degree of focus for the second region higher than
the first degree of focus, changing the second visual indication to a second size
that is smaller than the first size.
14. An apparatus that assists in adjusting a focus of an image, comprising:
at least one image sensor configured to detect an image;
one or more processors configured to execute an algorithm to determine a
degree of focus for a region of the image; and
a display configured to show a graphical representation of the image and to
show a visual indication of the degree of focus of the region, the visual indication

comprising a geometric figure,
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wherein a size of the visual indication is correlated to the degree of focus
of the region such that a first size of the visual indication corresponds to a first
degree of focus of the region and a second size of the visual indication smaller
than the first size corresponds to a second degree of focus of the region higher
than the first degree of focus.

15. The apparatus of Claim 14, wherein the display comprises an electronic
display of a digital camera.

16. The apparatus of Claim 14, wherein the one or more processors update the
degree of focus in real-time, and the electronic display provides an updated visual
indication in response to a change in the degree of focus.

17. The apparatus of Claim 16, wherein the change in the degree of focus is
from the first degree of focus of the region to the second degree of focus of the region and
the updated visual indication changes size from the first size to the second size via
adjustment to one or more intermediate sizes, the intermediate sizes between the first size
and the second size and corresponding to intermediate degrees of focus between the first
degree of focus and the second degree of focus.

18. The apparatus of Claim 17, wherein said visual indication provides a
visual representation of a current degree of focus throughout a transition from the first
size to the second size.

19. The apparatus of Claim 14, wherein the first degree of focus corresponds
to a substantially out-of-focus state and the second degree of focus corresponds to a
substantially in-focus state.

20. The apparatus of Claim 14, wherein the display is configured to show a
magnified graphical representation of a selected first portion of the image, wherein the
region is within the first selected portion and said visual indication is displayed within the
magnified graphical representation.

21. The apparatus of Claim 20, further comprising a touch screen interface
configured to receive input from a user indicating one or more of the selected first portion
and the region.

22. The apparatus of Claim 14, wherein the visual indication is superimposed
with the graphical representation of the image.

23. The apparatus of Claim 14, wherein a center of the visual indication

substantially coincides with the center of the region.
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24. The apparatus of Claim 14, wherein a color of the visual indication
changes in response to a change in the degree of focus.
25. The apparatus of Claim 14, wherein the display is configured to show a
second visual indication of the degree of focus of the region.
26. The apparatus of Claim 25, wherein a color of the second visual indication
changes in response to a change in the degree of focus.
27. The apparatus of Claim 14, wherein:
the one or more processors are configured to execute an algorithm to
determine a degree of focus for a second region of the image,
the display is configured to show a second visual indication of the degree
of focus of the region, the second visual indication comprising a geometric figure,
and
a size of the second visual indication is correlated to the degree of focus of
the second region such that a first size of the second visual indication corresponds
to a first degree of focus of the second region and a second size of the second
visual indication smaller than the first size of the second visual indication
corresponds to a second degree of focus of the second region higher than the first
degree of focus of the second region.
28. A method for assisting the adjusting of a focus of an image, the method
comprising:
detecting an image;
providing a graphical representation of the image;
receiving an indication of a selection of a first portion of the image;
applying an algorithm operating on one or more processors to determine a
plurality of focus level values for the first portion of the image;
providing a magnified graphical representation of the first portion of the
image in response to the selection of the first portion of the image; and
providing a visual indication of the plurality of focus level values.
29. The method of Claim 28, wherein the magnified graphical representation
and the visual indication are superimposed on the graphical representation of the image.
30. The method of Claim 28, wherein the visual indication comprises at least

one waveform.
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31. The method of Claim 28, wherein the graphical representation, the
magnified graphical representation, and the visual indication are presented on a display of
a motion picture camera.

32. The method of Claim 28, wherein the focus level values for the first
portion of the image are indicated by varying a relief of the first portion of the image.

33. The method of Claim 28, wherein the selection of the first portion of the
image is received through a user interface.

34, The method of Claim 33, wherein the user interface is a touch screen.

35. The method of Claim 28, further comprising calculating a degree of focus
using the one or more processors, wherein the degree of focus corresponds to an average
of at least two of the plurality of focus level values.

36. The method of Claim 35, wherein a size of the visual indication
corresponds to the degree of focus.

37. The method of Claim 36, further comprising changing the size of the
visual indication in response to a change in the degree of focus.

38. The method of Claim 37, wherein the size of the visual indication
decreases in response to an increase in the degree of focus.

39. The method of Claim 36, wherein the visual indication comprises a circle.

40. The method of Claim 36, further comprising superimposing the visual
indication on the graphical representation of the image.

41. The method of Claim 40, wherein the center of the visual indication
substantially coincides with the center of the first portion of the image when
superimposed on the graphical representation of the image.

42. The method of Claim 36, wherein the color of the visual indication
corresponds to the degree of focus.

43. The method of Claim 42, further comprising changing the color of the
visual indication in response to a change in the degree of focus.

44, The method of Claim 43, wherein the color of the visual indication is green
when the degree of focus corresponds to a relatively high degree of focus, the color of the
visual indication is red when the degree of focus corresponds to a relatively low degree of
focus, and the color of the visual indication is yellow when the degree of focus

corresponds to an intermediate degree of focus.

-33-



WO 2012/154585 PCT/US2012/036602

45. The method of Claim 43, wherein the color of the visual indication is green
when the degree of focus is greater than an upper threshold, the color of the visual
indication is red when the degree of focus is less than a lower threshold, and the color of
the visual indication is yellow when the degree of focus is greater than or equal to the
lower threshold and less than or equal to the upper threshold.

46. The method of Claim 28, further comprising:

receiving a second indication of a second portion of an image;

applying the algorithm operating on one or more processors to determine a
plurality of focus level values for the second portion of the image;

providing a second magnified graphical representation of the second
portion of the image in response to the selection of the second portion of the
image; and

providing a second visual indication of the plurality of focus level values
for the second portion of the image.

47. The method of Claim 46, wherein the magnified graphical representation,
the second magnified graphical representation, the visual indication, and the second visual
indication are superimposed on the graphical representation of the image.

48. The method of Claim 28, wherein the algorithm is applied before receiving
the indication of the selection of the first portion of the image.

49. The method of Claim 28, wherein the algorithm is applied after receiving
the indication of the selection of the first portion of the image.

50. The method of Claim 28, further comprising:

before receiving the indication of the selection of the portion of the image,
applying the algorithm to determine the plurality of focus level values for one or
more regions of the first portion of the image as well as for one or more regions
that are not in the first portion of the image; and

providing a visual indication of the plurality of focus level values for the
one or more regions of the first portion and for the one or more regions that are not
in the first portion.

51. The method of Claim 28, wherein the first portion of the image is
described by a regular geometric pattern.

52. An apparatus that assists in adjusting a focus of an image, the apparatus

comprising:
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a lens having a variable focal length, said lens producing a visual data
image from light that enters the lens;

a focus adjustment configured to adjust the focal length of the lens;

an image sensor configured to convert the visual data image from the lens
into a digital representation of the image;

an electronic display configured to show a graphical representation of the
image;

an interface configured to receive a user selection of a first portion of the
image; and

one or more processors configured to process the digital representation of
the image to determine a plurality of focus level values for one or more regions of
the first portion,

wherein the electronic display provides a magnified graphical
representation of the first portion of the image in response to the user selection,

wherein the electronic display provides a visual indication of the plurality

of focus level values.

53. A motion picture camera incorporating the apparatus of Claim 52.

54. The apparatus of Claim 52, wherein the interface comprises a touch screen
interface.

55. The apparatus of Claim 52, wherein the electronic display is configured to

display the visual indication and the magnified graphical representation superimposed on
the graphical representation.

56. The apparatus of Claim 52, wherein the one or more processors are
configured to calculate a degree of focus corresponding to an average of at least two of
the plurality of focus level values for the one or more regions of the first portion of the
image.

57. The apparatus of Claim 56, wherein a size of the visual indication
corresponds to the degree of focus.

38. The apparatus of Claim 57, wherein:

the one or more processors is configured to update the degree of focus
calculation in real-time; and
the size of the visual indication changes in response to the updated degree

of focus calculation.
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59. The apparatus of Claim 58, wherein the size of the visual indication

decreases in response to an increase in the degree of focus.
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