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(57) Abstract: An apparatus for decoding an audio signal and method thereof are disclosed. The present invention includes re-
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of the modified spatial information includes at least one of partial spatial information, combined spatial information and expanded
spatial information. Accordingly, an audio signal can be decoded into a configuration different from a configuration decided by an
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a ing, it is able to generate output channels having the number equal to that of the speakers from a downmix audio signal.
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METHOD AND APPARATUS FOR DECODING AN AUDIO SIGNAL

TECHNICAL FIELD

The present invention relates to audio signal
processing, and more particularly, to an apparatus for
decoding an audio signal and method thereof. Although the
present invention is suitable for a wide scope of
applications, it 1s particularly suitable for decoding

audio signals.

BACKGROUND ART

Generally, when an encoder encodes an audio signal,
in case that the audio signal to be encoded is a multi-
channel audio signal, the multi-channel audio signal 1is
downmixed into two channels or one channel to generate a
downmix audio signal and spatial information is extracted
from the multi~channel audio signal. The spatial
information is the information wusable in wupmixing the
multi-channel audio signal from the downmix audio signal.
Meanwhile, the encoder downmixes a multi-channel audio
signal according to a predetermined tree configuration. In
this case, the predetermined tree configuration can be the

structure(s) agreed between an audio signal decoder and an
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audio signal encoder. In particular, 1if identification
informatioﬂ indicating a type of one.of the predetermined
tree configurations is present, the decoder is able to know
a structure of the audio signal having been upmixed, e.g.,
a number of channels, a position of each of the channels,
etc.

Thus, if an encoder downmixes a multi-channel audio
signal according to a predetermined tree configuration,
spatial information extracted in this process is dependent
on the structure as well. So, in case that a decoder
upmixes the downmix audio signal wusing the spatial
information dependent on the structure, a multi-channel
audio signal according to the structure is generated.
Namely, in case that the decoder uses the spatial
information generated by the encoder as it is, upmixing is
performed according to the structure agreed between the
encoder and the decoder only. So, it is unable to generate
an output-channel audio signal failing to follow the agreed
structure. For instance, it 1s unable to upmix a signal
into an audio signal having a channel number different
(smaller or greater) from a number of channels decided

according to the agreed structure.
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DISCLOSURE OF THE INVENTION

Accordingly, the present invention 1is directed to an
apparatus for decoding an audio signal and method thereof
that substantially obviate one or more of the problems due
to limitations and disadvantages of the related art.

An object of the present invention is to provide an
apparatus for decoding an audio signal and method thereof,
by which the audio signal can be decoded to have a
structure different from that decided by an encoder.

Another object of the present invention is to provide
an apparatus for decoding an audio signal and method
thereof, by which the audio signal can be decoded using
spatial information generated from modifying former spatial
information generated from encoding.

Additional features and advantages of the invention
will be set forth in the description which follows, and in
part will be apparent from the description, or may be
learned by practice of the invention. The objectives and
other advantages of the invention will be realized and
attained by the structure particularly pointed out in the
written description and claims thereof as well as the
appended drawings.

To achieve these and other advantages and in

accordance with the purpose of the present invention, as
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embodied and broadly described, a method of decoding an
audio signal according to the present invention includes
receiving the audio signal and spatial information,
identifying a type of modified spatial information,
generating the modified spatial information wusing the
spatial information, and decoding the audio signal using
the modified spatial information, wherein the type of the
modified spatial information includes at least one of
partial spatial information, combined spatial information
and expanded spatial information.

To further achieve these and other advantages and in
accordance with the purpose of the present invention, a
method of decoding an audio signal includes receiving
spatial information, generating combined spatial
information using the spatial information, and decoding the
audio signal wusing the combined spatial information,
wherein the combined spatial information is generatéd by
combining spatial parameters included in the spatial
information.

To further achieve these and other advantages and in
accordance with the purpose of the present invention, a
method of decoding an audio signal includes receiving
spatial information including at least one spatial

information and spatial filter information including at
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least one filter parameter, generating combined spatial
information having a surround effect b? combining the
spatial parameter and the filter parameter, and converting
the audio signal to a virtual surround signal using the
combined spatial information.

To further achieve these and other advantages and in
accordance with the purpose of the present invention, a
method of decoding an audio signal includes receiving the
audio signal, receiving spatial information including tree
configuration information and spatial parameters,
generating modified spatial information by adding extended
spatial information to the spatial information, and
upmixing the audio signal wusing the modified spatial
information, which comprises including converting the audio
signal to a primary upmixed audio signal based on the
spatial information and converting the primary upmixed
audio signal to a secondary upmixed audio signal based on
the extended spatial information.

It 1is to be wunderstood that both the foregoing
general description and the following detailed description
are exemplary and explanatory and are intended to provide

further explanation'of the invention as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS
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The accompanying drawings, which are included to
provide a further uﬁderstanding of the invention and are
incorporated in and constitute a part of this specification,
illustrate embodiments of the invention and together with
the description serve to explain the principles of the
invention.

In the drawings:

FIG. 1 is a block diagram of an audio signal encoding
apparatus and an audio signal decoding apparatus according
to the present invention;

FIG. 2 1is a schematic diagram of an example of
applying partial spatial information;

FIG. 3 1is a schematic diagram of another example of
applying partial spatial information;

FIG. 4 is a schematic diagram of a further example of
applying partial spatial information;

FIG. 5 1is a schematic diagram of an example of
applying combined spatial information;

FIG. 6 is a schematic diagram of another example of
applying combined spatial information;

FIG. 7 is a diagram of sound paths from speakers to a
listener, in which positions of the speakers are shown;

FIG. 8 1s a diagram to explain a signal outputted

from each speaker position for a surround effect;
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FIG. 9 is a conceptional diagram to explain a method
of generating a 3-channel signal using a 5-channel signal;

FIG. 10 is a diagram of an example of configuring
extended channels based on extended channel configuration
information;

FIG. 11 is a diagram to explain a configuration of
the extended channels shown in FIG. 10 and the relation
with extended spatial parameter;

FIG. 12 is a diagram of positions of a multi-channel
audio signal of 5.1-channels and an output channel audio
signal of 6.l1-channels;

FIG. 13 is a diagram to explain the relation between
a virtual sound source position and a 1level difference
between two channels;

FIG. 14 is a diagram to explain levels of two rear
channels and a level of a rear center channel;

FIG. 15 is a diagram to explain a position of a
multi-channel audio signal of 5.l-channels and a position
of an output channel audio signal of 7.1l-channels;

FIG. 16 is a diagram to explain levels of two left
channels and a level of a left front side channel (Lfs);
and

FIG. 17 is a diagram to explain levels of three front

channels and a level of a left front side channel (Lfs).
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BEST MODE FOR CARRYING OUT THE INVENTION

Reference will now be made in detail to the preferred
embodiments of the present invention, examples of which are
illustrated in the accompanying drawings.

General terminologies used currently and globally are
selected as terminologies used in the present invention.
And, there are terminologies arbitrarily selected by the
applicant for special cases, for which detailed meanings
are explained in detail in the description of the preferred
embodiments of the present 1invention. Hence, the present
invention should be understood not with the names of the
terminologies but with the meanings of the terminologies.

First of all, the present invention generates
modified spatial information using spatial information and
then decodes an audio signal using the generated modified
spatial information. In this case, the spatial information
is spatial information extracted in the <course of
downmixing according to a predetermined tree configuration
and the modified spatial information is spatial information
newly generated using spatial information.

The present invention will be explained in detail
with reference to FIG. 1 as follows.

FIG. 1 is a block diagram of an audio signal encoding
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apparatus and an audio signal decoding apparatus according
to an embodiment of the present invention.

Referring to FIG. 1, an apparatus for encoding an
audio signal (hereinafter abbreviated an encoding
apparatus) 100 includes a downmixing unit 110 and a spatial
information extracting unit 120. And, an apparatus for
decoding an audio signal (hereinafter abbreviated a
decoding apparatus) 200 includes an output channel
generating unit 210 and a modified spatial information
generating unit 220.

The downmixing unit 110 of the encoding apparatus 100
generates a downmix audio signal d by downmixing a multi-
channel audio signal IN M. The downmix audio signal d can
be a signal generated from downmixing the multi-channel
audio signal 1IN M by the downmixing wunit 110 or an
arbitrary downmix audio signal generated from downmixing
the multi-channel audio signal IN M arbitrarily by a user.

The spatial information extracting unit 120 of the
encoding apparatus 100 extracts spatial information s from
the multi-channel audio signal IN M. In this case, the
spatial information is the information needed to upmix the
downmix audio signal d into the multi-channel audio signal
IN M.

Meanwhile, the spatial information can be the
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information extracted in the course of downmixing the
multi-channel audio signai IN M according to a
predetermined tree configuration. In this case, the tree
configuration may correspond to tree configuration(s)
agreed between the audio signal decoding and encoding
apparatuses, which is not limited by the present invention.

And, the spatial information is able to include tree
configuration information, an indicator, spatial parameters
and the like. The tree configuration information is the
information for a tree configuration type. So, a number of
multi-channels, a per-channel downmixing sequence and the
like vary according to the tree configuration type. The
indicator is the information indicating whether extended
spatial information 1is present or not, etc. And, the
spatial parameters can include channel level difference
(hereinafter abbreviated CLD) in the course of downmixing
at least two channels into at most two channels, inter-
channel correlation or coherence (hereinafter abbreviated
ICcQ), channel prediction coefficients {({hereinafter
abbreviated CPC) and the like.

Meanwhile, the spatial information extracting unit
120 is able to further extract extended spatial information
as well as the spatial information. In this case, the

extended spatial information is the information needed to

10
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additionally extend the downmix audio signal d having been
upmixed‘ with the spatial parameter. And, the extended
spatial information can include extended channel
configuration information and extended spatial parameters.
The extended spatial information, which shall be explained
later, is not limited to the one extracted by the spatial
information extracting unit 120.

Besides, the encoding apparatus 100 1is able to
further include a core codec encoding unit (not shown in
the drawing) generating a downmixed audio bitstream by
decoding the downmix audio signal. d, a spatial information
encoding unit (not shown in the drawing) generating a
spatial information Dbitstream by encoding the spatial
information s, and a multiplexing unit (not shown in the
drawing) generating a bitstream of an audio signal by
multiplexing the downmixed audio bitstream and the spatial
information bitstream, on which the present invention does
not put limitation.

And, the decoding apparatus 200 is able to further
include a demultiplexing unit (not shown in the drawing)
separating the bitstream of the audio signal into a
downmixed audio bitstream and a spatial information
bitstream, a core codec decoding unit (not shown in the

drawing) decoding the downmixed audio bitstream, and a

11
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spatial information decoding unit (not shown 1in the
drawing) decoding the spatial information bitstream, on
which the present invention does not put limitation.

The modified spatial information generating unit 220
of the decoding apparatus 200 identifies a type of the
modified spatial information using thevspatial information
and then generates modified spatial information s’ of a
type that is identified based on the spatial information.
In this case, the spatial information can be the spatial
information s conveyed from the encoding apparatus 100. And,
the modified spatial information is the information that is
newly generated using the spatial information.

Meanwhile, there can exist various types of the
modified spatial information. And, the various types of the
modified spatial information can include at least one of a)
partial spatial information, b) combined spatial
information, and c¢) extended spatial information, on which
no limitation is put by the present invention.

The partial spatial information includes spatial
parameters in part, the combined spatial information 1is
generated from combining spatial parameters, and the
extended spatial information is generated using the spatial
information and the extended spatial information.

The modified spatial information generating unit 220

12
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generates the modified spatial information in a manner that
can be varied according to the type of the modified spatial
information. And, a method of generating modified spatial
information per a type of the modified spatial information
will be explained in detail later.

Meanwhile, a reference for deciding the type of the
modified spatial information may correspond to tree
configuration information in spatial information, indicator
in spatial information, output channel information or the
like. The tree configuration information and the indicator
can be included in the spatial information s from the
encoding apparatus. The output channel information 1is the
information for speakers interconnecting to the decoding
apparatus 200 and can include a number of output channels,
position information for each output channel and the like.
The output channel information can be inputted in advance
by a manufacturer or inputted by a user.

A method of deciding a type of modified spatial
information using theses infomations will be explained in
detail later.

The output channel generating unit 210 of the
decoding apparatus 200 generates an output channel audio
signal OUT N from the downmix audio signal d using the

modified spatial information s’.

13
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The spatial filter information 230 is the information
for sound paths and 1is provided to the modified spatial
information generating unit 220. In case that the modified
spatial information generating unit 220 generates combined
spatial information having a surround effect, the spatial
filter information can be used.

Hereinafter, a method of decoding an audio signal by
generating modified spatial information per a type of the

modified spatial information is explained in order of (1)

Partial spatial information, (2) Combined spatial
information, and (3) Expanded spatial information as
follows.

(1) Partial Spatial Information

Since spatial parameters are calculated in the course
of downmixing a multi-channel audio signal according to a
predetermined tree configuration, an original multi-channel
audio signal before downmixing can be reconstructed 1if a
downmix audio signal is decoded using the spatial
parameters intact. In case of attempting to make a channel
number N of an output channel audio signal be smaller than
a channel number M of a multi-channel audio signal, it is
able to decode a downmix audio signal by applying the
spatial parameters in part.

This method can be varied according to a sequence and

14
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method of downmixing a multi-channel audio signal in an
encoding apparatﬁs, i.e., a type of a tree configuration.
And, the tree configuration type can be inquired using tree
configuration information of spatial information. And, this
method can be varied according to a number of output
channels. Moreover, it is able to inquire the number of
output channels using output channel information.

Hereinafter, in case that a channel number of an
output channel audio signal 1is smaller than a channel
number of a multi-channel audio signal, a method of
decoding an audio signal by applying partial spatial
information including spatial parameters in part is
explained by taking various tree configurations as examples
in the following description.

(1)-1. First Example of Tree configuration (5-2-5
Tree configuration)

FIG. 2 1is a schematic diagram of an example of
applying partial spatial information.

Referring to a left part of FIG. 2, a sequence of
downmixing a multi-channel audio signal having a channel
number 6 (left front channel L, left surround channel Lg,
center channel C, low frequency channel LFE, right front
channel R, right surround channel Rs) into stereo downmixed

channels I, and R, and the relation between the multi-

15
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channel audio signal and spatial parameters are shown.

First of all, downmixing between the left channel L
and the 1left surround channel Lg, downmixing between the
center channel C and the low frequency channel LFE and
downmixing between the right channel R and the right
surround channel Ry are carried out. In this primary
downmixing process, a left total channel L¢, a center total
channel C¢ and a right total channel Ry are generated. And,
spatial parameters calculated in this primary downmixing
process include CLD; (ICC, inclusive), CLD; (ICCy inclusive),
CLDy (ICCp inclusive), etc.

In a secondary process following the primary
downmixing process, the left total channel Lg, the center
total «channel C¢ and the right total channel R¢ are
downmixed together to generate a left channel L, and a
right channel R,. And, spatial parameters calculated in
this secondary downmixing process are able to include CLDgrr,
CPCrrr, ICCepr, etc.

In other words, a multi-channel audio signal of total
six channels is downmixed in the above sequential manner to
generate the stereo downmixed channels L, and Re.

If the spatial parameters (CLDz, CLDy, CLDgy, CLDgrr,
etc.) calculated in the above sequential manner are used as

they are, they are upmixed in sequence reverse to the order

16
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for the downmixing to generate the multi-channel audio
signal having the channel number of 6 (left front channel L,
left surround channel Ls, center channel C, low frequency
channel LFE, right front channel R, right surround channel
Rs) .

Referring to a right part of FIG. 2, in case that
partial spatial information corresponds to CLDprr among
spatial parameters (CLDz, CLDy, CLDy, CLDgpr, etc.), it is
upmixed into the left total channel 1., the center total
channel C¢ and the right total channel R¢. If the left
total channel IL: and the zright total channel Ry are
selected as an output channel audio signal, it is able to
generate an output channel audio signal of two channels Lt
and R¢. If the left total channel L¢, the center total
channel C¢ and the right total channel Ry are selected as
an output channel audio signal, it is able to generate an
output channel audio signal of three channels L, Cy and Rg.
After upmixing has been performed using CLD; in addition,
if the left total channel Ly, the right total channel R,
the center channel C and the low frequency channel LFE are
selected, it is able to generate an output channel audio
signal of four channels (L:, R¢, C and LFE).

(1)-2. Second Example of Tree configuration (5-1-5

Tree configuration)

17
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FIG. 3 1is a schematic diagram of another example of
applying partial spatial information.

Referring to a left part of FIG. 3, a sequence of
downmixing a multi-channel audio signal having a channel
number 6 (left front channel L, left surround channel Lg,
center channel C, low frequency channel LFE, right front
channel R, right surround channel Rg) into a mono downmix
audio signal M and the relation between the multi-channel
audio signal and spatial parameters are shown.

First of all, like the first example, downmixing
between the left channel L and the left surround channel Lsg,
downmixing between the center channel C and the low
frequency channel LFE and downmixing between the right
channel R and the right surround channel Ry are carried out.
In this primary downmixing process, a left total channel Ly,
a center total channel C: and a right total channel Ry are
generated. And, spatial parameters calculated in this
primary downmixing process include CLD; (ICCs inclusive),
CLDs; (ICC4 inclusive), CLDs (ICCs inclusive), etc. (in this
case, CLDy and ICCy are discriminated from the former CLDy
in the first example).

In a secondary process following the primary
downmixing process, the left total channel Lt and the right

total channel R: are downmixed together to generate a left

18
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center channel LC, and the center total channel C¢ and the
right total channel R are.downmixed together to generate a
right center channel RC. And, spatial parameters calculated
in this secondary downmixing process are able to include
CLD, (ICC, inclusive), CLD; (ICCy inclusive), etc.

Subsequently, in a tertiary downmixing process, the
left center channel LC and the right center channel R are
downmixed to generate a mono downmixed signal M. And,
spatial parameters calculated in the tertiary downmxing
process include CLDo (ICCy inclusive), etc.

Referring to a right part of FIG. 3, in case that
partial spatial information corresponds to CLDp among
spatial parameters (CLD3, CLDg, CLDs, CLD;, CLD,, CLDg, etc.),
a left center channel LC and a right center channel RC are
generated. If the left center channel LC and the right
center channel RC are selected as an output channel audio
signal, it 1is able to generate an output channel audio
signal of two channels LC and RC.

Meanwhile, if partial spatial information corresponds
to CLDy, CLD; and CLDz, among spatial parameters (CLDs, CLDy,
CLDs, CLD:, CLDz, CLDyg, etc.), a left total channel L¢, a
center total channel Cy and a right total channel Ry are
generated.

If the left total channel Lg and the right total

19
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channel R; are selected as an output channel audio signal,
it is able to generate an output channel audio signal of
two channels Ly and R¢. If the left total channel L., the
center total channel C¢ and the right total channel R¢ are
selected as an output channel audio signal, it is able to
generate an output channel audio signal of three channels
L., C¢ and Rg.

In case that partial spatial information includes
CLD, in addition, after upmixing has been petformed up to a
center channel and a low frequency channel LFE, if the left
total channel L¢, the right total channel R¢, the center
channel C and the low frequency channel LFE are selected as
an output channel audio signal, it is able to generate an
output channel audio signal of four channels (Lg¢, Re, C and
LFE) .

(1y-3. Third Example of Tree configuration (5-1-5
Tree configuration)

FIG. 4 is a schematic diagram of a further example of
applying partial spatial information.

Referring to a left part of FIG. 4, a sequence of
downmixing a multi-channel audio signal having a channel
number 6 (left front channel L, left surround channel Lg,
center channel C, low frequency channel LFE, right front

channel R, right surround channel Ry) into a mono downmix

20
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audio signal M and the relation between the multi-channel
audio signal and spatial parameters are shown.

First of all, 1like the first or second example,
downmixing between the left channel L and the left surround
channel L., downmixing between the center channel C and the
low frequency channel LFE and downmixing between the right
channel R and the right surround channel Rs are carried out.
In this primary downmixing process, a left total channel Ly,
a center total channel C¢ and a right total channel Ry are
generated. And, spatial parameters calculated in this
primary downmixing process include CLD; (ICCy inclusive),
CLD, (ICC, inclusive), CLD3 (ICCs inclusive), etc. (in this
case, CLDyx and ICCy, are discriminated from the former CLDx
and ICC, in the first or second example) .

In a secondary  process following the primary
downmixing process, the left total channel 1., the center
total channel C¢ and the right total channel Ry are
downmixed together to generate a left center channel LC and
a right channel R. And, a spatial parameter CLDrrr (ICCopr
inclusive) 1s calculated.

Subsequently, in a tertiary downmixing process, the
left center channel LC and the right channel R are
downmixed to generate a mono downmixed signal M. And, a

spatial parameter CLDo (ICCy inclusive) is calculated.

21
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Referring to a right part of FIG. 4, in case that
partial spatial information corresponds to CLDy and CLDT&
among spatial parameters (CLD;, CLD,, CLDs, CLDgyr, CLDo,
etc.), a left total channel L¢, a center total channel Cg
and a right total channel R¢ are generated.

If the left total channel L. and the right total
channel Ry are selected as an output channel audio signal,
it is able to generate an output channel audio signal of
two channels Ly and Re.

Tf the left total channel Ly, the center total
channel C¢ and the right total channel Ry are selected as
an output channel audio signal, it is able to generate an
output channel audio signal of three channels Ly, C¢ and Rg.

In case that partial spatial information includes
CLD, in addition, after upmixing has been performed up to a
center channel C and a low frequency channel LFE, if the
left total channel Ly, the right total channel R, the
center channel C and the low frequency channel LFE are
selected as an output channel audio signal, it is able to
generate an output channel audio signal of four channels
(L, R¢, C and LFE).

In the above description, the process for generating
the output channel audio signal by applying the spatial

parameters in part only has been explained by taking the
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three kinds of tree configurations as examples. Besides, it
is also able to additionally abply combined spatial
information or extended spatial information as well as the
partial spatial information. Thus, it is able to handle the
process for applying the modified spatial information to
the audio signal Thierarchically or collectively and
synthetically.

(2) Combined Spatial Information

Since spatial information is calculated in the course
of downmixing a multi-channel audio signal according to a
predetermined tree configuration, an original multi-channel
audio signal before downmixing can be reconstructed if a
downmix audio signal is decoded using spatial parameters of
the spatial information as they are. In case that a channel
number M of a multi-channel audio signal is different from
a channel number N of an output channel audio signal, new
combined spatial information is generated by combining
spatial information and it is then able to upmix the
downmix audio signal using the generated information. In
particular, by applying spatial parameters to a conversion
formula, it is able to generate combined spatial parameters.

This method can be varied according to a sequence and
method of downmixing a multi-channel audio signal in an

encoding apparatus. And, it 1is able to inquire the
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downmixing sequence and method using tree configuration
information of spatial information. And, this method can be
varied according to a number of output channels. Moreover,
it is able to inquire the number of output channels and the
like using output channel information.

Hereinafter, detailed embodiments for a method of
modifying spatial information and embodiments for giving a
virtual 3-D effect are explained in the following
description.

(2)-1. General Combined Spatial Information

A method of generating combined spatial parameters by
combining spatial parameters of spatial information 1is
provided for the upmixing according to a tree configuration
different from that in a downmixing process. So, this
method is applicable to all kinds of downmix audio signals
no matter what a tree configuration according to tree
configuration information is.

In case that a multi-channel audio signal is 5.1~
channel and a downmix audio signal is 1-channel {mono
channel), a method of generating an output channel audio
signal of two channels is explained with reference to two
kinds of examples as follows.

(2)-1-1. Fourth Embodiment of Tree configuration (5-

1-5; Tree configuration)
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FIG. 5 1is a schematic diagram of an example of
applying combined spatial information.

Referring to a left part of FIG. 5, CLDg to CLDs and
ICC, to ICCs (not shown in the drawing) can be called
spatial parameters that can be calculated in a process for
downmixing a multi-channel audio signal of 5.1l-channels.
For instance, in spatial parameters, an inter-channel level
difference between a left channel signal L and a right
channel signal R 1is CLD3 and inter-channel correlation
petween L and R 1is ICC;. And, an inter-channel level
difference between a left surround channel Ls and a right
surround channel Ry is CLD, and inter-channel correlation
between Ls and Rs is ICC,.

On the other hand, referring to a right part of FIG.
5, if a left channel signal Lt and a right channel signal
R. are generated by applying combined spatial parameters
CLDy and ICCy to a mono downmix audio signal m, it is able
to directly generate a stereo output channel audio signal
Ly and Ry from the mono channel audio signal m. In this
case, the combined spatial parameters CLDq and ICCy can be
calculated by combining the spatial parameters CLDg to CLD4
and ICCqy to ICC,.

Hereinafter, a process for calculating CLDy among

combined spatial parameters Dby combining CLDg to CLD4
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together is firstly explained, and a process for
calculating ICCy among combined spatial parameters by
combining CLDy to CLDg and ICCq to ICC4 is then explained as
follows.

(2)-1-1-a. Derivation of CLDq

First of all, since CLDy, is a level difference
pbetween a left output signal L: and a right output signal
Ry, a result from inputting the left output signal L¢ and
the right output signal Ry to a definition formula of CLD
is shown as follows.

[Formula 1]

CLDg= 10*logig (Prt/Pre),

where Py is a power of Ly and Pre is a power of Rg,

[Formula 2]

CLDqg= 10*logjg(Prtta/Preta),

where P is a power of L¢, Pre is a power of Ry, and
‘a’ is a very small constant.

Hence, CLD, is defined as Formula 1 or Formula 2.

Meanwhile, in order to represent Puit and Pgr: using
spatial parameters CLDo to CLD;, a relation formula between
a left output signal L: of an output channel audio signal,
a right output signal Ry of the output channel audio signal
and a multi-channel signal L, Ls, R, Rs, C and LFE are

needed. And, the corresponding relation fomula can be
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defined as follows.

[Formula 3]

Il

Le=T + Lg+ C/N2 + LFE/N 2

R.= R + Rg + C/V2 + LFE/N 2

Since the relation formula like Formula 3 can be
varied according to how to define an output channel audio
signal, it can be defined in a manner of formula different
from Formula 3. For instance, ‘1/42’ in c/V2 or LFE/V2
can be ‘0’ or ‘1’.

Formula 3 can bring out Formula 4 as follows.

[Formula 4]

Pre = Py + Prs + Pc/2 + Prpe/2

Ppe = Pr + Pps + Pc/2 + Prre/2

It is able to represent CLD, according to Formula 1
or Formula 2 using Pt and Pgre. And, ‘P and Pre’ can be
represented according to Formula 4 using Py, Pus, Pcs Prees
Pr and Pgs. So, 1t is needed to find a relation formula
enabling the Py, Pus, Pcs FPures Pr and Prs to be represented
using spatial parameters CLDo to CLDjy.

Meanwhile, in case of the tree configuration shown in
FIG. 5, a relation between a multi-channel audio signal (L,
R, C, LFE, Ls, Rs) and a mono downmixed channel signal m is
shown as follows.

{Formula 5}
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-
L D, ¢ orr3€10rmCLorro W
R Dy €, 01r3C1L0rri€107T0
o D, € o174C2.0111€1,07TO
= m= m
LFE D,y ¢, orra€20mri€rorT0
Ls D,, Ciorr2€2.0170
| Rs | | Dy | L C20rr2€20r70
o 1
Lrorr, = Coarm, = q“_‘—“‘cm
10
where, 1+10

And, Formula 5 brings about Formula 6 as follows.

[Formula 6]

| P, W (CI,OTTSCI,OTTICI,OTTO) ’
Py (€2,0r13€1,0rm1C 10170 )’
5 P _ (Cl,OTT4CZ,OTTlcl,OTT0 )2 )
P o (¢3,0rr4C2.0171C10770 )’
P (CI,OTTZCZ,OTT0)2
| Pre | (Cz,orrzcz,orro)2
CLDy
107 r I
Clor =4l am  C2om T T am
where, 1+1071 , 1410 ®

In particular, by inputting Formula 6 to Formula 4
and by inputting Formula 4 to Formula 1 or Formula 2, it is
able to represent the combined spatial parameter CLDy in a

10 manner of combining spatial parameters CLDg to CLDj.

Meanwhile, an expansion resulting from inputting

Formula 6 to Pc/2 + Preg/2 in Formula 4 is shown in Formula

7.
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[Formula 7]

Pc/2 + Pre/2 = [ (c1,0rra)” + (cz,omra) ] *<c2,OTT1*Cl,OTTO)2 *
m? /2,
In this case, according to definitions of ¢; and c¢2
5 (cf. Formula 5), since (cllx)2 + (cZ,X)2 =1, it results 1in

(Cl,OTT4)2 + (CZ,OTT4)2 = 1.
So, Formula 7 can be briefly summarized as follows.
[Formula 8]
Pc/2 + Pupe/2 = (CZ,OTTl*Cl,OTTO)Z * m?/2
10 Therefore, by inputting Formula 8 and Formula 6 to
Formula 4 and by inputting Formula 4 to Formula 1, it is
able to represent the combined spatial parameter CLDy in a
manner of combining spatial parameters CLDo to CLDjg.
(2)-1-1-b. Derivation of ICCq
15 First of all, since ICCq is a correlation between a
left output signal Ly and a right output signal R¢, a
result from inputting the left output signal Lt and the
right output signal Ry to a corresponding definition
formula is shown as follows.
20 [Formula 9]

PI:H

VPuln , where P, . =Zx1x; .

©cc, =

In Formula 9, Ppt and Pre can be represented using CLDg

to CLD; in Formula 4, Formula 6 and Formula 8. And, PyPre
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can be expanded in a manner of Formula 10.

[Formula 10]
Prere = Prr + Pusrs + Pc/2 + Prpe/2

In Formula 10, ‘P¢/2 + Puee/2’ can be represented as

5 CLDy to CLDs according to Formula 6. And, Pz and Ppsrs Can be
expanded according to ICC definition as follows.
[Formula 11]
ICC3= P/ (PLPgr)

ICC2: PLsRs/\/ (PLsPRs)

10 In Formula 11, if N (P.PRr) or N (P1sPrs) 1s transposed,

Formula 12 is obtained.
[Formula 12]
Pre= ICCs3* v (PiPr)
Prsrs= 1CCo* V (PrsPrs)
15 In Formula 12, Py, P, Prs and Prs can be represented

as CLD, to CLD, according to Formula 6. A formula resulting

from inputting Formula 6 to Formula 12 corresponds to

Formula 13.

[Formula 13]

_ 2
20 Prr= ICCs3 *Ci,0rr3 *C2,0rt3 * (C1,0rri*C1,0r70) © *M

— 2 2
Prsrs= ICCz *C1,0rT2 *Cg,0rT2 *(Cz,OTTO) *m

In summary, by inputting Formula 6 and Formula 13 to

Formula 10 and by inputting Formula 10 and Formula 4 to

Formula 9, it is able to represent a combined spatial
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parameter ICC, as spatial parameters CLDy to CLD;, ICC, and
ICCs. .

(2)-1-2. Fifth Embodiment of Tree configuration (5-1-
5, Tree configuration)

FIG. 6 is a schematic diagram of another example of
applying combined spatial information.

Referring to a left part of FIG. 6, CLDy to CLDy and
ICCy, to ICCs (not shown in the drawing) can be called
spatial parameters that can Dbe calculated in a process for
downmixing a multi-channel audio signal of 5.1-channels.

In the spatial parameters, an inter-channel level
difference between a left channel signal L and a left
surround channel signal Ls 1s CLD; and inter-channel
correlation between L and Ls is ICC;. And, an inter—-channel
level difference between a right channel R and a right
surround channel Rs is CLD; and inter-channel correlation
between R and Rs is ICC,.

On the other hand, referring to a right part of FIG.
6, if a left channel signal L: and a right channel‘signal
Ry are generated by applying combined spatial parameters
CLDs and ICCg to a mono downmix audio signal m, it is able
to directly generate a stereo output channel audio signal
L. and Ry from the mono channel audio signal m. In this

case, the combined spatial parameters CLD; and ICCg can be
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calculated by combining the spatial parameters CLDp to CLD4
and ICCq to ICC4. .
Hereinafter, a process for calculating CLDp among
combined spatial parameters Dby combining CLDy to CLDg 1is
5 firstly explained, and a process for calculating ICCg among
combined spatial parameters by combining CLDy, to CLD; and
ICCy to ICC4 is then explained as follows.
(2)-1-2-a. Derivation of CLDg
First of all, since CLDy is a level difference
10 between a left output signal L. and a right output signal
Ry, @ result from inputting the left output signal L¢ and
the right output signal Rt to a definition formula of CLD
is shown as follows.
[Formula 14]
15 CLDg= 10*1logio (Prt/Pre),
where P is a power of L¢ and Pge is a power of Ry,
[Formula 15]
CLDg= 10*logio(Prcta/Preta),
where Ppr is a power of Lg, Pre 18 a power of R, and
20 ‘a’ is a very small number.
Hence, CLDg is defined as Formula 14 or Formula 15.
Meanwhile, in order to represent Pre and Pgre using
spatial parameters CLDg to CLD4, a relation formula between

a left output signal L¢ of an output channel audio signal,
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a right output signal Ry of the output channel audio signal
and a Hmiti—channel signal L, Ls, R, Rs, C and LFE are
needed. And, the corresponding relation fomula can be
defined as follows.

[Formula 16]

Li= L + Lg+ C/V2 + LFE/V 2

Re=R + Rg + C/V2 + LFE/N 2

Since the relation formula like Formula 16 can be
varied according to how to define an output channel audio
signal, it can be defined in a manner of formula different
from Formula 16. For instance, ‘1/4 2’ in C/N2 or LFE/N 2
can be ‘0’ or ‘1.

Formula 16 can bring out Formula 17 as follows.

[Formula 17]

Pre P;, + Pps + Pc/2 + Prpe/2

Ppe = Pp + Prs + Pc/2 + Pree/2

It is able to represent CLDg according to Formula 14
or Formula 15 using Pyt and Pgre. And, ‘P, and Pr/ can be
represented according to Formula 15 using Py, Pus, Pc, Pure,
Pr and Pys. So, it is needed to find a relation formula
enabling the Py, Pus, Pcs/ Purs, Pr and Pgs to be represented
using spatial parameters CLDy to CLDs.

Meanwhile, in case of the tree configuration shown in

FIG. 6, the relation between a multi-channel audio signal
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(L, R, C, LFE, Ls, Rs) and a mono downmixed channel signal

m is shown as follows.

{Formula 18}

L W ] D, | _CI,OTT3CI,OTTlcl,0TTOT
Ls D, C,.0rr361,0r11%1,07T0
R | | Dp = CrorraC2,0rmi€01r0
Rs Dy, €, 0174C2,0rm1C10TT0 '
c D, Crorr2€2,0170
| LFE | | Dyrz | Cro01m2%20170
¢ [t
P oD,
5 where , ul+lﬂ 1

And, Formula 18 brings about Formula 19 as follows.

[Formula 19]

| B ] (cl,OTTSCl,OTTlCl,OTTO) ’
P (CZ,OTT3CI,OTTICI,OTT0)2
Feo| (CI,OTT4CZ,0TTLCI,OTTO)2 o
P (cz,ormcz,orﬂcl,orro)2 '
F. (CI,OTTZCZ,OTTO)2
| P | i (Cz,OTTzcz,OTTo)2
' 1
CI.DTFK = fg‘m‘v = —_Eﬂ,—_
where, , v1+10 .
10 In particular, by inputting Formula 19 to Formula 17

and by inputting Formula 17 to Formula 14 or Formula 15, it
is able to represent the combined spatial parameter CLDg in

a manner of combining spatial parameters CLDy to CLDs.
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Meanwhile, an expansion formula resulting from

inputting Formula 19 to P, + Pys in Formula 17 is shown in

Formula 20.

[Formula 20]

5 Py + Prs = [(C1orr3)” + (Ca,0re3) ] (C1,0rm*C1,0rr0) © *m0°
In this case, according to definitions of c¢1 and ¢
(cf. Formula 5), since (cl,x)2 + (cz,x)2 =1, it results in
(Cl,OTT3)2 + (CZ,OTT3)2 = 1.
So, Formula 20 can be briefly summarized as follows.
10 [Formula 21]
P, = Pp + Prs = (Cc1,orr1*C1,01r10) *m?
On the other hand, an expansion formula resulting
from inputting Formula 19 to Pr + Prs in Formula 17 is shown
in Formula 22.
15 [Formula 22]
Pg + Prs = [ (c1,0rr4) ° + (C2,OTT4)2] (C1,0TT1*C1,OTT0)2 *m?
In this case, according to definitions of ¢ and ¢
(cf. Formula 5), since (cl,x)2 + (cz,x)2 =1, it results in
(c1,0ra) > + (Cz,0rma)? = 1.
20 So, Formula 22 can be briefly summarized as follows.

[Formula 23]

_ _ 2 2
Pr = Pr + Prs = (Cz2,0orT1*C1,0rT0) © *M

On the other hand, an expansion formula resulting

from inputting Formula 19 to Pe./2 + Pree/2 in Formula 17 is
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shown in Formula 24.
[Formula 24]
Pe/2 + Pres/2 = [(Ciom2)? + (Co,0mm2) ] (Cz,0mm0)® ¥ /2
In this case, according to definitions of c¢1 and <
5 (cf. Formula 5), since (cl,x)2 + (CLX)2 =1, it results in
(C1,0mm2) + (Ca,orr2)® = 1.
So, Formula 24 can be briefly summarized as follows.
[Formula 25]
Pc/2 + Pree/2 = (C2,OTT0)2 *m? /2
10 Therefore, by inputting Formula 21, formula 23 and
Formula 25 to Formula 17 and by inputting Formula 17 to
Formula 14 or Formula 15, it 1is able to represent the
combined spatial parameter CLDg in a manner of combining
spatial parameters CLDy to CLD;,.
15 (2)-1-2-b. Derivation of ICCs
First of all, since ICCs is a correlation between a
left output signal L and a right output signal R¢, a
result from inputting the left output signal L¢ and the
right output signal Re to a corresponding definition
20 formula is shown as follows.

[Formula 26]

e =t
£

VEuFe | yhere Px|x2=2x1x;.

’

In Formula 26, P+ and Pre can be represented
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according to Formula 19 using CLDy to CLDg. And. PrePre can
be expanded 1in a maﬁner of Formula 27.

[Formula 27]

Puere = Pr g+ Pc/2 + Prre/2

In Formula 27, ‘Pe/2 + Pue/2’ can be represented as
CLD, to CLDg according to Formula 19. And, Ppr can be
expanded according to ICC definition as follows.

[Formula 28]

ICCy= Py g /N (Py Pr)

If UﬁLP&) is transposed, Formula 29 is obtained.

[Formula 29]

P r = ICCy* v (Py Pz )

In Formula 29, P and Pr_ can be represented as CLDg
to CLD, according to Formula 21 and Formula 23. A formula
resulting from inputting Formula 21 and Formula 23 to
Formula 29 corresponds to Formula 30.

[Formula 30]

P, g = ICCi *Ci,orri *Ci,orro *C2,0tr1 *C1,0170 *m?

In summary, by inputting Formula 30 to Formula 27 and
by inputting Formula 27 and Formula 17 to Formula 26, it is
able to represent a combined spatial parameter ICCg as
spatial parameters CLDo to CLD4 and ICCjy.

The above-explained spatial parameter modifying

methods are just one embodiment. And, in finding Py or Pxy,
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it is apparent that the above-explained formulas can be
varied in various forms by considering correlations (e.g.,
ICC,, etc.) between the respective channels as well as
signal energy in addition.

(2)-2. Combined Spatial Information Having Surround
Effect

First of all, in case of considering sound paths to
generate combined spatial information by combining spatial
information, it is able to bring about a virtual surround
effect.

The virtual surround effect or virtual 3D effect is
able to bring about an effect that there substantially
exists a speaker of a surround channel without the speaker
of the surround channel. For instance, 5.l-channel audio
signal is outputted via two stereo speakers.

A sound path may correspond to spatial filter
information. The spatial filter information is able to use
a function named HRTF (head-related transfer function),
which is not limited by the present invention. The spatial
filter information is able to include a filter parameter.
By inputting the filter parameter and spatial parameters to
a conversion formula, it 1is able to generate a combined
spatial parameter. And, the generated combined spatial

parameter may include filter coefficients.
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Hereinafter, assuming that a multi-channel audio
signal is 5-channels and that an output channel audio
signal of three channels is generated, a method of
considering sound paths to generate combined spatial
information having a surround effect 1is explained as
follows.

FIG. 7 is a diagram of sound paths from speakers to a
listener, in which positions of the speakers are shown.

Referring to FIG. 7, positions of three speakers SPKI1,
SPK2 and SPK3 are left front L, center C and right R,
respectively. And, positions of virtual surround channels
are left surround Ls and right surround Rs, respectively.

Sound paths to positions r and 1 of right and left
ears of a listener from the positions L, C and R of the
three speakers and positions Ls and Rs of virtual surround
chanﬁels, respectively are shown. An indication of Gy y’
indicates the sound path from the position x to the
position y. For instance, an indication of ‘Gp,’ indicates
the sound path from the position of the left front L to the
position of the right ear r of the listener.

If there exist speakers at five positions {(i.e.,
speakers exist at left surround Ls and right surround Rs as
well) and if the listener exists at the position shown in

FIG. 7, a signal Lo introduced into the left ear of the
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listener and a signal Ry introduced into the right ear of
the listener are represented as Formula 31.

[Formula 31]

Lo= L*Gy1 + C*Ge 1 + R*Gpi + Ls*Gpe1 + RS*Grss

Ro = L*Gy . + C*Gey + R*Ger + LS*Grs r * RS*Grs_r

where L, C, R, Ls and Rs are channels at positions,
respectively, Gy y indicates a sound path from a position x
to a position y, and ‘¥’ indicates a convolution.

Yet, as mentioned in the foregoing description, in
case that the speakers exist at the three positions L, C
and R only, a signal Lo real introduced into the left ear of
the listener and a signal Ro real introduced into the right
ear of the listener are represented as follows.

[Formula 32]

Lo real = L*Gp 1 + C*Ge 1 + R*Gra

Ro rear = L*Gp r + C*Ger + R¥*Gr.r

Since surround channel signals Ls and Rs are not
taken into consideration by the signals shown in Formula 32,
it is unable to bring about a virtual surround effect. In
order to bring about the virtual surround effect, a Ls
signal arriving at the position (1, r) of the listener from
the speaker position Ls is made equal to a Ls signal
arriving at the position (1, r) of the listener from the

speaker at each of the three positions L, C and R different
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from the original position Ls. And, this 1s identically
applied to the case of the right surround channel signal Rs
as well.

Looking into the left surround channel signal Ls, in
case that the left surround channel signal Ls is outputted
from the speaker at the left surround position Ls as an
original position, signals arriving at the left and right
ears 1 and r of the listener are represented as follows.

[Formula 33]

‘Ls*Gps 17, ‘Ls*Grs_t’

And, in case that the right surround channel signal
Rs is outputted from the speaker at the right surround
position Rs as an original position, signals arriving at
the left and right ears 1 and r of the listener are
represented as follows.

[Formula 34]

‘Rs*GRi}’, ‘RS*GR%}’

In case that the signals arriving at the left and
right ears 1 and r of the listener are equal to components
of Formula 33 and Formula 34, even if they are outputted
via the seakers of any position (e.g., via the speaker SPK1
at the left front position), the listener is able to sense
as if speakers exist at the left and right surruond

positions Ls and Rs, respectively.
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Meanwhile, in case that components shown in Formula
33 aré outputted from the speaker at the left surround
position Ls, they are the signals arriving at the left and
right ears 1 and r of the listener, respectively. So, if
the components shown in Formula 33 are outputted intact
from the speaker SPKl at the left front position, signals
arriving at the left and right ears 1 and r of the listener
can be represented as follows.

[Formula 35]

‘Ls*Gps 1*Gr, 17, ‘Ls*Gus r*Gr '

Looking into Formula 35, a component ‘G 1" (or ‘G )
correpsonding to the sound path from the left front
position L to the left ear 1 (or the right ear r) of the
listener is added.

Yet, the signals arriving at the left and right ears
1 and r of the listener should be the components shown in
Formula 33 instead of Formula 35. In case that a sound
outputted from the speaker at the left front position L
arrives at the listener, the component ‘Gp 1’ (or “Gp ") is
added. So, if thé components shown in Formula 33 are
outputted from the speaker SPK1l at the left front position,
an inverse function ‘Gkﬁﬂ’ (or ‘kaﬂ’) of the 'Gp.i" (or
‘Gr ") should be taken into consideration for the sound

path. In other words, 1in case that the components
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correpsonding to Formula 33 are outputted from the speaker
9pK1 at the left front position L, they have to be modified
as the following formula.
[Formula 36]
S ‘LS*GLs_l*GL_l_l’r ‘LS*GLs_r*GL_r_lr
And, 1in case that ‘the components correposnding to
Formula 34 are outputted from the speaker SPK1 at the left
front position L, they have to be modified as the following
formula.
10 [Formula 37]
‘RS*GRs_l*GL_l_l'r ‘RS*GRs_r*GL_l_l'
So, the signal L’ outputted from the speaker SPK1l at
the left front position L is summarized as follows.

[Formula 38]

15 L’'= L + LS*GLs_l*GL_l_l + RS*GRs_l*GL_l_l
(Components LS\kGLs_r‘kGL_r_1 and RS-)(G:‘Rs_r*GI.u_l_1 are
omitted.)

If the signal, which is shown in Formula 38 to be

outputted from the speaker SPK1l at the left front position

20 1L, arrives at the position of the left ear L of the

listener, a sound path factor ‘G 1’ is added. So, ‘Gp:if

terms in formula 38 are cancelled out, whereby factors
shown in Formula 33 and Formula 34 eventually remain.

FIG. 8 is a diagram to explain a signal outputted
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from each speaker position for a virtual surround effect.

Referring to FIG. 8, 1if signals Ls and Rs outputted
from surround positions Ls and Rs are made to be included
in a signal L’ outputted from each speaker position SPK1 by
considering sound paths, they correspond to Formula 38.

In Formula 38, (h@}*Gh}* is briefly abbreviated His 1
as follows.

[Formula 39]

L'’= L + Ls*Hps 1 + Rs*Hgs 1

For instance, a signal C’ outputted from a speaker
SPK2 at a center position C is summarized as follows.

[Formula 40]
C'=C + LS*HLS_C + RS*HRS“C

For another instance, a signal R’ outputted from a
speaker SPK3 at a right front position R is summarized as
follows.

[Formula 41)

R’= R + LS*Hps g + Rs*Hgs g

FIG. 9 is a conceptional diagram to explain a method
of generating a 3-channel signal using a 5-channel signal
like Formula 38, Formula 39 or Formula 40.

In case of generating a 2-channel signal R’ and L’

using a 5-channel signal or in case of not including a
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surround channel signal Ls or Rs in a center channel signal
C’, Hysc oOr Hgs ¢ becomes 0.

For convenience of implementation, Hy y can be
variously modified in such a manner that Hx y is replaced by
Gx y or that Hxy is used by considering cross-talk.

The above detailed explanation relates to one example
of the combined spatial information having the surround
effect. And, it is apparent that it can be varied in
various forms according to a method of applying spatial
filter information. As mentioned in the foregoing
description, the signals outputted via the speakers (in the
above example, left front channel L, right front channel
R’ and center channel C’) according to the above process
can be generated from the downmix audio signal using the
combined spatial information, an more particularly, using
the combined spatial parameters.

(3) Expanded Spatial Information

First of all, by adding extended spatial information
to spatial information, it is able to generate expanded
spatial information. And, it is able to upmix an audio
signal wusing the extended spatial information. In the
corresponding upmixing process, an audio signal is
converted to a primary upmixing audio signal based on

spatial information and the primary upmixing audio signal
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is then converted to a secondary upmixing audio signal
based on extendéd spatial information.

In this case, the extended spatial information is
able to include extended channel configuration information,
extended channel mapping information and extended spatial
parameters.

The extended channel configuration information is
information for a configurable channel as well as a channel
that can be configured by tree configuration information of
spatial information. The extended channel configuration
information may include at least one of & division
identifier and a non-division identifier, which will be
explained in detail later. The extended channel mapping
information is position information for each channel that
configures an extended channel. And, the extended spatial
parameters can be used for upmixing one channel into at
least two channels. The extended spatial parameters may
include inter-channel level differences.

The above-explained extended spatial information may
be included in spatial information after having been
generated by an encoding apparatus (i) or generated by a
decoding apparatus by itself (ii). In case that extended
spatial information is generated by an encoding apparatus,

a presence Or non-presence of the extended spatial
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information can be decided based on an indicator of spatial
information. In case that extended spatial information 1is
generated by a decoding apparatus by itself, extended
spatial parameters of the extended spatial information may
result from being calculated using spatial parameters of
spatial information.

Meanwhile, a process for upmixing an audio signal
using the expanded spatial information generated on the
basis of the spatial information and the extended spatial
information can be executed sequentially and hierarchically
or collectively and synthetically. If the expanded spatial
information can be calculated as one matrix based on
spatial information and extended spatial information, it is
able to upmix a downmix audio signal into a multi-channel
audio signal collectively and directly using the matrix. In
this case, factors configuring the matrix can be defined
according to spatial parameters and extended spatial
parameters.

Hereinafter, after completion of explaining a case
that extended spatial information generated by an encoding
apparatus is used, a case of generating extended spatial
information in a decoding apparatus Dby itself will be
explained.

(3)-1: Case of Using Extended Spatial Information
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Generated by Encoding Apparatus: Arbitrary Tree
Configuration
First of all, expanded spatial information is

generated by an encoding apparatus in being generated by
adding extended spatial information to spatial information.
And, a case that a decoding apparatus receives the extended
spatial information will Dbe explained. Besides, the
extended spatial information may be the one extracted in a
process that the encoding apparatus downmixes a multi-
channel audio signal.

As mentioned in the foregoing description, extended
spatial information includes extended channel configuration
information, extended channel mapping information and
extended spatial parameters. In this case, the extended
channel configuration information may include at least one
of a division identifier and a non-division identifier.
Hereinafter, a process for configuring an extended channel
based on array of the division and non-division identifiers
is explained in detail as follows.

FIG. 10 is a diagram of an example of configuring
extended channels based on extended channel configuration
information.

Referring to a lower end of FIG. 10, 0’'s and 1’'s are

repeatedly arranged in a sequence. In this case, ‘0’ means
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a non-division identifier and ‘1’ means a division
identifier. A non-division identifier O existé in a first
order (1), a channel matching the non-division identifier O
of the first order is a left channel L existing on a most
upper end. So, the left channel T matching the non-division
identifier 0 is selected as an output channel instead of
being divided. In a second order (2), there exists a
division identifier 1. A channel matching the division
identifier is a left surround channel Ls next to the left
channel L. So, the left surround channel Ls matching the
division identifier 1 is divided into two channels.

Since there exist non-division identifiers 0 in a
third order (3) and a fourth order (4), the two channels
divided from the left surround channel Ls are selected
intact as output channels without being divided. Once the
above process 1s repeated to a last order (10), it is able
to configure entire extended channels.

The channel dividing process 1s repeated as many as
the number of division identifiers 1, and the process for
selecting a channel as an output channel is repeated as
many as the number of non-division identifiers 0. So, the
number of channel dividing units ATO and ATl are equal to
the number (2) of the division identifiers 1, and the

number of extended channels (L, Lfs, Ls, R, Rfs, Rs, C and
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LFE) are equal to the number (8) of non-division
identifiers O.

Meanwhile, after the extend channel has been
configured, it is able to map a position of each output
channel using extended channel mapping information. In case
of FIG. 10, mapping is carried out in a sequence of a left
front channel L, a left front side channel Lfs, a left
surround channel Ls, a right front channel R, a right front
side channel Rfs, a right surround channel Rs, a center
channel C and a low freguency channel LFS.

As mentioned in the foregoing description, an
extended channel can be configured based on extended
channel configuration information. For this, a channel
dividing unit dividing one channel into at least two
channels 1is necessary. In dividing one channel into at
least two channels, the channel dividing unit is able to
use extended spatial parameters. Since the number of the
extended spatial parameters is equal to that of the channel
dividing units, it 1s equal to the number of division
identifiers as well. So, the extended spatial parameters
can be extracted as many as the number of the division
identifiers.

FIG. 11 is a diagram to explain a configuration of

the extended channels shown in FIG. 10 and the relation
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with extended spatial parameters.

Referring to FIG. 11, there are two channel division
units AT, and AT; and extended spatial parameters ATDg and
ATD, applied to them, respectively are shown.

In case that an extended spatial parameter is an
inter-channel level difference, a channel dividing unit is
able to decide levels of two divided channels using the
extended spatial parameter.

Thus, in performing upmixing by adding extended
spatial information, the extended spatial parameters can be
applied not entirely but partially.

(3y-2.  Case of Generating Extended Spatial
Information: Interpolation/Extrapolation

First of all, it is able to generate expanded spatial
information by adding extended spatial information to
spatial information. A case of generating extended spatial
information using spatial information will be explained in
the following description. In particular, it is able to
generate extended spatial information using spatial
parameters of spatial information. In this case,
interpolation, extrapolation or the like can be used.

(3)-2-1. Extension to 6.1-Channels

In case that a multi-channel audio signal 1is 5.1-

channels, a case of generating an output channel audio
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signal of 6.1-channels is explained with reference to
examples as follows.

FIG. 12 is a diagram of a position of a multi-channel
audio signal of 5.l1-channels and a position of an output
channel audio signal of 6.l-channels.

Referring to (a) of FIG. 12, it can be seen that
channel positions of a multi-channel audio signal of 5.1-
channels are a left front channel L, a right front channel
R, a center channel C, a low frequency channel (not shown
in the drawing) LFE, a left surround channel Ls and a right
surround channel Rs, respectively.

In case that the multi-channel audio signal of 5.1~
channels is a downmix audio signal, if spatial parameters
are applied to the downmix audio signal, the downmix audio
signal is upmixed into the multi-channel audio signal of
5.1-channels again.

Yet, a channel signal of a rear center RC, as shown
in (b) of FIG. 12, should be further generated to upmix a
downmix audio signal into a multi-channel audio signal of
6.1-channels.

The channel signal of the rear center RC can be
generated using spatial parameters associated with two rear
channels (left surround channel Ls and right surround

channel Rs). In particular, an inter-channel level
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difference (CLD) among spatial parameters indicates a level
difference between two channels. So, by adjusting a le&el
difference between two channels, it 1s able to change a
position of a virtual sound source existing between the two
channels.

A principle that a position of a virtual sound source
varies according to a level difference between two channels
is explained as follows.

FIG. 13 is a diagram to explain the relation between
a virtual sound source position and a level difference
between two channels, in which levels of left and surround
channels Ls and RS are ‘a’ and ‘b’, respectively.

Referring to (a) of FIG. 13, in case that a level a
of a left surround channel Ls is greater than that b of a
right surround channel Rs, it can be seen that a position
of a virtual sound source VS is closer to a position of the
left surround channel LS than a position of the right
surround channel Rs.

Tf an audio signal is outputted from two channels, a
listener feels that a virtual sound source substantially
exists between the two channels. In this case, a position
of the virtual sound source is closer to a position of the
channel having a level higher than that of the other

channel.
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In case of (b) of FIG. 13, since a level a of a left
surround channel Ls is almost equai to a level b of a right
surround channel Rs, a listener feels that a position of a
virtual sound source exists at a center between the left
surround channel Ls and the right surround channel Rs.

Hence, it is able to decide a level of a rear center
using the above principle.

FIG. 14 is a diagram to explain levels of two rear
channels and a level of a rear center channel.

Referring to FIG. 14, it is able to calculate a level
c of a rear center channel RC by interpolating a difference
between a level a of a left surround channel Ls and a level
b of a right surround channel Rs. In this case, non-linear
interpolation can be used as well as linear interpolation
for the calculation.

A level ¢ of a new channel (e.g., rear center channel
RC) existing between two channels (e.g., Ls and Rs) can be
calculated according to linear interpolation by the
following formula.

[Formula 40]

c = a*k + b*{(1-k),

where ‘a’

and ‘b’ are levels of two channels,
respectively and ‘k’ is a relative position beta channel of

level-a, a channel of level-b and a channel of level-c.
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If a channel (e.g., rear center channel RC) at a
level-c is iocated at a center between a channel (e.g., Ls)
at a level-a and a channel RS at a level-b, ‘kf is 0.5. If
‘k’ is 0.5, Formula 40 follows Formula 41.

5 [Formula 41]

c = (a+ b)/2

According to Formula 41, if a channel (e.g., rear
center channel RC) at a level-c is located at a center
between a channel (e.g., Ls) at a level-a and a channel RS

10 at a level-b, a level-c of a new channel corresponds to a
mean value of levels a and b of previous channels. Besides,
Formula 40 and Formula 41 are Jjust exemplary. So, it is
also possible to readjust a decision of a level-c and
values of the level-a and level-b.

15 (3)-2-2. Extension to 7.1-Channels

When a multi-channel audio signal is 5.1-channels, a
case of attempting to generate an output channel audio
signal of 7.l-channels 1is explained as follows.

FIG. 15 is a diagram to explain a position of a

20 multi-channel audio signal of 5.l-channels and a position
of an output channel audio signal of 7.1-channels.

Referring to (a) of FIG. 15, like (a) of FIG. 12, it
can be seen that channel positions of a multi-channel audio

signal of 5.l1-channels are a left front channel L, a right
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front channel R, a center channel C, a low frequency
channel (not shown in the drawing) LFE, a left surround
channel Ls and a right surround channel Rs, respectively.

In case that the multi-channel audio signal of 5.1-
channels is a downmix audio signal, if spatial parameters
are applied to the downmix audio signal, the downmix audio
signal is upmixed into the multi-channel audio signal of
5.l-channels again.

Yet, a left front side channel Lfs and a right front
side channel Rfs, as shown in (b) of FIG. 15, should be
further generated to upmix a downmix audio signal into a
multi-channel audio signal of 7.1-channels.

Since the left front side channel Lfs 1is located
between the left front channel L and the left surround
channel Ls, it is able to decide a level of the left front
side channel Lfs by interpolation using a level of the left
front channel L and a level of the left surround channel Ls.

FIG. 16 is a diagram to explain levels of two left
channels and a level of a left front side channel (Lfs).

Referring to FIG. 16, it can be seen that a level c
of a left front side channel Lfs is a linearly interpolated
value based on a level a of a left front channel L and a
level b of a left surround channel LS.

Meanwhile, although a left front side channel Lfs 1is
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located between a left front channel L and a left surround
channel Ls, it can be located outside a left front channel
L, a center channel C and a right front channel R. 50, it
is able to decide a level of the left front side channel
Lfs by extrapolation using levels of the left front channel
I,, center channel C and right front channel R.

FIG. 17 is a diagram to explain levels of three front
channels and a level of a left front side channel.

Referring to FIG. 17, it can be seen that a level d
of a left front side channel Lfs is a linearly extrapolated
value based on a level a of a left front channel 1, a level
¢ of a center channel C and a level b of a right front
channel.

In the above description, the process for generating
the output channel audio signal by adding extended spatial
information to spatial information has been explained with
reference to two examples. As mentioned in the foregoing
description, in the upmixing process with addition of
extended spatial information, extended spatial parameters
can be applied not entirely but partially. Thus, a process
for applying spatial parameters to an audio signal can be
executed sequentially and hierarchically or collectively

and synthetically.
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INDUSTRIAL APPLICABILITY

Accordingly, the present invention‘ provides the
following effects.

First of all, the present invention is able to
generate an audio signal having a configuration different
from a predetermined tree configuration, thereby generating
variously configured audio signals.

Secondly, since it 1is able to generate an audio
signal having a configuration different from a
predetermined tree configuration, even if the number of
multi-channels before the execution of downmixing \is
smaller or greater than that of speakers, it is able to
generate output channels having the number equal to that of
speakers from a downmix audio signal.

Thirdly, in case of generating output channels having
the number smaller than that of multi-channels, since a
multi-channel audio signal 1is directly generated from a
downmix audio signal instead of downmixing an output
channel audio signal from a multi-channel audio signal
generated from upmixing a downmix audio signal, it is able
to considerably reduce load of operations required for
decoding an audio signal.

Fourthly, since sound paths are taken into

consideration in generating combined spatial information,
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the present invention provides a pseudo-surround effect in
a situation that a suground channel output is unavailable.
While the present invention has been described and
illustrated Therein with reference to the preferred
embodiments thereof, it will be apparent to those skilled
in the art that various modifications and variations can be
made therein without departing from the spirit and scope of
the invention. Thus, it is intended that the present
invention covers the modifications and variations of this
invention that come within the scope of the appended claims

and their equivalents.
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WHAT IS CLAIMED I5:

1. A  method of decoding an audio signal,
comprising:

receiving the audio signal and spatial information;

identifying a type of modified spatial information;

generating the modified spatial information using the
spatial information; and

decoding the audio signal using the modified spatial
information,

wherein the type of the modified spatial information

includes at least one of partial spatial information,

combined spatial information and expanded spatial
information.
2. The method of claim 1, wherein the type of the

modified spatial information 1is identified based on an

indicator included in the spatial information.

3. The method of claim 1, wherein the type of the
modified spatial information is identified based on tree
configuration information included in the spatial

information.
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4. The method of claim 1, wherein the type of the
modified spatial information is identified based on output

channel information.

5. The method of claim 1, wherein the spatial
information includes spatial parameters and the partial

spatial information includes the spatial parameters in part.

0. The method of claim 5, wherein the spatial
parameters are hierarchical and the partial spatial
information includes the spatial parameters of an upper

layer.

7. The method of claim 6, wherein the partial
spatial information further includes partly the spatial

parameters of a lower layer.

8. The method of c¢laim 1, wherein the spatial
information includes spatial parameters and the combine
spatial information is generated from combining the spatial

parameters.

9. The method of claim 1, wherein the expanded

spatial information 1s generated using the spatial
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information and extended spatial information.

10. The method of claim 9, wherein the spatial
information includes spatial parameters, wherein the
extended spatial information includes extended spatial
parameters, and the extended spatial parameters are

calculated using the spatial parameters.

11. An apparatus for decoding an audio signal,
comprising:

a modified spatial information generating unit
identifying a type of modified spatial information using
spétial information, the modified spatial information
generating unit generating the modified spatial information
using the spatial information; and

an output channel generating unit decoding the audio
signal using the modified spatial information,

wherein the type of the modified spatial information
includes at least one of partial spatial information,
combined spatial information and expanded spatial

information.
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