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Method for Processing an Audio Signal, Signal Processing Unit, Binaural Renderer,

Audio Encoder and Audio Decoder

Description

The present invention relates to the field of audio encoding/decoding, especially to spatial
audio coding and spatial audio object coding, e.g. the field of 3D audio codec systems.
Embodiments of the invention relate to a method for processing an audio signal in

accordance with a room impulse response, to a signal processing unif, a binaural renderer,
an audio encoder and an audio decoder.

Spatial audio coding tools are well-known in the art and are standardized, for example, in
the MPEG-surround standard. Spatial audio coding starts from a plurality of original input,
e.g., five or seven input channels, which are identified by their placement in a reproduction
setup, e.g., as a left channel, a center channel, a right channel, a left surround channel, a
rght surround channel and a low frequency enhancement channel. A spatial audio encoder
may derive one or more downmix channels from the original channels and, additionally,
may derive parametric data relating to spatial cues such as interchannel level differences
in the channel coherence values, interchannel phase differences, interchannel time
differences, etc. The one or more downmix channels are transmitted together with the
parametric side information indicating the spatial cues to a spatial audio decoder for
decoding the downmix channels and the associated parametric data in order to finally obtain
output channels which are an approximated version of the original input channels. The

placement of the channels in the output setup may be fixed, e.g., a 5.1 format, a 7.1 format,
etc.

Also, spatial audio object coding tools are well-known in the art and are standardized. for
example, in the MPEG SAOC standard (SAQC = spatial audio object cading). in contrast to
spatial audio coding starting from original channels, spatial audio object coding starts from
audio objects which are not automatically dedicated for a certain rendering reproduction
selup. Rather, the placement of the audio objects in the reproduction scene is flexible and
may be set by a user, e.g., by inputting certain rendering information into a spatial audio
object coding decoder. Alternatively or additionally, rendering information may be
transmitted as additional side information or metadata: rendering information may include
Information at which position in the reproduction setup a certain audio object is to be placed

CA 2918279 2017-08-02
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(e.g. over time). In order to obtain a certain data compression, a number of audio objects is
encoded using an SAOC encoder which calculates, from the input objects, one or more
transport channels by downmixing the objects in accordance with certain downmixing
information. Furthermore, the SAOC encoder calculates parametric side information
representing inter-object cues such as object level differences (OLD), object coherence
values, etc. As in SAC (SAC = Spatial Audio Coding), the inter object parametric data is
calculated for individual time/frequency tiles. For a certain frame (for example, 1024 or 2048
samples) of the audio signal a plurality of frequency bands (for example 24, 32, or 64 bands)
are constdered so that parametric data is provided for each frame and each frequency band.
For example, when an audio piece has 20 frames and when each frame is subdivided into
32 frequency bands, the number of time/frequency tiles is 640.

In 3D audio systems it may be desired to provide a spatial impression of an audio signal as
if the audio signal is listened to in a specific room. In such a situation, a room impulse
response of the specific room is provided, for example on the basis of a measurement
thereof, and is used for processing the audio signal upon presenting it to a listener. It may

be desired to process the direct sound and early reflections in such a presentation
separated from the late reverberation.

It is the object underlying the present invention to provide an approved approach for
separately processing the audio signal with an early part and a late reverberation of the

room impulse response allowing to achieve a result being perceptually as far as possible
identical to the result of a convolution of the audio signal with the complete impulse
response.

This object is achieved by a method of claim 1, a signal processing unit of claim 19, a

binaural renderer of claim 23, an audio encoder of claim 24, and an audio decoder of claim
25.

The present invention is based on the inventor's findings that in conventional approaches a
problem exists in that upon processing of the audio signal in accordance the room impulse
response the result of processing the audio signal separately with regard to the early part
and the reverberation deviates from a result when applying a convolution with a complete
impuise response. The invention is further based on the inventor's findings that an adequate
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level of reverberation depends on both the input audio signal and the impulse response,
because the influence of the input audio signal on the reverberation is not fully preserved
when, for example, using a synthetic reverberation approach. The influence of the impuise
response may be considered by using known reverberation characteristics as input
parameter. The influence of the input signal may be considered by a signal-dependent
scaling for adapting the level of reverberation that is determined on the basis of the input
audio signal. It has been found that by this approach the perceived level of the reverberation

matches better the level of reverberation when using the full-convolution approach for the
binaural rendering.

(1) The present invention provides a method for processing an audio signal in
accordance with a room impulse rasponse, the method comprising:

separately processing the audio signal with an early part and a late reverberation of the
room impulse response, wherein processing the late reverberation comprises generating a
scaled reverberated signal, the scaling being dependent on the audio signal; and

combining the audio signal processed with the early part of the room impulse response and
the scaled reverberated signal.

When compared to conventional approaches described above, the inventive approach is
advantageous as it allows scaling the late reverberation without the need to calculate the
full-convolutional result or without the need of applying an extensive and non-exact hearing
model. Embodiments of the inventive approach provide an easy method to scale artificial
late reverberation such that it sounds like the reverberation in a full-convolutional approach.
The scaling is based on the input signal and no additional model of hearing or target
reverberation loudness is needed. The scaling factor may be derived in a time frequency

domain which is an advantage because also the audio material in the encoder/decoder
chain is often available in this domain.

(2) In accordance with embodiments the scaling may be dependent on the condition of
the one or more input channels of the audio signal (e.g. the number of input channels, the
number of active input channels and/or the activity in the input channel).

This is advantageous because the scaling can be easily determined from the input audio
signal with a reduced computational overhead. For example, the scaling can be determined

CA 2918279 2017-08-02
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by simply determining the number of channels in the original audio signal that are
downmixed to a currently considered downmix channel including a reduced number of
channels when compared to the original audio signal. Alternatively, the number of active
channels (channels showing some activity in a current audio frame) downmixed to the

currently considered downmix channel may form the basis for scaling the reverberated
signal.

(3) In accordance with embodiments the scaling (in addition to or alternatively to the

input channel condition) is dependent on a predefined or calculated correlation measure of
the audio signal.

Using a predefined correlation measure is advantageous as it reduces the computational
compiexity in the process. The predefined correlation measure may have a fixed value, e.g.
in the range of 0.1 to 0.9, that may be determined empirically on the basis of an analysis of
a plurality of audio signals. On the other hand, calculating the correlation measure is
advantageous, despite the additional computational resources needed, in case it is desired

to obtain a more precise measure for the currently processed audio signal individually.

(4) In accordance with embodiments generating the scaled reverberated signal

‘ comprises applying a gain factor, wherein the gain factor is determined based on the

condition of the one or more input channels of the audio signal and/or based on the
predefined or calculated correlation measure for the audio signal, wherein the gain factor
may be applied before, during or after processing the late reverberation of the audio signal.

This is advantageous because the gain factor can be easily calculated on the basis of the

above parameters and can be applied flexibly with respect to the reverberator in the

processing chain dependent of the implementation specifics.

(5) In accordance with embodiments the gain factor is determined as follows:

g=cy+p-(c.—c,)

where
p = predefined or calculated correlation measure for the audio signal,
Cu, ¢ =  factors indicative of the condition of the one or more input channels of the

audio signal, with ¢, referring to totally uncorrelated channels, and c. relating
to totally correlated channels.

CA 2918279 2017-08-02



This is advantageous because the factor scales over time with the number of active
channels in the audio signal.

5 (6) In accordance with embodiments ¢, and ¢, are determined as follows:
10-log, ,(Kin)
G = 10 <0 =  Kin
20-log, ,(Kin)
C. = 10 20 — R&n
where
10 K, = number of active or fixed downmix channels.

This is advaniageous because the factor is directly dependent on the number of active
channels in the audio signal. If no channels are active, then the reverberation is scaled with

zero, if more channels are active the amplitude of the reverberation gets bigger.

15
(7) In accordance with embodiments the gain factors are low pass filtered over the
plurality of audio frames, wherein the gain factors may be low pass filtered as follows:
Qs(ti‘) = Cs0ld ° gs(ti - 1)+ Csnew " g
()
t
20 Cs,old = € &3
Cs,new = 1= Cs 014
where
s = time constant of the low pass filter
i = audioframe at frame t;
25 gs = smoothed gain factor
k = frame size, and
fs = sampling frequency.

This is advantageous because no abrupt changes occur for the scaling factor over time.
30

(8) In accordance with embodiments generating the scaled reverberated signal
comprises a correlation analysis of the audio signal, wherein the correlation analysis of the
audio signal may comprise determining for an audio frame of the audio signal a combined

correlation measure, wherein the combined correlation measure may be calculated by

CA 2918279 2017-08-02
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combining the correlation coefficients for a plurality of channel combinations of one audio
frame, each audio frame comprising one or more time slots, and wherein combining the

correlation coefficients may comprise averaging a plurality of correlation coefficients of the
audio frame.

This is advantageous because the correlation can be described by one single value that
describes the overall correlation of one audio frame. There is no need to handle multiple
frequency-dependent values.

(9) In accordance with embodiments determining the combined correlation measure
may comprise (i) calculating an overall mean value for every channel of the one audio frame,
(i) calculating a zero-mean audio frame by subtracting the mean values from the
corresponding channels, (iii) calculating for a plurality of channel combination the correlation
coefficient, and (iv) calculating the combined correlation measure as the mean of a plurality
of correlation coefficients.

This is advantageous because, as mentioned above, just one single overall correlation
value per frame is calculated (easy handling) and the calculation can be done similar to the

“standard” Pearson’s correlation coefficient, which also uses zero-mean signals and their
standard deviations.

(10) In accordance with embodiments the correlation coefficient for a channel
combination is determined as follows:

I _z:'zjxm[ir” 'xn[i'j]*

P =D S0 GnlD 0t
where
plm,n] = correlation coefficient,
o(xmlj}) = standard deviation across one time slot j of channel m,
o(x,l/]) = standard deviation across one time slot jof channel n,
X Xn = zero-mean variables,
ivi{1,N] = frequency bands,
jY{1,M] = time slots,
m,n¥[1,K] = channels,
* = complex conjugate.

CA 2918279 2017-08-02
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This is advantageous because the well-kknown formula for the Pearsons’s correlation

coefficient may be used and is transformed to a frequency- and time-dependent formula.

(11) In accordance with embodiments processing the late reverberation of the audio

signal comprises downmixing the audio signal and applying the downmixed audio signal to
a reverberator.

This is advantageous because the processing, e.g., in a reverberator, needs to handle less
channels and the downmix process can directly be controiled.

(12) The present invention provides a signal processing unit, comprising an input for
receiving an audio signal, an early part processor for processing the received audio signal
in accordance with an early part of a room impulse response, a late reverberation processor
for processing the received audio signal in accordance with a late reverberation of the room
impulse response, the late reverberation processor configured to or programmed to
generate a scaled reverberated signal dependent on the received audio signal, and an
output for combining the audio signal processed with the early part of the room impuise
response and the scaled reverberated signal into an output audio signal. .

(13) In accordance with embodiments the late reverberation processor comprises a
reverberator receiving the audio signal and generating a reverberated signal, a correlation
analyzer generating a gain factor dependent on the audio signal, and a gain stage coupled
to an input or an output of the reverberator and controlled by the gain factor provided by the
correlation analyzer.

(14) In accordance with embodiments the signal processing unit further comprises at
least one of a low pass filter coupled between the correlation analyzer and the gain stage,
and a delay element coupled between the gain stage and an adder, the adder further
coupied to the early part processor and the output.

(15) The present invention provides a binaural renderer, comprising the inventive signal

procassing unit.

(16) The present invention provides an audio encoder for coding audio signals,
comprising the inventive signal processing unit or the inventive binaural renderer for
processing the audio signals prior to coding.

CA 2918279 2017-08-02
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(17)

The present invention provides an audio decoder for decoding encoded audio

signals, comprising the inventive signal processing unit or the inventive binaural renderer

for processing the decoded audio signals.

Embodiments of the present invention will be described with regard to the accom panying
drawings, in which:

Fig. 1

Fig. 2

Fig. 3

Fig. 4

Fig. 5

Fig. 6

Fig. 9

illustrates an overview of a 3D audio encoder of a 3D audio system;

Hiustrates an overview of a 3D audio decoder of a 3D audio system;

llustrates an example for implementing a format converter that may be
implemented in the 3D audio decoder of Fig. 2;

llustrates an embodiment of a binaural renderer that may be implemented in
the 3D audio decoder of Fig. 2;

iustrates an example of a room impulse response h{t).

Hustrates different possibilities for processing an audio input signal with a room
impulse response, wherein Fig. 6(a)} shows processing the complete audio
signal in accordance with the room impuise response, and Fig. 6(b) shows the
separate processing of the early part and the late reverberation part;

lliustrates a block diagram of a signal processing unit, like a binaural renderer,
operating in accordance with the teachings of the present invention:

schematically illustrates the binaural processing of audio signais in a binaural
renderer for in accordance with an embodiment of the present invention; and

schematically illustrates the processing in the frequency domain reverberator of
the binaural renderer of Fig. 8 in accordance with an embodiment of the present
invention.
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Embodiments of the inventive approach will now be described. The following description

will start with a system overview of a 3D audio codec system in which the inventive approach
may be implemented.

Figs. 1 and 2 show the algorithmic biocks of a 3D audio system in accordance with
embodiments. More specifically, Fig. 1 shows an overview of a 3D audio encoder 100. The
audio encoder 100 receives at a pre-renderer/mixer circuit 102, which may be optionally
provided, input signals, more specifically a plurality of input channels providing to the audio
encoder 100 a plurality of channe! signals 104, a plurality of object signals 106 and
corresponding object metadata 108. The object signals 106 processed by the pre-
renderer/mixer 102 (see signals 110) may be provided to a SAOC encoder 112
(SAOC = Spatial Audio Object Coding). The SAOC encoder 112 generates the SAQC
transport channels 114 provided to an USAC encoder 116 (USAC = Unified Speech and
Audio Coding). In addition, the signal SAOC-SI 118 (SAOC-SI = SAQC side information) is
also provided to the USAC encoder 116. The USAC encoder 116 further receives object
signals 120 directly from the pre-renderer/mixer as well as the channel signals and pre-
rendered object signals 122. The object metadata information 108 is applied to a OAM
encoder 124 (OAM = object metadata) providing the compressed object metadata
information 126 to the USAC encoder. The USAC encoder 116, on the basis of the above
mentioned input signals, generates a compressed output signal mp4, as is shown at 128.

Fig. 2 shows an overview of a 3D audio decoder 200 of the 3D audio system, The encoded
signal 128 (mp4) generated by the audio encoder 100 of Fig. 1 is received at the audio
decoder 200, more specifically at an USAC decoder 202. The USAC decoder 202 decodes

the received signal 128 into the channel signais 204, the pre-rendered object signals 206,
the object signals 208, and the SAOC transport channel signals 210. Further, the

compressed object metadata information 212 and the signal SAQOC-SI 214 is output by the
USAC decoder 202. The object signals 208 are provided to an object renderer 216

outputting the rendered object signals 218. The SAOC transport channel signals 210 are
supplied to the SAOC decoder 220 outputting the rendered object signals 222. The

compressed object meta information 212 is supplied to the OAM decoder 224 outputting
respective control signals to the object renderer 216 and the SAOC decoder 220 for
generaling the rendered object signals 218 and the rendered object signals 222. The
decoder further comprises a mixer 226 receiving, as shown in Fig. 2, the input signais 204,
206, 218 and 222 for outputting the channel signals 228, The channel signals can be directly
output to a loudspeaker, e.g., a 32 channel loudspeaker, as is indicated at 230. The signals

CA 2918279 2017-08-02
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228 may be provided to a format conversion circuit 237 recetving as a control input a
reproduction layout signal indicating the way the channel signals 228 are to be converted.
In the embodiment depicted in Fig. 2, it is assumed that the conversion is to be done in such
a way that the signals can be provided to a 5.1 speaker system as is indicated at 234. Also,
the channels signals 228 may be provided to a binaural renderer 236 generating two output
signals, for example for a headphone, as is indicated at 238.

in an embodiment of the present invention, the encoding/decoding system depicted in Figs.
1 and 2 is based on the MPEG-D USAC codec for coding of channel and object signals
(see signals 104 and 106). To increase the efficiency for coding a large amount of objects,
the MPEG SAOC technology may be used. Three types of renderers may perform the tasks
of rendering objects to channels, rendering channels to headphones or rendering channels
to a aifferent loudspeaker setup (see Fig. 2, reference signs 230, 234 and 238). When object
sighals are explicitly transmitted or parametrically encoded using SAQC, the corresponding
object metadata information 108 is compressed (see signal 126) and multiplexed into the
3D audio bitstream 128.

The algorithm blocks for the overall 3D audio system shown in Figs. 1 and 2 will be
described in further detail below.

The pre-renderer/mixer 102 may be optionally provided to convert a channel plus object
Input scene into a channel scene before encoding. Functionally, it is identical to the object
renderer/mixer that will be described below. Pre-rendering of objects may be desired to
ensure a deterministic signal entropy at the encoder input that is basically independent of

the number of simultaneously active object signals. With pre-rendering of objects, no object
metadata transmission is required. Discrete object signals are rendered to the channel

layout that the encoder is configured to use. The weights of the objects for each channel
are obtained from the associated object metadata (OAM).

The USAC encoder 116 is the core codec for loudspeaker-channe! signals, discrete object
signals, object downmix signais and pre-rendered signals. It is based on the MPEG-D
USAC technology. It handles the coding of the above signals by creating channel-and object
mapping infarmation based on the geometric and semantic information of the input channel
and object assignment. This mapping information describes how input channels and objects
are mapped to USAC-channel elements, like channel pair elements (CPEs), single channel
elements (SCEs), low frequency effects (LFEs) and quad channel elements {QCEs) and

CA 2918279 2017-08-02
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CPEg, SCEs and LFEs, and the corresponding information is transmitted to the decoder.
All additional payloads like SAOC data 114, 118 or object metadata 126 are considered in
the encoder’s rate control. The coding of objects is possible in different ways, depending on
the rate/distortion requirements and the interactivity requirements for the renderer. In

9  accordance with embodiments, the following object coding variants are possible:

. Pre-rendered objects: Object signals are pre-rendered and mixed to the 22.2 channel
signals before encoding. The subsequent coding chain sees 22.2 channel signals.
* Discrete object waveforms: Objects are supplied as monophonic wavefarms to the
10 encoder. The encoder uses single channel elements (SCEs) to transmit the objects
in addition to the channel signals. The decoded objects are rendered and mixed at
the receiver side. Compressed object metadata information is transmitted to the
receiver/renderer.

¢ Parametric object waveforms: Object properties and their relation to each other are
15 ~ described by means of SAOC parameters. The downmix of the object signals is coded
with the USAC. The parametric information is transmitted alongside. The number of
downmix channels is chosen depending on the number of objects and the overall data
rate. Compressed object metadata information is transmitted to the SAOC renderer.

20 The SAQOC encoder 112 and the SAOC decoder 220 for object signals may be based on
the MPEG SAOC technology. The system is capable of recreating, modifying and rendering
a number of audio objects based on a smaller number of transmitted channels and
additional parametric data, such as OLDs, |IOCs (Inter Object Coherence), DMGs (DownMix
Gains). The additional parametric data exhibits a significantly lower data rate than required

25  for transmitting all objects individually, making the coding very efficient. The SAOC encoder
112 takes as input the object/channel signals as monophonic waveforms and outputs the
paramelric information (which is packed into the 3D-Audio bitstream 128) and the SAQC
transport channels (which are encoded using single channel elements and are transmitted).
The SAOC decoder 220 reconstructs the object/channel signals from the decoded SAOC

30 transport channels 210 and the parametric information 214, and generates the output audio
scene based on the reproduction layout, the decompressed object metadata information
and optionally on the basis of the user interaction information.

The object metadata codec (see OAM encoder 124 and OAM decoder 224) is provided so
39 that, for each object, the associated metadata that specifies the geometrical position and
volume of the objects in the 3D space is efficiently coded by quantization of the object

CA 2918279 2017-08-02
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properties in time and space. The éompressed object metadata cOAM 126 is transmitted to
the receiver 200 as side information.

The object renderer 216 utilizes the compressed object metadata to generate object
waveforms according to the given reproduction format. Each object is rendered to a certain
output channel according to its metadata. The output of this block results from the sum of
the partial results. If both channel based content as well as discrete/parametric objects are
decoded, the channel based waveforms and the rendered object waveforms are mixed by
the mixer 226 before outputting the resulting waveforms 228 or before feeding them to a

postprocessor module like the binaural renderer 236 or the loudspeaker renderer module
232.

The binaural renderer module 236 produces a binaural downmix of the multichannel audio

material such that each input channel is represented by a virtual sound source. The
processing is conducted frame-wise in the QMF (Quadrature Mirror Filterbank) domain, and

the binauralization is based on measured binaural room Impulse responses.

The loudspeaker renderer 232 converts between the transmitted channel configuration 228
and the desired reproduction format. it may also be called “format converter’. The format

converter performs conversions to lower numbers of output channels, i.e., it creates
downmixes.

Fig. 3 shows an example for implementing a format converter 232. The format converter
232, also referred to as loudspeaker renderer, converts between the transmitter channel

configuration and the desired reproduction format. The format converter 232 performs
conversions to a lower number of output channels, Le., it performs a downmix (DMX)

process 240. The downmixer 240, which preferably operates in the QMF domain, receives
the mixer output signals 228 and outputs the loudspeaker signals 234. A configurator 242,
also referred to as controller, may be provided which receives, as a control input, a signal
246 Indicative of the mixer output layout, i.e., the layout for which data represented by the
mixer output signal 228 is determined, and the signal 248 indicative of the desired
reproduction layout. Based on this information, the controlier 242 preferably automatically,
generates optimized downmix matrices for the given combination of input and output
formats and applies these matrices to the downmixer 240. The format converter 232 allows
for standard loudspeaker configurations as well as for random configurations with non-
standard loudspeaker positions.
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Fig. 4 illustrates an embodiment of the binaural renderer 236 of Fig. 2. The binaural renderer
module may provide a binaural downmix of the muitichannel audio material. The
binauralization may be based on measured binaural room impulse responses. The room
impulse responses may be considered a ‘fingerprint” of the acoustic properties of a real
room. The room impulse responses are measured and stored, and arbitrary acoustical
signals can be provided with this “fingerprint”, thereby allowing at the listener a simulation
of the acoustic properties of the room associated with the room impulse response, The
binaural renderer 236 may be configured or programmed to for rendering the output
channels into two binaural channels using head related transfer functions or binaural room
impuise responses (BRIR). For example, for mobile devices binaural rendering is desired
for headphones or loudspeakers attached to such mobile devices. In such mobile devices,
due to constraints it may be necessary to limit the decoder and rendering complexity. In
addition to omitting decorrelation in such processing scenarios, it may be preferred to first
perform a downmix.using a downmixer 250 to an intermediate downmix signal 252, i.e., to
a lower number of output channels which results in a lower number of input channel for the
actual binaural converter 254. For example, a 22.2 channel material may be downmixed by
the downmixer 250 to a 5.1 intermediate downmix or, alternatively, the intermediate
downmix may be directly caiculated by the SAOC decoder 220 in Fig. 2 in a kind of a
“shortcut” mode. The binaural rendering then only has to apply ten HRTFs (Head Related
Transfer Functions) or BRIR functions for rendering the five individual channels at different
positions in contrast to applying 44 HRTF or BRIR functions if the 22.2 input channels were
to be directly rendered. The convolution operations necessary for the binaural rendering
require a lot of processing power and, therefore, reducing this processing power while still
obtaining an acceptable audio quality is particularly useful for mobile devices. The binaural
renderer 236 produces a binaural downmix 238 of the multichannel audio material 228,
such that each input channel (excluding the LFE channels) is represented by a virtual sound
source. The processing may be conducted frame-wise in QMF domain. The binauralization
s based on measured binaural room impulse responses, and the direct sound and early
reflections may be imprinted to the audio material via a convolutional approach in a pseudo-
FFET domain using a fast convolution on-top of the QMF domain, while late reverberation

may be processed separately.

FFig. 5 shows an example of a room impulse response h(f) 300. The room impulse response
comprises three components, the direct sound 301, early reflections 302 and late
reverberation 304. Thus, the room impulse response describes the reflections behavior of
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an enclosed reverberant acoustic space when an impulse is played. The early refiection
302 are discrete reflections with increasing density, and the part of the impulse response
where the individual reflections can no longer be discriminated is called late reverberation
304. The direct sound 301 can be easily identified in the room Impulse response and can
be separated from early reflections, however, the transition from the early reflection 302 to
late reverberation 304 is less obvious.

As has been described above, in a binaural renderer, for example a binaural renderer as it
Is depicted in Fig. 2, different approaches for processing a multichannel audio input signal
In accordance with a room impulse response are known.

F1g. 6 shows different possibilities for processing an audio input signal with a room impulse
response. Fig. 6(a) shows processing the complete audio signal in accordance with the
room impulse response, and Fig. 6(b) shows the separate processing of the early part and
the late reverberation part. As shown in Fig. 6(a) an input signal 400, for example a
multichannel audio input signal, is received and applied to a processor 402 that is configured
to or programmed to allow a full convolution of the multichannel audio input signal 400 with
the room impulse response (see Fig. 5) which, in the depicted embodiment, yields the 2-
channel audio output signal 404. As mentioned above, this approach is considered
disadvantageous as using the convolution for the entire impulse response is
computationally very costly. Therefore, in accordance with another approach, as depicted
in Fig. 6(b), instead of processing the entire multichannel audio input signal by applying a
full convolution with a room impulse response as has been described with regard to Fiq.
6(a), the processing is separated with regard to the early parts 301, 302 (see Fig. 5) of the
room impuise response 300, and the late reverberation part 302. More specifically, as is
shown in Fig. 6(b), the multichannel audio input signal 400 is received, however the signa!
Is applied in parallel to a first processor 406 for processing the early part, namely for
processing the audio signal in accordance with the direct sound 301 and the early reflections
302 in the room impulse response 300 shown in Fig. 5. The multichannel audio input signal
400 is also applied 1o a processor 408 for processing the audio signal in accordance with
the late reverberation 304 of the room impulse response 300. In the embodiment depicted

in Fig. 6(b) the multichanne! audio input signal may also be applied tc a downmixer 410 for
downmixing the multichannel signal 400 to a signal having a lower number of channels. The
output of the downmixer 410 is then applied to the processor 408. The outputs of the

processors 406 and 408 are combined at 412 to generate the 2-channel audio output signal
404’
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In a binaural renderer, as mentioned above, it may be desired to process the direct sound
and early reflections separate from the late reverberation, mainly because of the reduced
computational complexity. The processing of the direct sound and early reflections may, for
example, be imprinted to the audio signal by a convolutional approach carried out by the
processor 406 (see Fig. 6(b)) while the late reverberation may be replaced by a synthetic
reverberation provided by the processor 408. The overall binaural output signal 404’ is then

a combination of the convolutional result provided by the processor 406 and the synthetic
reverberated signal provided by the processor 408.

This processing is also described in prior art reference [1]. The result of the above described

approach should be perceptually as far as possible identical to the result of a convolution
of the complele impulse response, the full-conversion approach described with regard to
Fig. 6(a). However, if an audio signal or, more general, audio material is convolved with the
direct sound and an early reflection part of the impulse response, the different resulting
channels are added up to form an overall sound signal that is associated with the playback
signal to one ear of the listener. The reverberation, however. is not calculated from this
overall signal, but is in general a reverberated signal of one channel or of the downmix of
the original input audio signal. it has been determined by the inventors of the present
invention that therefore the late reverberation is not adequately fitting with the convolution
result provided by the processor 406. It has been found out that the adequate level of
reverberation depends both on the input audio signal and on the room impulse responses
300. The influence of the impulse responses is achieved by the use of reverberation
characteristics as input parameter of a reverberator that may be part of the processor 408,

and these input parameters are obtained from an analysis of measured impulse responses.
for example the frequency-dependent reverberation time and the frequency-dependent

energy measure. These measures, in general, may be determined from a single impulse
response, for example by calculating the energy and the RT60 reverberation time in an

octave filterbank analysis, or are mean values of the results of multiple impulse response
analyses.

However, it has been found out that despite these input parameters provided to the
reverberaior, the influence of the input audio signal on the reverberation is not fully
preserved when using a synthetic reverberation approach as is described with regard to
Fig. 6(b). For example, due to the downmix used for generat'ing the synthetic reverberation
tail, the influence of the input audio signal is lost. The resulting level of reverberation is
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therefore not perceptually identical to the result of the full-convolution approach, especially
in case the input signal comprises muitiple channels.

So far, there are no known approaches that compare the amount of late reverberation with
the results of the full-convolutional approach or match it to the convolutional result. There
are some techniques that try to rate the quality of late reverberation or how natural it sounds.
For example, in one method a loudness measure for natural sounding reverberation is
defined, which predicts the perceived loudness of reverberation using a foudness model,
This approach is described in prior art reference (2], and the level can be fitted to a target
value. The disadvantage of this approach is that it relies on a model of human hearing which
Is complicated and not exact. It also needs a target loudness to provide a scaling factor for
the late reverberation that could be found using the full-convolution result.

In another method described in prior ah reference [3] a cross-correlation criterion for
artificial reverberation quality testing is used. However, this is only applicable for testing
different reverberation algorithms, but not for multichannel aud 10, not for binaural audio and
not for qualifying the scaling of late reverberation.

Another possible approach is to use of the number of input channels at the considered ear
as a scaling factor, however this does not give a perceptually correct scaling, because the
perceived amplitude of the overall sound signal depends on the correlation of the different
audio channels and not just on the number of channels.

Therefore, in accordance with the inventive approach a signhal-dependent scaling method
s provided which adapts the level of reverberation according to the input audio signal. As
mentioned above, the perceived level of the reverberation is desired to match with the level
of reverberation when using the full-convolution approach for the binaural rendering, and
the determination of a measure for an adequate level of reverberation is therefore important
for achieving a good sound quality. In accordance with embodiments, an audio signal is
separately processed with an early part and a late reverberation of the room impulse
response, wherein processing the late reverberation comprises generating a scaled
reverberated signal, the scaling being dependent on the audio signal. The processed early
part of the audio signal and the scaled reverberated signal are combined into the output
signal. In accordance with one embodiment the scaling is dependent on the condition of the
one or more input channels of the audio signal (e.g. the number of input channels, the
number of active input channels and/or the activity in the input channel). In accordance
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anotner ombodiment the scaling is dependent on a predefined or calculated correlation
measure for the audio signal. Alternative embodiments may perform the scaling based on
a combination of the condition of the one or more input channels and the predefined or

calculated correlation measure.

In accordance with embodiments the scaled reverberated signal may be generated by
applying a gain factor that is determined based on the condition of the one or more input
channels of the audio signal, or based on the predefined or calculated correlation measure
tor the audio signal, or based on a combination thereof.

In accordance with embodiments, separate processing the audio signal comprises
processing the audio signal with the early reflection part 301, 302 of the room impulse
response 300 during a first process, and processing the audio signal with the diffuse
reverberation 304 of the room impulse response 300 during a second process that is
different and separate from the first process. Cha nging from the first process to the second
process occurs at the transition time. In accordance with further embodiments, in the
second process the diffuse (late) reverberation 304 may be replaced by a synthetic
reverberation. In this case the room impulse response applied to the first process contains

only the early reflection part 300, 302 (see Fig. 5) and the late diffuse reverberation 304 is
not included.

In the following an embodiment of the inventive approach will be described in further detail
in accordance with which the gain factor is calculated on the basis of a correlation analysis
of the input audio signal. Fig. 7 shows a block diagram of a signal processing unit, like a

binaural renderer, operating in accordance with the teachings of the present invention. The
binaural renderer 500 comprises a first branch including the processor 502 receiving from

an input 504 the audio signal xfk] including N channels. The processor 502, when being
part of a binaural renderer, processes the input signal 504 to generate the output signal 506
Xconv{k]. More specifically, the processor 502 cause a convolution of the audio input signal
504 with a direct sound and early reflections of the room impulse response that may be
provided to the processor 502 from an external database 508 holding a plurality of recorded
binaural room impulse responses. The processor 502, as mentioned, may operate on the
basis of binaural room impulse responses provided by database 508, thereby yielding the
output signal 502 having only two channels. The output signal 506 is provided from the
processor 502 to an adder 510. The input signal 504 is further provided to a reverberation
branch 512 including the reverberator processor 514 and a downmixer 516. The downmixed
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input signal is provided to the reverberator 514 that on the basis of reverberator parameters,
ike the reverberation RT60 and the reverberation energy held in databases 518 and 520,
respectively, generates a reverberated signal rfk] at the output of the reverberator 514 which
may include only two channels. The parameters stored in databases 518 and 520 may be

obtained from the stored binaural room impulse responses by an appropriate analysis 522
as it is indicated in dashed lines in Fig. 7.

The reverberation branch 512 further includes a correlation analysis processcr 524 that
receives the input signal 504 and generates a gain factor g at its output. Further, a gain
stage 526 is provided that is coupled between the reverberator 514 and the adder 510. The
gain stage 526 is controlled by the gain factor g, thereby generating at the output of the gain
stage 526 the scaled reverberated signal ryfk] that is applied to the adder 510. The adder
210 combines the early processed part and the reverberated signal to provide the output
signal yfk] which also includes two channels. Optionally, the reverberation branch 512 may
comprise a low pass filter 528 coupled between the processor 524 and the gain stage for
smoothing the gain factor over a number of audio frames. Optionally, a delay element 530
may also be provided between the output of the gain stage 526 and the adder 510 for
delaying the scaled reverberated signal such that it matches a transition between the early
reflection and the reverberation in the room impulse response.

As described above, Fig. 7 is a block diagram of a binaural renderer that processes direct
sound and early reflections separately from the late reverberation. As can be seen, the input
signal xfk] that is processed with the direct and early reflections of the binaural room impulse
response results in a signal x..nfk]. This signal, as is shown, is forwarded to the adder 510
for adding it to a reverberant signal component ryfk]. This signal is generated by feeding a
downmix, for example a stereo downmix, of the input signal x/k] to the reverberator 514
followed by the multiplier or gain stage 526 that receives a reverberated signal r{kj of the
downmix and the gain factor g. The gain factor g is obtained by a correlation analysis of the
input signal x/k] carried out by the processor 524, and as mentioned above may be
smoothed over time by the low pass filter 528. The scaled or weighted reverberant
component may optionally be delayed by the delay element 530 to maitch its start with the
transition point from early reflections to late reverberation so that at the output of the adder
510 the output signal y/k] is obtained.

The multichannel binaural renderer depicted in Fig. 7 introduces a synthetic 2-channel late
reverberation and for overcoming the above discussed drawbacks of conventional
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approaches and in accordance with the inventive approach the synthetic late reverberation
1s scaled by the gain factor g to match the perception with a result of a full-convolution
approach. The superposition of multiple channels (for example up to 22.2) at the ear of a
listener is correlation-dependent. That is why the late reverberation may be scaled
S  according to the correlation of the input signal channel, and embodiments of the inventive

approach provides a correlation-based time-dependent scaling method that determines an
adequate amplitude of the late reverberation.

For calculating the scaling factors, a correlation measure is introduced that is based on the
10 correlation coefficient and in accordance with embodiments, is defined in a two-dimensional
time-frequency domain, for example the QMF domain. A correlation value between -1 and
1 Is calculated for each multi-dimensional audio frame, each audio frame being defined by
a number of frequency bands N, a number of time slots M per frame, and a number of audio
channels A. One scaling factor per frame per ear is obtained.
15
In the following, an embodiment of the invention approach will be described in further detail.
First of all, reference is made to the correlation measure used in the correlation analysis

processor 524 of Fig. 7. The correlation measure, in accordance with this embodiment, is

based on the Pearson’s Product Moment Coefficient (also known as correlation coefficient)

20 that is calculated by dividing the covariance of two variables X, Y by the product of their
standard deviations:

E((X-%) (¥ —7))

Pixy) =

Ox ' Oy
where
25  E{') =  expected value operator
O(X,Y) = correlation coefficient,
dy, Oy = standard deviations of variables X, ¥

This processing in accordance with the described embodiment is transferred to two
30  dimensions in a time-frequency domain, for example the QMF-domain. The two dimensions

are the time slots and the QMF bands. This approach is reasonable, because the data is

often encoded and transmitted also in the time-frequency domain. The expectation operator

is replaced with a mean operation over several time and/or frequency samples so that the

time-frequency correlation measure between two zero-mean variables x., x, in the range
35 of (0, 1) is defined as follows:
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1 _Ez 2. Xt j] - xq i ]

P = [ =D 3,06l - oG]
where
pim, n] = correlation coefficient,
o(xwlj]) = standard deviation across one time slot j of channel m,
o(x, ) = slandard deviation across one time slot j of channel n,
X Xn = zero-mean variables,
iv[1, N] = frequency bands,
jivil,M] = time slots,
m,nv|1, K] = channels,
* = complex conjugate.

After the calculation of this coefficient for a plurality of channel combinations {m,n) of one
audio frame, the values of pfm,n,t] are combined to a single correlation measure Pm(t) by
taking the mean of (or averaging) a plurality of correlation values pfm,n,t]. It is noted that
the audio frame may comprise 32 QMF time slots, and t indicates the respective audio
frame. The above processing may be summarized for one audio frame as follows:

(1) Hirst, the overall mean value x(k) for every of the k channels of the audio or data
frame x having a size [N,M,K] is calculated, wherein in accordance with
embodiments all k channels are downmixed to one input channel of the
reverberator.

(ii) A zero-mean audio or data frame is calculated by subtracting the values (k) from

the corresponding channels.
() For a plurality of channel combination (m,n) the defined correlation coefficient or

correlation value c¢ is calculated.
(v} A mean correlation value ¢, is calculated as the mean of a plurality of correlation

values p[m,n] (exciuding erroneously calculated values by for example a division
by zero).

In accordance with the above described embodiment the scaling was determined based on
the calculated correlation measure for the audio signal. This is advantageous, despite the
additional computational resources needed, e.g., when it is desired to obtain the correlation
measure for the currently processed audio signal individually.
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However, the present invention is not limited to such an approach. In accordance with other
embodiments, rather that calculating the correlation measure also a predefined correlation
measure may be used. Using a predefined correlation measure is advantageous as it
reduces the computational complexity in the process. The predefined correlation measure
may have a fixed value, e.g. 0.1 to 0.9, that may be determined empirically on the basis of

an analysis of a plurality of audio signals. In such a case the correlation analysis 524 may
be omitted and the gain of the gain stage may be set by an appropriate control signal.

in accordance with other embodiments the scaling may be dependent on the condition of
the one or more input channels of the audio signal (e.g. the number of input channels, the
number of active input channels and/or the activity in the input channel). This is
advantageous because the scaling can be easily determined from the input audio signal
with a reduced computational overhead. For éxample. the scaling can be determined by
simply determining the number of channels in the onginai audio signal that are downmixed
to a currently considered downmix channel including a reduced number of channels when
compared to the original audio signal. Alternatively, the number of active channels
(channels showing some activity in a current audio frame) downmixed to the currently

considered downmix channel may form the basis for scaling the reverberated signal. this
may be done in the block 524.

In the following, an embodiment will be described in detail determining the scaling of the
reverberated signal on the basis of the condition of the one or more input channels of the

audio signal and on the basis of a correlation measure (either fixed or calculated as above

described). In accordance with such an embodiment, the gain factor or gain or scaling factor
g is defined as follows:

gICu'l'p‘(Cc““Cu)

Cy = loi(Longl%('Ki_n) = Ky
20-log, , (Kin)
¢, = 10 2 = Ki,,

where

p = predefined or calculated correlation coefficient for the audio signat,

Cu, Co = factors indicative of the condition of the one or more input channels of the
audio signal , with c. referring to totally uncorrelated channels, and ¢, relating
to totally correlated channels,

K;, = number of active non-zero or fixed downmix channels.
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Cu Is the factor that is applied if the downmixed channels are totally uncorrelated (no inter-
channel dependencies). In case of using only the condition of the one or more input
channels g = ¢, and the predefined fixed correlation coefficient is set to zero. ¢ is the factor

S that is applied if the downmixed channels are totally correlated (signals are weighted
versions (plus phase-shift and offset) of each other’s). In case of using only the condition of
the one or more input channels g = ¢, and the predefined fixed correlation coefficient is set
to one. These factors describe the minimum and maximum scaling of the late reverberation
in the audio frame (depending on the number of (active) channels).

10
The ,channel number’ K;, is defined, in accordance with embodiments, as follows: A
multichannel audio signal is downmixed to a stereo downmix using a downmix matrix Q that
defines which input channels are included in which downmix channel (size M x 2, with M
being the number of input channels of the audio input material, e.g. 6 channels for a 5.1
15  setup).
An example for the downmix matrix Q may be as follows:
1 0
0 1
q =[0.7071 0.7071
1 0
0 1
0 0
20

For each of the two downmix channels the scaling coefficient is calculated as follows:

g~ f(cco Cur puvg) = Cy + Pavg ° (Cc—€y)

25  with p,,, being the average/mean value of all correlation coefficients p[m, n] for a number

of K - Kin channel combinations [m,n) and c., c,, being dependent on the channel number

Kin, which may be as follows:

o K, may be the number of channels that are downmixed to the currently considered

30 downmix channel k € [1,2] (the number of rows in the downmix matrix Q in the

column k that contain values unequal to zero). This number is time-invariant

because the downmix matrix Q is predefined for one input channel configuration and

does not change over the length of one audio input signai.
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E.g. when considering a 5.1 input signal the following applies:

o  channels 1, 3, 4 are downmixed to downmix channel 1 (see matrix Q above),
o Kin = 3 in every frame (3 channels)
. Kin may be the number of active channels that are downmixed to the currently

considered downmix channel k e [1,2] (number of input channels where there is
activity in the current audio frame and where the corresponding row of the downmix
matrix Q in the column k contains a value unequal to zero -» number of channels in
the intersection of active channels and non-equal elements in column k of Q). This

number may be time-variant over the length of one audio input signal. because even
if Q stays the same, the signal activity may vary over time.

E.g. when considering a 5.1 input signal the following applies:

O channels 1, 3, 4 are downmixed to downmix channel 1 (see matrix Q above),
o In frame n:

- the active channels are channels 1, 2, 4,

- Kin 1S the number of channels in the intersection {1, 4},

. Kin(n) = 2
O In frame n + 1:

o the active channels are channels 1, 2, 3, 4

. Kin 1s the number of channels in the intersection {1, 3, 4),

- R&n(&l*Fjl):=:3.

An audio channel (in a predefined frame) may be considered active in case it has an
amplitude or an energy within the predefined frame that exceeds a preset threshold value,

e.g., In accordance with embodiments, an activity in an audio channe! (in a predefined
frame) may be defined as follows:

’ the sum or maximum value of the absolute amplitudes of the signal (in the time
domain, QMF domain, etc.) in the frame is bigger than zero, or
. the sum or maximum value of the signal energy (squared absolute value of

amplitudes in time domain or QMF domain) in the frame is bigger than zero.
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Instead of zero also another threshold (relative to the maximum energy or amplitude) bigger
than zero may be used, e.g. a threshold of 0.01.

In accordance with embodiments, a gain factor for each ear is provided which depends on
the number of active (time-varying) or the fixed number of included channels (downmix
matnx unequal to zero) KX, in the downmix channel. It is assumed that the factor linearly
increases between the totally uncorrelated and the totally correlated case. Totally
uncorrelated means no inter-channel dependencies (correlation value is zero) and totally
correlated means the signals are weighted versions of each other's (with phase difference
of offset, correlation value is one).

As mentioned above, the gain or scaling factor g may be smoothed over the audio frames
by the low pass filter 528. The iow pass filter 528 may have a time constant of ts which
results in a smoothed gain factor of gs(t) for a frame size k as follows:

gs(t:’) = Csold " Ys (ti - 1)+ Csnew " 4

1
-
_ (f .JE )
Csolg =€ V'K

Csnew = 1 — Cs.0ld

where

o
b

time constant of the low pass filter in [s]

-
il

audio frame at frame f

gs = smoothed gain factor
k = frame size, and
fs = sampling frequency in [Hz]

The frame size k may be the size of an audio frame in time domain samples, e'.g‘ 2048

samples.

The left channel reverbed signal of the audio frame x(t) is then scaled by the factor Gssen(t)
and the right channel reverbed signal is scaled by the factor gsrgme(l)). The scaling factor is
once calculated with K;,, as the number of (active non-zero or total number of) channels that
are present in the left channel of the stereo downmix that is fed to the reverberator resulting
in the scaling factor gs ea(ti). Then the scaling factor is calculated once more with K;, as the
number of (active non-zero or total number of) channels that are present in the right channel
of the stereo downmix that is fed to the reverberator resulting in the scaling factor gs ngni(ti).
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The reverberator gives back a stereo reverberated version of the audio frame. The left
channel of the reverberated version (or the left channel of the input of the reverberator) is
scaled with gser(t) and the right channel of the reverberated version (or the right channel
of the input of the reverberator) is scaled with Os,right{ti).

The scaled artificial (synthetic) late reverberation is applied to the adder 510 to be added to
the signal 506 which has been processed with the direct sound and the early reflections.

As mentioned above, the inventive approach, in accordance with embodiments may be
used in a binaural processor for binaural processing of audio signals. In the following an
embodiment of binaural processing of audio signals will be described. The binaural
processing may be carried out as a decoder process converiing the decoded signal into a
binaural downmix signal that provides a surround sound experience when listened to over
headphones.

Fig. 8 shows a schematic representation of a binaural renderer 800 for binaural processing
of audio signals in accordance with an embodiment of the present invention. Fig. 8 also
provides an overview of the QMF domain processing in the binaural renderer. At an input
802 the binaural renderer 800 receives the audio signal to be processed. e.g., an input
signal including N channels and 64 QMF bands. In addition the binaural renderer 800
receives a number of input parameters for controlling the processing of the audio signal.
The input parameters include the binaural room impulse response (BRIR) 804 for 2xN
channels and 64 QMF bands, an indication Kmax 806 of the maximum band that is used for
the convolution of the audio input signal with the early reflection part of the BRIRs 804, and
the reverberator parameters 808 and 810 mentioned above (R160 and the reverberation
energy). The binaural renderer 800 comprises a fast convolution processor 812 for
processing the input audio signal 802 with the early part of the received BRIRs 804. The
processor 812 generates at an output the early processed signal 814 including two channels
and Kmax QMF bands. The binaural renderer 800 comprises, besides the early processing
branch having the fast convolution processor 812, also a reverberation branch ncluding two
reverberators 816a and 816b each receiving as input parameter the RT60 information 808
and the reverberation energy information 810. The reverberation branch further includes a
stereo downmix processor 818 and a correlation analysis processor 820 both also receiving

the input audio signal 802. In addition, two gain stages 821a and 821b are provided between
the stereo downmix processor 818 and the respective reverberators 816a and 816b for
controlling the gain of a downmixed signal 822 provided by the stereo downmix processor
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818. The stereo downmix processor 818 provides on the basis of the input signal 802 the
downmixed signal 822 having two bands and 64 QMF bands. The gain of the gain stages
821a and 821b is controlled by a respective control signals 824a and 824b provided by the
correlation analysis processor 820. The gain controlled downmixed signal is input into the
respective reverberators 816a and 816b generating réspective reverberated signals 826a,
826b. The early processed signal 814 and the reverberated signals 826a, 826b are received
by a mixer 828 that combines the received signals into the output audio signal 830 having
two channels and 64 QMF bands. In addition, in accordance with the present invention, the
fast convolution processor 812 and the reverberators 816a and 816b receive an additiona!
Input parameter 832 indicating the transition in the room impulse response 804 from the
early part to the late reverberation determined as discussed above.

The binaural renderer module 800 (€.g., the binaural renderer 236 of Fig. 2 or Fig. 4) has
as Input 802 the decoded data stream. The signal is processed by a QMF analysis filterbank
as outlined in ISO/IEC 14496-3:2009, subclause 4.B.18.2 with the modifications stated in
ISOMEC 14496-3:2009, subclause 8.6.4.2. The renderer module 800 may also process
QMF domain input data; in this case the analysis filterbank may be omitted. The binaural
room impulse responses (BRIRs) 804 are represented as complex QMF domain filters. The
conversion from time domain binaural room impulse responses to the complex QMF filter
representation is outlined in ISO/IEC FDIS 23003-1:2006, Annex B. The BRIRs 804 are
limited to a certain number of time slots in the complex QMF domain, such that they contain
only the early reflection part 301, 302 (see Fig. 5) and the late diffuse reverberation 304 is
not included. The transition point 832 from early reflections to late reverberation is
determined as described above, e.g., by an analysis of the BRIRs 804 in a preprocessing
step of the binaural processing. The QMF domain audio signals 802 and the QMF domain
BRIRs 804 are then processed by a bandwise fast convolution 812 to perform the binaural

processing. A QMF domain reverberator 816a, 816b is used to generate a Z2-channel QMF
domain late reverberation 826a. 826b. The reverberation module 816a, 816b uses a set of

frequency-dependent reverberation times 808 and energy values 810 to adapt the
characteristics of the reverberation. The waveform of the reverberation is based on a stereo
downmix 818 of the audio input signal 802 and it is adaptively scaled 821a, 821b in
ampiitude depending on a correlational analysis 820 of the multi-channel audio signal 802.
The 2-channel QMF domain convolutional result 814 and the 2-channel QMF domain
reverberation 816a, 816b are then combined 828 and finally, two QMF synthesis filter banks

compute the binaural time domain output signals 830 as outlined in ISO/IEC 14496-3:2009,
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subclause 4.6.18.4.2. The renderer can also produce QMF domain output data; the
synthesis filterbank is then omitted.

DEFINITIONS

% Audio signals 802 that are fed into the binaural renderer module 800 are referred to as input
signals in the following. Audio signals 830 that are the result of the binaural processing are
referred to as output signals. The input signals 802 of the binaural renderer module 800 are

audio output signals of the core decoder (see for example signals 228 in Fig. 2). The
following variable definitions are used:
10

1 | Number of input channels
-

e —

Number of Butput Channels, N_ =2

?'_-—-—m

Downmix matrix containing real-valued non-negative downmix
coefficients (downmix gains). M,,,,, is of dimension N__ x N,

Frame length measured in time domain audio samples. |

{e~

[__ V Time domain sample index 4
n QMF time slot index (subband sample index) o
[ L Frame length measured in QMF time slots
F Frame index (frame number) |
K . Number of QMF frequency bands, K =64 | .
k . QMF band index ( 1.64) |
A, B,ch Channel indices (channel numbers of channel configurations)
L Length of the BRIR's early reflection part in ime domain samples
L”m”, - Length of the BRIR's early reflection part in QMF time siots
N,;m | Number of BRIR pairs in a BRIR data set
ZFFT Length of FFT transform T
5}{() o Real part of a com?lex—vaf@d sighal
3 Yy Imaginary part of a complex-valued signal
m__ | Vector that signals which input signal channel belongs to which
BRIR pair in the BRIR data set .
S oo Maximum frequency used for the binaural processing
S e docode Maximum signal frequency that is present in the audio output
, ___1_signal of the decoder o
K__ Maximum band that is used for the convolution of the audio input
_ signal with the early reflection part of the BRIRs
| d ) Downmix matrix coefficient _ - ]
| Con x Bandwise energy equalization factor
- ' ; .| ~ s — Y - TR
& ) Numerical constant, & =107 L L
| d Delay in QMF domain time slots -
yo Pseudo-FFT domain signal representation in frequency band &
| n' o Pseudo-FFT frequency index o ‘
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[— h™t - Pseudo-FFT domam representation of BRIR in frequency band &
A Pseudo-FFT domain convolution result in frequency band &
- i—;‘;n Intermediate signal: 2-channel convolutional result in QMF o
L domain ] L
i:t;krcv Intermediate signal: 2-channel reverberation in QMF domain
K | Number of analysis frequency bands (Used for the reverberator)
WW*“'“W - - "
Sana Center frequencies of analysis frequency bands
i N psis | Number of channels that are downmixed to one channel of the |
| ____________4 stereo downmix and are active in the actual signal frame B
Coor: Overall correlation coefficient for one signal frame
f c;;: Correlat;on coefficient § for the combmataon of channels A B
T, Standard deviation for timeslot » of s:gnal P
e B Vector of two scaling factor
§ scale _ . _
C._.. Vector of two scaling factor, smoothed over time
PROCESSING

The processing of the input signal is now described. The binaural renderer module operates
On contiguous, non-overlapping frames of length £ = 2048 time domain samples of the

tnput audio signals and outputs one frame of L samples per processed input frame of length
. .

(1) Initialization and preprocessing

The initialization of the binaural processing block is carried out before the processing of the

audio samples delivered by the core decoder (see for example the decoder of 200 in Fig.
2) takes place. The initialization consists of several processing steps.

(a) Reading of analysis values

The reverberator module 816a, 816b takes a frequency-dependent set of reverberation
times 808 and energy values 810 as iInput parameters. These values are read from an
interface at the initialization of the binaural processing module 800. In addition the transition
time 832 from early reflections to late reverberation in time domain samples is read. The

values may be stored in a binary file written with 32 bit per sample, float vailues, littie-endian
ordering. The read values that are needed for the processing are stated in the table below:

Value deécrigtion |N15_w_mberw Datatype

transition length 1 Integer

Umw

e’ SV E— |

Number of frequency bands K 1 Integer |
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| Center frequencles £, __ of frequency | K__ | Float
bands - ]
Reverberation times RT60 in seconds | K Float ]
Energy values that fepreSent the 1 ",% | Float |
energy (amplitude to the power of -
two) of the late reverberation part of
one BRIR | | l

EEEEEass e m e e

(b) Reading and preprocessing of BRIRs

The binaural room impulse responses 804 are read from two dedicated files that store

individually the left and right ear BRIRs. The time domain samples of the BRIRs are stored
S in integer wave-files with a resolution of 24 bit per sample and 32 channels. The ordering

of BRIRS in the file is as stated in the following table:

WO N N

Channel | Speaker
number label
S W S VTR
CH M L045 _|

RAAAIA AL A LS

CH M L090
CH_M_R090
CH U L045
CH_U_R045
CH U 000
CH T 000
CH U L135
CH_U_R135
CH_U_L090
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| 32 | CHURI10 |

If there is no BRIR measured at one of the loudspeaker positions, the corresponding

channel in the wave file contains zero-values. The LFE channels are not used for the
binaural processing.

As a preprocessing step, the given set of binaural room impulse responses (BRIRS) is
transformed from time domain filters to complex-valued QMF domain fitters. The
implementation of the given time domain filters in the complex-valued QMF domain is
carried out according to ISQO/IEC FDIS 23003-1:2006, Annex B. The prototype filter
10 coefficients for the filter conversion are used according to (SO/IEC FDIS 23003-1:2006,

My

Annex B, Table B.1. The time domain representation fi; =[h1"-~-f§"' ] with I1<v< /L

Mo b

s processed to gain a complex valued QMF domain filter hf -_-[};‘““’---i;”"' ]with

NIIR!N‘.

15 (2) Audio signal processing

The audio processing block of the binaural renderer module 800 obtains time domain audio

samples 802 for N_ input channels from the core decoder and generates a binaural output

signal 830 cansisting of N__ = 2 channels.

20  The processing takes as input

. the decoded audio data 802 from the core decoder,
. the complex QMF domain representation of the earty reflection part of the BRIR set
804, and

25 o the frequency-dependent parameter set 808, 810, 832 that is used by the QMF
domain reverberator 816a, 816b to generate the late reverberation 826a, 826b.

(a) QMF analysis of the aud:b signal
As the first processing step, the binaural renderer module transforms . = 2048 time domain

30 samples of the N, -channel time domain Input signal (coming from the core decoder)

v

[ﬁ:h,.*--j?c,,, v, |=¥q to an N _-channel QMF domain signal representation 802 of
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dimension L = 32 QMF time slots (slot index ) and K= 64 frequency bands (band Index

k).

A QMF analysis as outlined in ISONEC 14496-3:2009, subclause 4.B.18.2 with the
modifications stated in ISO/EC 14496-3:2009, subclause 8.6.4.2. is performed on a frame

of the time domain signal y!, to gain a frame of the QMF domain signal

e Pk =9k with 1< v< L andl<n<L .

(b) Fast convolution of the QMF domain audio signal and the QMF domain BRIRS
Next, a bandwise fast convolution 812 is carried out to process the QMF domain audio
signal 802 and the QMF domain BRIRs 804. A FFT analysis may be carried out for each

QMF frequency band % for each channel of the input signal 802 and each BRIR 804.

Due to the complex values in the QMF domain one FFT analysis is carried out on the real
part of the QMF domain signal representation and one FFT analysis on the imaginary parts
of the QMF domain signal representation. The results are then combined to form the final
bandwise complex-valued pseudo-FFT domain signal

Yo' =FFT(35")=FFT(R(50¢))+-FFT(3(95*))
and the bandwise complex-valued BRIRs

by = FFT (8" )= FFT(R(h;* ))+ FFT(3(h;*)) for the left ear

h7* = FFT (ﬁ;'"* ) =FFT (‘R( h?* )) + - FFT(S (ﬁ;“ )) for the right ear.

The length of the FFT transform is determined according to the length of the complex valued

QMF domain BRIR filters L, ., and the frame length in QMF domain time slots £ such
that

Lo.=L + 1L 1.

rans. »n H
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The complex-valued pseudo-FFT domain signals are then multiplied with the complex-

valued pseudo-FFT domain BRIR filters to form the fast convolution results. A vector m_

Is used to signal which channel of the input signal corresponds to which BRIR pair in the
BRIR data set.

5
This multiplication is done bandwise for all QMF frequency bands 4 with1 <k < K. . .The
maximum band K, is determined by the QMF band representing a frequency of either 18
kHz or the maximal signal frequency that is present in the audio signal from the core
decoder
10

Frwe =M ( o cogers] 8kHz).

The multiplication results from each audio input channel with each BRIR pair are summed

up in each QMF frequency band 4 with1 <k < X__ resulting in an intermediate 2-channel

159 K, -band pseudo-FFT domain signal.

ch= Nm ch=N,,
vn K —n'k n'k ~n'k — -k n',k -
Zocomy = D Jak R o oand Z o= % yeApr W . are the pseudo-FFT
ch=l ch=
: ol B | mnlk = #'k
convolution resuit z° = [zch’,,cw, Z 22 comy ] in the QMF domain frequency band & .

20 Next, a bandwise FFT synthesis is carried out to transform the convolution result back to

the QMF domain resulting in an intermediate 2-channel X -band QMF domain signal with

Lepr time slots 2% =[ 27 |with 1<n< L and1<k <K,

t,h LCONY ch,) conv? ch 2 conv

For each QMF domain input signal frame with Z =32 timeslots a convolution result signal

25 frame with [ =32 timeslots is retumed. The remaining L . —32 timeslots are stored and

an overtap-add processing is carried out in the following frame(s).

(c) (Generation of late reverberation
As a second intermediate signal 826a, 826b a reverberation signal called

30 :’r‘fh"m = 3% g ] is generated by a frequency domain reverberator module 816a,

¢h.laev? € clt.?.rcv

816b. The frequency domain reverberator 816a, 816b takes as input
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. a QMF domain stereo downmix 822 of one frame of the input signal,

. a parameter set that contains frequency-dependent reverberation times 808 and
energy values 810. '

The frequency domain reverberator 816a, 816b returns a 2-channel QMF domain late
reverberation tail.

The maximum used band number of the frequency-dependent parameter set is calculated
10 depending on the maximum frequency.

First, a QMF domain stereo downmix 818 of one frame of the input signal y=* is carried out

to form the input of the reverberator by a weighted summation of the input signal channels.

The weighting gains are contained in the downmix matrix M oumx + | ey are real-valued and

15 non-negative and the downmix matrix is of dimension N, x N, . ltcontains a non-zero value

where a channel of the input signal is mapped to one of the two output channels.

The channels that represent loudspeaker positions on the left hemisphere are mapped to
the left output channel and the channels that represent loudspeakers located on the right
20 hemisphere are mapped to the right output channel. The signais of these channels are
weighted by a coefficient of 1. The channels that répresent loudspeakers in the median

plane are mapped to both output channels of the binaural signhal. The input signals of these
channels are weighted by a coefficient

25 a=0.7071-~v—-!--.

V2

In addition, an energy equalization step is performed in the downmix. i adapts the bandwise
energy of one downmix channel to be equal to the sum of the bandwise energy of the input
signal channels that are contained in this downmix channel. This energy equalization Is

30  conducted by a bandwise multiplication with a real-valued coefficient

Pt o
Ceq. =\/%Ofu +e
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The factorc_; is limited to an interval of [0.5, 2].The numerical constant ¢ is introduced to

avoid a division by zero. The downmix is also bandlimited {o the frequency f_, ; the values

in all higher frequency bands are set to zero.

9  Fig. 9 schematically represents the processing in the frequency domain reverberator 816a,

816b of the binaural renderer 800 in accordance with an embodiment of the present
invention.

In the frequency domain reverberator a mono downmix of the stereo input is calculated

10 using an input mixer 900. This is done incoherently applying a 90° phase shift on the second
input channel.

This mono signal is then fed to a feedback delay loop 902 in each frequency band k&, which
creales a decaying sequence of impuises. It is followed by parallel FiIR decorrelators that

15 distribute the signal energy in a decaying manner into the intervals between the impulses
| and create incoherence between the output channels. A decaying filter {ap density is applied

lo create the energy decay. The filter tap phase operations are restricted to four options to
Implement a sparse and multiplier-free decorrelator.

20 After the calculation of the reverberation an inter-channel coherence (ICC) correction 904
s included in the reverberator module for every QMF frequency band. In the ICC correction

step frequency-dependent direct gains gaiect and Crossmix gains Jeross are used to adapt the
ICC.

25 The amount of energy and the reverberation times for the different frequency bands are
contained in the input parameter set. The values are given at a number of frequency points
which are internally mapped to the X = 64 QMF frequency bands.

Two instances of the frequency domain reverberator are used to calculate the final

30 intermediate signal],| =25k 2nk ] The signal Z7| ., is the first output channel of

ch,irev? “ch? rev cly, ), rev
the first instance of the reverberator, and 234  is the second output channel of the second

instance of the reverberator. They are combined to the final reverberation signal frame that
has the dimension of 2 channels, 64 bands and 32 time slots.
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- The sterco downmix 822 is both times scaled 821a.b according to a correlation measure
820 of the input signal frame to ensure the right scaling of the reverberator output. The

scaling tactor is defined as a value in the interval of [1 /NDMX’M', N oux m]linearly depending

on a correlation coefficient ¢__ between 0 and 1 with

10 where o, means the standard deviation across one time slot 7 of channel 4 , the operator

}r.h.ﬂ

{'}denotes the complex conjugate and ﬁis the zero-mean version of the QMF domain

signal y in the actual signal frame.

c.,. IS calculated twice: once for the plurality of channels 4, Bthat are active at the actual

15  signal frame F and are included in the left channel of the sterec downmix and once for the

plurality of channels A4, B that are active at the actual signal frame F and that are included in

the right channel of the stereo downmix. Npuxaa 18 the number of input channels that

are downmixed to one downmix channel 4 (number of matrix element in the 4th

row of the downmix matrix M, that are unequal to zero) and that are active in the

20  current frame.

The scaling factors then are

cscalc = [Cscafc,l 2 cscalc.z :l

o [\/NDMX.MM + ccorr . (N DMX.act.] V N DM X.act. i ) ? v N DMX.ac1.2 + Ccm'r ] (N NDMX.act2 \J N PN X acl) )]

25  The scaling factors are smoothed over audio signal frames by a 1t order low pass filter

resulling in smoothed scaling factors ¢_, = [Em,{,, +Cecate ]
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The scaling factors are initialized in the first audio input data frame by a time-domain

correlation analysis with the same means.

The input of the first reverberator instance is scaled with the scaling factorc and the

scale, )

input of the second reverberator instance is scaled with the scaling factorc_, , .

(0) Combination of convolutional results and late reverberation

Next, the convolutional result 814, z7* = [2"”‘ 2 ] and the reverberator output

ch, ) conv * “ch.2 cour

826a, 826b, 7" . ......[ Zey o s 2o m] , for one QMF domain audio input frame are combined

by a mixing process 828 that bandwise adds up the two signals. Note that the upper bands

higher than K . are zeroin z}* = because the convolution is only conducted in the bands

up o K__

The late reverberation  output iS delayed by an amount  of

d = ((Lypps —20-6441)/64 + 0.5)+1 time slots in the mixing process.

The delay d takes into account the transition time from early reflections to late reflections

in the BRIRs and an initial delay of the reverberator of 20 QMF time slots, as well as an
analysis delay of 0.5 QMF time slots for the QMF analysis of the BRIRs to ensure the

insertion of the late reverberation at a reasonable time slot. The combined signal z7; *at one

~An-~d .k

time slot n calculated byz”* 4+ A

ch.cony

(e) QMF synthesis of binaural QMF domain signal

One 2-channel frame of 32 time slots of the QMF domam output signal z2”* is transformed

¢h
t0 a 2-channel time domain signal frame with length L by the QMF synthesis according to
ISO/IEC 14496-3:2009, subclause 4.6.18.4.2. yielding the final time domain output signal

830, z, rzhl " ch?]

In accordance with the inventive approach the synthetic or artificial late reverberation is

scaled taking into consideration the characteristics of the input signal, thereby improving
the quality of the output signal while taking advantage of the reduced computational

complexity obtained by the separate processing. Also, as can be seen from the above
description, no additional hearing models or target reverberation loudness is required.
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Itis noted that the invention is not limited to the above described embodiment. For exam ple,
while the above embodiment has been described in combination with the QMF domain, it
Is noted that also other time-frequency domains may be used, for example the STFT
domain. Also, the scaling factor may be calculated in a frequency-dependent manner so

that the correlation is not calculated over the entire number of frequency bands, namely
iv[1, N}, but is calculated in a number of S subsets defined as follows:

LVYIL N L VNG + 1N, ., igY[Ne_g + N

Also, smoothing may be applied across the frequency bands or bands may be combined
according to a specific rule, for example according to the frequency resolution of the
hearing. Smoothing may be adapted to different time constants, for example dependent on
the frame size or the preference of the listener.

The inventive approach may alsc be applied for different frame sizes, even a frame size of
just one time slot in the time-frequency domain is possible.

In accordance with embodiments, different downmix matrices may be used for the downmix,
for example symmetric downmix matrices or asymmetric matrices.

The correlation measure may be derived from parameters that are transmitted in the audio
bitstream, for example from the inter-channel coherence in the MPEG surround or SAOC.
Also, in accordance with embodiments it is possible o exclude some values of the matrix

from the mean-value calculation, for example erroneously calculated values or values on

the main diagonal, the autocorrelation values, if necessary.

The process may be carried out at the encoder instead of using it in the binaural renderer
at the decoder side, for example when applying a low complexity binaural profile. This
results in that some representation of the scaling factors, for example the scaling factors
themselves, the correlation measure between 0 and 1 and the like, and these parameters

are transmitted in the bitstream from the encoder to the decoder for a fixed downstream
matrix.
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Also, while the above described embodiment is described applying the gain following the
reverberator 514, it is noted that in accordance with other embodiments the gain can also
be applied before the reverberator 514 or inside the reverberator, for example by modifying

the gains inside the reverberator 514. This is advantageous as fewer computations may be
required.

Although some aspects have been described in the context of an apparatus, it is clear that
these aspects also represent a description of the corresponding method, where a block or
device corresponds to a method step or a feature of a method step. Analogously, aspects
described in the context of a method step also represent a description of a corresponding
block or item or feature of a corresponding apparatus. Some or all of the method steps may
be executed by (or using) a hardware apparatus, like for example, a microprocessor, a
programmable computer or an electronic circuit. In some embodiments. some one or more
of the most important method steps may be executed by such an apparatus.

Depending on certain implementation requirements, embodiments of the invention can be
implemented in hardware or in software. The implementation can be performed using a non-
transitory storage medium such as a digital storage medium, for example a floppy disc, a
DVD, a Biu-Ray, a CD, a ROM, a PROM, and EPROM. an EEPROM or a FLASH memory,
having electronically readable control signals stored thereon. which cooperate (or are
capable of cooperating} with a programmable computer system such that the respective

method is performed. Therefore, the digital storage medium may be computer readable.

Some embodiments according to the invention comprise a data carrier having electronically
readable control signals, which are capable of cooperating with a programmable computer

system, such that one of the methods described herein is performed.

Generally, embodiments of the present invention can be implemented as a computer
program product with a program code, the program code being operative for performing
one of the methods when the computer program product runs on a com puter. The program

code may, for example, be stored on a machine readable carrier.

Other embodiments comprise the computer program for performing one of the methods
described herein, stored on a machine readable carrier.
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In other words, an embodiment of the inventive method is, therefore, a computer program
having a program code for performing one of the methods described herein, when the
computer program runs on a computer.

5 A further embodiment of the inventive method is, therefore, a data carrier (or a digital

storage medium, or a computer-readable medium) comprising, recorded thereon, the
computer program for performing one of the methods described herein. The data carrier,
the digital storage medium or the recorded medium are typically tangible and/or non-

transitionary.

10
A further embodiment of the invention method is, therefore, a data stream or a sequence of
signals representing the computer program for performing one of the methods described
herein. The data stream or the sequence of signals may, for example, be configured to be
transferred via a data communication connection, for example, via the internet.

15

A further embodiment comprises a processing means, for example, a computer or a

programmabile logic device, configured to, or programmed to, perform one of the methods
described herein.

20 Afurther embodiment comprises a computer having installed thereon the computer program
for performing one of the methods described herein.

A turther embodiment according to the invention comprises an apparatus or a system
configured to transfer (for example, electronically or optically) a computer program for

25 performing one of the methods described herein to a receiver. The receiver may, for
exampie, be a computer, a mobile device, a memory device or the like. The apparatus or

system may, for example, comprise a file server for transferring the computer program to
the receiver .

30  In some embodiments, a programmable logic device (for example, a field programmable
gate array) may be used to perform some or all of the functionalities of the methods
described herein. In some embodiments, a field programmable gate array may cooperate
with a microprocessor in order to perform one of the methods described herein. Generally,

the methods are preferably peﬁomed by any hardware apparatus.
35
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The above described embodiments are merely iltustrative for the principles of the present
invention. It is understood that modifications and variations of the arrangements and the
details described herein will be apparent to others skilled in the art. It is the intent. therefore,

to be limited only by the scope of the impending patent claims and not by the specific details
9 presented by way of description and explanation of the embadiments herein.
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CLAIMS

A method for processing an audio signal in accordance with a room impulse
response, the method comprising;

separately processing the audio signal with an early part and a late reverberation of
the room impulse response, wherein processing the late reverberation comprises
generating a scaled reverberated signal: and

combining the audio signal processed with the early part of the room impulse
response and the scaled reverberated signal,

wherein the audio signal comprises a plurality of input channels,

wherein the scaling is dependent on a fixed correlation measure or on a calculated
correlation measure of the audio signal input channels, and

wherein generating the scaled reverberated signal comprises applying a gain factor
to the audio signal processed with the late reverberation of the room impulse

response, the gain factor being determined based on the fixed correlation measure
or on the calculated correlation measure.

the method of claim 1, wherein the scaling is dependent on a condition of the
piurality of input channels of the audio signal, wherein the condition of the plurality

of input channels of the audio signal comprises one or more of the number of input
channels, the number of active input channels, and an activity in the one or more of
the plurality of input channels. '

The method of any one of claim 1 or 2, wherein the fixed comrelation measure of the
audio signal has a fixed vaiue of 0.1 10 0.9,

The method of any one of claims 1 1o 3, wherein the gain factor is determined as
tollows:

gzcu'*'p'(cc_ u)
where
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p = fixed or calculated correlation measure for the audio signal,

Cu, Cc factors indicative of the condition of the piurality of input channels of

the audio signal, with ¢, referring to totaily uncorrelated channels, and
Cc relating to totally correlated channels.

wherein ¢, and ¢ are determined as follows:

10'}0& (Kin)
Cy = 10 2‘(}) = \/Kin

20Jog. (Kin)
.= 1)
Lo = 10 20 = Kin
where
K:, = number of active input channels of the audio signal.

The method of any one of claims 1 to 4, wherein the gain factor is low pass filtered
over the plurality of audio frames.

The method of claim 5, wherein the gain factor is low pass filtered as follows:

gs(ty) = Csotd " Js(t; — 1) + Csnew "

&

Csmew = 1 — Cs otd

Csold = €

where

& = time constant of the low pass filter
t; = audio frame at frame t,

Js = smoothed gain factor

K = frame size, and

fs = sampling frequency.

The method of any one of claims 1 to 6, wherein the correlation analysis of the audio
signal comprises determining for an audio frame of the audio signal a combined
correlation measure, and wherein the combined correlation measure is calculated
by combining correlation coefficients for a plurality of channel combinations of one

audio frame, each audio frame comprising one or more time slots.
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The method of claim 7, wherein combining the correlation coefficients comprises
averaging a plurality of correlation coefficients of the audio frame.

The method of any one of claim 7 or 8, wherein determining the combined correlation
measure comprises:

(i) calculating an overall mean value for every channel of the one audio frame,

(ii) calculating a zero-mean audio frame by subtracting the mean values from
the corresponding channels,

(i) calculating for a plurality of channel combination the correlation coefficient,
and

(iv)  calculating the combined correlation measure as the mean of a plurality of
correlation coefficients.

The method of any one of claims 1 to 9, wherein the correlation coefficient for a
channel combination is calculated as follows:

1 .Ziijm[iaj} ' Xnli, J]7

R e I C T EEICATI)
where
p[m, n] = correlation coefficient,
o(xpli]) = standard deviation across one time slot j of channel m,
a(x4li]) = standard deviation across one time slot j of channel n.
Xerpe X = Zero-mean variables,
ivi1, N] = frequency bands,
ivi1, M] = {ime slots,
m,nVv[1,K] = channels,

*
I

complex conjugate.

The method of any one of claims 1 to 10, comprising delaying the scaled
reverberated signal to match its start to the transition point from early reflections to
late reverberation in the room impulse response.,

The method of any one of claims 1 to 11, wherein processing the late reverberation
comprises applying the audio signal to a downmixer for downmixing the audio signal
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to a signal having a lower number of channels and applying the downmixed audio
signal to a reverberator.

A non-tangible computer product including a computer readable medium storing
Instructions for carrying out the method of any one of claims 1 to 12 when being
executed by a computer.

A signal processing unit, comprising:
an input for receiving an audio signal,

an early part processor for processing the received audio signal in accordance with
an early part of a room impulse response,

a late reverberation processor for processing the received audio signal in
accordance with a late reverberation of the room impulse response, the late

reverberation processor configured to generate a scaled reverberated signal; and

an output for combining the processed early part of the received audic signal and
the scaled reverberated signal into an output audio signal,

wherein the audio signal comprises a plurality of input channels,

wherein the scaling is dependent on a fixed correlation measure or on a calculated

correlation measure of the audio signal input channels, and

wherein the scaled reverberated signal is generated by applying a gain factor to the
audio signal processed with the late reverberation of the room impulse response,
the gain factor being determined based on the fixed correiation measure or on the

calculated correlation measure.

The signal processing unit of claim 14, wherein the late reverberation pProcessor
comprises:

a reverberator receiving the audio signal and generating a reverberated signal; and
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a gain stage coupled to an input or to an output of the reverberator and controlled
by the gain factor.

The signal processing unit of any one of claim 14 or 15, comprising a correlation
analyzer generating the gain factor dependent on the audio signal.

The signal processing unit of any one of claims 14 to 16, further comprising at least
one of:

a low pass filter coupled to the gain stage, and

a delay element coupled between the gain stage and an adder, the adder further
coupled to the early part processor and the output.

A binaural renderer, comprising a signal processing unit of any one of claims 14 {o
17.

An audio encoder for coding audio signals, comprising:

a signal processing unit of any one of claims 14 to 17 or a binaural renderer of claim
18 for processing the audio signals prior to coding.

An audio decoder for decoding encoded audio signals, comprising:

a signal processing unit of any one of claims 14 to 17 or a binaural renderer of claim
18 for processing the decoded audio signals.
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