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SYSTEMS AND METHODS FOR RETMED 
VIRTUAL DATA PROCESSING 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

The present application claims priority to (is a continuation 
of) U.S. patent application Ser. No. 12/540.283 entitled “Sys 
tems and Methods for Retimed Virtual Data Processing, and 
filed Aug. 12, 2009 now U.S. Pat. No. 8.266,505 by Liu et al. 
The entirety of the aforementioned application is incorpo 
rated herein by reference for all purposes. 

BACKGROUND OF THE INVENTION 

The present invention is related to data processing systems, 
and more particularly to systems and methods for retimed 
virtual data processing. 

Existing data processing systems receive a series of data 
that includes various imbedded synchronization and timing 
information. The series of data is sampled using a sampling 
clock. The synchronization and timing information is pro 
vided to a timing loop that operates to correct the phase and 
frequency of the sampling clock. FIG. 1 shows an exemplary 
timing recovery circuit 100 including a phase detector 110 
that receives a data processing output 105 and a data process 
ing input 107. Data processing output 105 is the output 
received from a data processing circuit, and data processing 
input 107 is the input to the data processing circuit from 
which data processing output 105 is derived. Phase detector 
110 provides a phase error based on a comparison of data 
processing output 105 and data processing input 107. The 
phase error is filtered using a loop filter 120, and the filtered 
phase erroris interpolated using an interpolator 130 that is fed 
by a time based generator 140 to yield an updated sampling 
clock 109. Updated sampling clock 109 is used to sample the 
received series of data. Such loops exhibit latency from when 
the input data is received until the updated Sampling clock is 
available for Sampling future received data. 

Hence, for at least the aforementioned reasons, there exists 
a need in the art for advanced systems and methods for timing 
recovery in a data processing system. 

BRIEF SUMMARY OF THE INVENTION 

The present invention is related to data processing systems, 
and more particularly to systems and methods for retimed 
virtual data processing. 

Various embodiments of the present invention provide data 
processing circuits that include an analog to digital converter, 
an online timing loop, and an offline timing loop. The analog 
to digital converter receives an analog input and provides a 
first series of data samples Each bit of the first series of data 
samples corresponds to the analog input at a time controlled 
by an updated sampling clock. The online timing loop modi 
fies the updated Sampling clock based at least in part upon a 
processed version of the first series of data samples. The 
offline timing loop interpolates a derivative of the first series 
of data samples to yield a second series of data samples that 
mimics a series of data samples corresponding to the analog 
input that were sampled using a free running clock. The 
second series of data samples is interpolated to adjust each bit 
in accordance with an average frequency offset exhibited 
across the second series of data samples. 

In some instances of the aforementioned embodiments, the 
data processing circuit further includes a data detector circuit 
that applies a data detection algorithm to a derivative of the 
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2 
first series of data samples to yield a third series of data 
samples. In Such instances, the online timing loop modifies 
the updated Sampling clock based on a phase error value 
derived by comparing the derivative of the first series of data 
samples to the third series of data samples. In particular 
instances of the aforementioned embodiments, the derivative 
of the first series of data samples is a filtered version of the 
first series of data samples. In one or more instances of the 
aforementioned embodiments, the detector circuit is a MAP 
detector circuit. In various instances of the aforementioned 
embodiments, the data detector circuit is a first data detector 
circuit, and the offline timing loop includes: a digital interpo 
lator circuit, a second data detector circuit, a phase detector 
circuit, and a loop filter. The digital interpolator circuit 
receives the second series of data samples and provides an 
interpolated series of data samples. The second data detector 
circuit applies a data detection algorithm to a derivative of the 
interpolated series of data samples to yield a fourth series of 
data samples. The phase detector circuit determines a phase 
error by comparing the derivative of the interpolated series of 
data samples with a fourth series of data samples. The loop 
filter filters the phase error to yield a phase offset value that 
governs a phase offset applied by the digital interpolator 
circuit. 

In some cases, the derivative of the interpolated series of 
data samples is the interpolated series of data samples. In 
other cases, the derivative of the interpolated series of data 
samples is a filtered version of the interpolated series of data 
samples. In particular cases, the data processing circuit fur 
ther includes a data decoder circuit, and an interleaver 
memory. The data decoder circuit applies a data decoding 
algorithm to a decoder input and provides a data output. The 
interleaver memory provides either the fourth series of data 
samples or the third series of data samples as the decoder 
input depending upon whether online or offline processing is 
selected. In some cases, application of the data detection 
algorithm to the derivative of the interpolated series of data 
samples by the second data detector circuit is based at least in 
part on the data output. 

Other embodiments of the present invention provide meth 
ods for data processing that include receiving an analog input; 
converting the analog input into a first series of data samples 
such that each bit of the first series of data samples corre 
sponds to the analog input at a time controlled by an updated 
sampling clock; modifying the updated sampling clock based 
at least in part upon a processed version of the first series of 
data samples; interpolating a derivative of the first series to 
reverse an effect of modifying the updated sampling clock 
Such that a first interpolated series of data samples is provided 
that mimics a series of data samples corresponding to the 
analog input that were sampled using a free running clock; 
and interpolating the first interpolated series of data samples 
to adjust each bit in accordance with an average frequency 
offset exhibited across the first interpolated series of data 
samples to yield a second interpolated series of data samples. 
In some instances of the aforementioned embodiments, the 
derivative of the first series of data samples is the first series of 
data samples. In other instances, the derivative of the first 
series of data samples is a filtered version of the first series of 
data samples. 

Various instances of the aforementioned embodiments fur 
ther include applying a first data detection algorithm to a 
derivative of the first series of data samples to yield a third 
series of data samples. In such instances, modifying the 
updated Sampling clock is based on a first phase error value 
derived by comparing the derivative of the first series of data 
samples to the third series of data samples. The methods 
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further include applying a second data detection algorithm to 
the second interpolated series of data samples to yield a 
detector output. In Such instances, interpolating the first inter 
polated series of data samples to adjust each bit in accordance 
with an average frequency offset exhibited across the first 
interpolated series of data samples to yield a second interpo 
lated series of data samples is based at least on a second phase 
error value derived by comparing the second interpolated 
series of data samples to the detector output. In various 
instances, the methods further include selecting either the 
detector output or the third series of data samples as a decoder 
input; and applying a decoderalgorithm to the decoder input 
to yield a data output. In other instances, the methods further 
include applying the second data detection algorithm relies at 
least in part on the data output. 

Yet other embodiments of the present invention provides 
hard disk drive systems. Such systems include a storage 
medium; a read/write head assembly disposed in relation to 
the storage medium; an analog to digital converter; an online 
timing loop; and an offline timing loop. The analog to digital 
converter receives an analog input via the read/write head 
assembly. The analog to digital converter provides a first 
series of data samples, and wherein each bit of the first series 
of data samples corresponds to the analog input at a time 
controlled by an updated sampling clock. The online timing 
loop modifies the updated Sampling clock based at least in 
part upon a processed version of the first series of data 
samples. The offline timing loop interpolates a derivative of 
the first series of data samples to yield a second series of data 
samples. The second series of data samples mimics a series of 
data samples corresponding to the analog input that were 
sampled using a free running clock; and wherein the second 
series of data samples is interpolated to adjust each bit in 
accordance with an average frequency offset exhibited across 
the second series of data samples. 

This Summary provides only a general outline of some 
embodiments of the invention. Many other objects, features, 
advantages and other embodiments of the invention will 
become more fully apparent from the following detailed 
description, the appended claims and the accompanying 
drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

A further understanding of the various embodiments of the 
present invention may be realized by reference to the figures 
which are described in remaining portions of the specifica 
tion. In the figures, like reference numerals are used through 
out several drawings to refer to similar components. In some 
instances, a Sub-label consisting of a lower case letter is 
associated with a reference numeral to denote one of multiple 
similar components. When reference is made to a reference 
numeral without specification to an existing Sub-label, it is 
intended to refer to all such multiple similar components. 

FIG. 1 depicts a prior art timing recovery circuit that may 
be used in relation to a data processing system; 

FIG. 2A graphically shows a determined operation of a 
timing recovery circuit with a low gain; 

FIG. 2B graphically shows a determined operation of a 
timing recovery circuit with a high gain; 

FIG.3 shows a data processing circuit including a retimed 
virtual processing circuit in accordance with Some embodi 
ments of the present invention; 

FIG. 4A shows another data processing circuit including a 
retimed virtual processing circuit in accordance with some 
embodiments of the present invention: 
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4 
FIG. 4B depicts an exemplary loop filter circuit that may be 

used in relation to one or more embodiments of the present 
invention; 

FIG. 5 shows yet another data processing circuit including 
a retimed virtual processing circuit in accordance with some 
embodiments of the present invention: 

FIG. 6 is a flow diagram showing a method in accordance 
with some embodiments of the present invention for data 
processing including retimed virtual processing; and 

FIG. 7 depicts a storage system including a media defect 
detector circuit in accordance with various embodiments of 
the present invention. 

DETAILED DESCRIPTION OF THE INVENTION 

The present invention is related to data processing systems, 
and more particularly to systems and methods for retiming 
virtual data processing. 

Various problems have been found with the use of existing 
timing loop circuits. For example, where the gain of the loop 
is set to Small, any error may not be corrected in a reasonable 
period. An example of this is graphically depicted in FIG. 2A 
where phase 205 is plotted verses a distance from the user 
preamble in a series of data 210. As shown, an expected phase 
line 215 is shown as a dashed line representing a set of input 
data where the phase is gradually increased as each bit is 
received. A solid line 220 represents the tracked sampling 
phase generated by a timing loop circuit. As shown, where the 
loop gain is set too low, it takes a very longtime to correct the 
phase error. This results in a mis-sampling of all bits, which 
may be recoverable using downstream data detection and data 
decoding processes. However, where the sampling is too bad, 
the data set may not be recoverable. The time required to 
correct the phase error may be longer than any synchroniza 
tion and timing information available in the input stream. To 
address this, the amount of synchronization and timing infor 
mation may be increased to give a greater opportunity to 
correct the phase error. Such an approach, however, decreases 
the user data density as more bit periods are dedicated to the 
overhead of synchronization and timing information. 

Another approach is to increase the gain of the loop allow 
ing for correction using reduced synchronization and timing 
information. It has been found that this can result in a cata 
strophic failure as the phase correction slips forward or back 
ward as the timing loop attempts to correct the phase error. An 
example of this is graphically depicted in FIG. 2B where 
phase 255 is plotted verses a distance from the user preamble 
in a series of data 270. As shown, an expected phase line 265 
is shown as a dashed line representing a set of input data 
where the phase is gradually increased as each bit is received. 
A solid line 280 represents the tracked sampling phase gen 
erated by a timing loop circuit. Toward the end of the pro 
cessing of the series of data, the frequency offset is estimated 
reasonably well by the timing loop circuit, but the phase 
estimate is incorrect by a significant amount. As shown, 
where the loop gain is set too high, various over corrections 
occur, and in Some cases where the noise is too high Such as 
at a point 280, an over correction results in correcting to the 
correct phase, albeit displaced by an entire 1T cycle. This 
results in a misplacement of each Subsequently sampled bit 
into an incorrect sampling position. This effect is generally 
referred to herein as a “bit slip’. In exemplary existing data 
processing systems, such a bit slip is not recoverable. 

Turning to FIG.3, a data processing circuit 300 is depicted 
that includes a retimed virtual processing circuit in accor 
dance with some embodiments of the present invention. Data 
processing circuit 300 includes an analog to digital converter 
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and DFIR circuit 310 that receives a data input 305. Further, 
analog to digital converter and DFIR circuit 310 samples data 
input 305 based upon a sampling clock 375 to yield a series of 
digital samples corresponding to data input 305. The analog 
to digital converter may be any circuit that is capable of 
receiving an analog input signal and providing a series of data 
samples corresponding thereto. Based upon the disclosure 
provided herein, one of ordinary skill in the art will recognize 
a variety of analog to digital conversion circuits that may be 
used in relation to different embodiments of the present 
invention. The series of digital data samples are then filtered 
using a digital finite impulse response filter (DFIR), and the 
resulting filtered series of data samples is provided as a pro 
cessing data input 315 to a maximum a posteriori (MAP) 
detector circuit 320. The DFIR circuit may be any digital 
finite impulse response filter known in the art. Yet further, 
other filter circuits known in the art may be used in place of 
the DFIR circuit. MAP detector circuit 320 performs a MAP 
detection process as is known in the art on processing data 
input 315 to yield processing data output 325. MAP detector 
circuit 320 may be any MAP detector circuit known in the art. 
Further, in some embodiments of the present invention MAP 
detector circuit 320 may be replaced by another type of detec 
tion circuit Such as, for example, a Viterbialgorithm detector 
circuit. 

Both processing data input 315 and processing data output 
325 are provided to an online, high gain timing loop circuit 
370. Timing loop circuit 370 compares processing data input 
315 and processing data output 325 to derive a phase error 
signal that is in turn used to generate sampling clock 375. 
Timing loop circuit 370 may be any loop feedback circuit 
known in the art that is operable to update a sampling clock 
based upon a phase difference between a processing input and 
a processing output. Timing loop circuit 370 is referred to as 
“online' because it seeks to correct any sampling frequency 
output based upon synchronization and timing information 
received as part of data input 305 (e.g., acquisition mode on a 
hard disk drive system). Further, the gain of timing loop 
circuit 370 may be set to be relatively high to assure its ability 
to track a frequency of a short period of synchronization and 
timing information imbedded in data input 305. In one 
embodiment of the present invention, the synchronization 
and timing information is between forty and two hundred bit 
periods in length. In particular embodiments of the present 
invention, the synchronization and timing information is 
between sixty and one hundred bit periods in length. As one 
example, timing loop circuit 370 may be implemented as 
shown in FIG.1. Based upon the disclosure provided herein, 
one of ordinary skill in the art will recognize a variety of 
timing loop circuits that may be used in relation to different 
embodiments of the present invention. 
A series of digital data samples 317 are provided to an 

offline timing loop circuit 360. Offline timing loop circuit 360 
is operable to retime digital data samples 317 using average 
frequency error information derived from a data output 395 to 
correct for any accumulating phase offset that was not cor 
rected by online, high gain timing loop circuit 370. The retim 
ing corrects for any mis-sampling including bit slips that may 
have occurred during initial data processing. Timing loop 
circuit 360 is referred to as “offline” as it works on a previ 
ously buffered series of data samples and not on data samples 
directly created from data input 305 (e.g., retry mode in a hard 
disk drive system). The retimed digital data samples are pro 
cessed to yield a processing data output 365. 

In some cases, both processing data output 325 and pro 
cessing data output 365 include an indication of a likely value 
at each bit position corresponding to data input 305, and 
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corresponding soft data indicating a likelihood that the likely 
value at each bit position is correct. Both processing data 
output 325 and processing data output 365 are provided to an 
interleaver memory 340 that is responsible for buffering data, 
and providing either processing data output 325 or processing 
data output 365 as an decoder input 345 depending upon 
whether online or offline processing is selected. Thus, inter 
leaver memory 340 may be implemented as a multiplexer 
with two buffered inputs. Based upon the disclosure provided 
herein, one of ordinary skill in the art will recognize a number 
of implementations for interleaver memory 340 that may be 
used in relation to different embodiments of the present 
invention. Decoder input 345 is provided to a low density 
parity check (LDPC) decoder circuit 350. LDPC decoder 
circuit 350 applies a decoding algorithm to decoding input 
345, and provides the decoded result as data output 395. 
LDPC decoder circuit 350 may be any LDPC decoder circuit 
known in the art. Further, it should be noted that LDPC 
decoder circuit may be replaced with other types of decoder 
circuits known in the art Such as, for example, a Reed 
Solomon decoder circuit. Based upon the disclosure provided 
herein, one of ordinary skill in the art will recognize a variety 
of decoder circuits that may be used in place of LDPC 
decoder circuit 350 in accordance with different embodi 
ments of the present invention. 

In operation, data input 305 is received. Online processing 
(i.e., on the fly processing) utilizes online, high gain feedback 
loop 370 to track the bit periods of the stream of data provided 
as data input 305. Data input 305 continues to be sampled 
using the analog to digital converter sampling at a rate dic 
tated by sampling clock 375. The data is processed through 
DFIR, MAP detector circuit 320, and LDPC decoder circuit 
350 to yield a data output. In some cases, the processing may 
be iterative with multiple passes through a data detector cir 
cuit and LDPC decoder circuit set(s). Where the data is found 
to be recoverable, offline processing is not performed. 

Alternatively, where the data is not recovered using online 
processing, offline processing is performed. Such offline pro 
cessing includes retiming the buffered data samples received 
during online processing as digital data samples 317, and 
re-processing the retimed samples using LDPC decoder cir 
cuit 350 to determine whether the data can be recovered. 
Similar to online processing, offline processing can include 
iterative processing using multiple passes through a data 
detector circuit and LDPC decoder circuit set(s). Where the 
failure to recover was due to a bit slip or other sampling error, 
the retry process offers a reasonable expectation that the data 
can be recovered. 

FIG. 4 shows another data processing circuit 400 including 
a retimed virtual processing circuit in accordance with some 
embodiments of the present invention. Data processing cir 
cuit 400 includes an analog to digital converter circuit 410 
that receives a data input 405. Analog to digital converter 410 
sample data input 405 and provides a series of digital samples 
412 corresponding to sampling points dictated by a sampling 
clock 475. Analog to digital converter 410 may be any circuit 
that is capable of receiving an analog input signal and pro 
viding a series of data samples corresponding thereto. Based 
upon the disclosure provided herein, one of ordinary skill in 
the art will recognize a variety of analog to digital conversion 
circuits that may be used in relation to different embodiments 
of the present invention. 

Digital samples 412 are provided to a filter circuit 413. In 
some embodiments of the present invention, filter circuit 413 
is a digital finite impulse response filter as are known in the 
art. Based upon the disclosure provided herein, one of ordi 
nary skill in the art will recognize a variety of filters that may 
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be used in place of filter 413. Filter circuit 413 filters the 
received input and provides a series of filtered samples that 
are provided as a processing data input 417 to a data detector 
circuit 420. In some embodiments of the present invention, 
data detector circuit 420 is a maximum a posteriori (MAP) 
detector circuit as are known in the art. Other types of detector 
circuits such as, for example, a Viterbialgorithm detector 
circuit may be used in relation to different embodiments of 
the present invention. Based upon the disclosure provided 
herein, one of ordinary skill in the art will recognize a variety 
of detector circuits that may be used in relation to different 
embodiments of the present invention. Detector circuit 420 
performs a detection process as is known in the art on pro 
cessing data input 417 to yield a processing data output 445. 

Both processing data input 417 and processing data output 
445 are provided to an online, high gain timing loop circuit 
470. Timing loop circuit 470 compares processing data input 
417 and processing data output 445 to a phase detector circuit 
472. Phase detector circuit 472 compares processing data 
output 445 with processing data input 417 that yields a phase 
error value 473. Phase detector circuit 472 may be any circuit 
known in the art that is capable of determining a phase dif 
ference between one digital input and another digital input. 
Based upon the disclosure provided herein, one of ordinary 
skill in the art will recognize a variety of phase detector 
circuits that may be used in relation to different embodiments 
of the present invention. Phase error value 473 represents an 
amount that sampling clock 475 needs to be adjusted. 

Phase error value 473 is provided to a loop filter circuit 474 
that filters the update signal. FIG. 4B depicts an exemplary 
loop filter circuit 421 that may be used in relation to one or 
more embodiments of the present invention. Loop filter cir 
cuit 421 receives a phase error signal 422 that is multiplied by 
a frequency multiplier 423 using a multiplier circuit 426, and 
by a phase multiplier 434 using a multiplier circuit 434. The 
output of multiplier circuit 424 is provided to a Summation 
circuit 425 where it is added to an accumulated phase value 
maintained in a phase memory 427, and the output of Sum 
mation circuit 425 is stored back to phase memory 427. The 
output of phase memory 427 and multiplier circuit 426 are 
added using a Summation circuit 428. The output of Summa 
tion circuit 428 is provided to a summation circuit 429 where 
it is added to an accumulated frequency value maintained in a 
frequency memory 431, and the output of Summation circuit 
429 is stored back to frequency memory 431. The output of 
frequency memory 431 is provided as an offset 433. At the 
end of processing each bit of data, phase memory 427 holds a 
representation of the accumulated frequency and phase errors 
in frequency memory 431 and phase memory 427, respec 
tively. 

Loop filter circuit 474 provides a filtered error signal 477, 
and an inverse filtered error signal 479. Filtered error signal 
477 is provide to a sampling frequency generator circuit 476. 
Sampling frequency generator circuit 476 adjusts sampling 
clock 475 based at least in part on filtered error signal 477. 
Sampling frequency generator circuit 476 may include an 
interpolator circuit and a time based generator circuit similar 
to that shown in FIG.1. Based upon the disclosure provided 
herein, one of ordinary skill in the art will recognize a variety 
of frequency adjustment circuits that may be used in relation 
to different embodiments of the present invention. 

Timing loop circuit 470 is referred to as “online' because it 
seeks to correct any sampling frequency output based upon 
synchronization and timing information received as part of 
data input 405 (e.g., acquisition mode on a hard disk drive 
system). Further, the gain of timing loop circuit 470 may be 
set to be relatively high to assure its ability to track a fre 
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quency of a short period of synchronization and timing infor 
mation imbedded in data input 405. In one embodiment of the 
present invention, the synchronization and timing informa 
tion is between forty and two hundred bit periods in length. In 
particular embodiments of the present invention, the synchro 
nization and timing information is between sixty and one 
hundred bit periods in length. 

Processing data input 417, inverse filtered error signal 479 
and a data output 495 are provided to an offline timing loop 
circuit 460. Offline timing loop circuit 460 is operable to 
retime processing data input 417 using average frequency 
error information derived from a data output 495 to correct for 
any accumulating phase offset that was not corrected by 
online, high gain timing loop circuit 470. The retiming cor 
rects for any mis-sampling including bit slips that may have 
occurred during initial data processing. Timing loop circuit 
460 is referred to as “offline' as it works on a previously 
buffered series of data samples and not on data samples 
directly created from data input 405 (e.g., retry mode in a hard 
disk drive system). The retimed digital data samples are pro 
cessed to yield a processing data output 465. 

In particular, processing data input 417 and inverse filtered 
error signal 479 are provided to an interpolation circuit 491. 
Interpolation circuit 491 may be the same as the interpolation 
circuit included in Sampling frequency generator circuit 476. 
Inverse filtered error signal 479 causes an interpolation in the 
opposite direction of that caused by filtered error signal 477. 
As such, the change in Sampling frequency 475 caused by 
filtered error signal 477 is reversed by interpolation circuit 
491. Said another way, interpolation circuit 491 reverts the 
effect of timing loop circuit 470 such that a data set provided 
to a data buffer 461 mimics data sampled using a free running 
sampling clock (i.e., a sampling clock that is not adjusted by 
a feedback loop). This assures that the data set maintained in 
data buffer 461 are uniformly spaced with a bit by bit phase 
error that can be calculated based upon a frequency error in 
the mimicked free running sampling clock. Data buffer 461 
may be any memory device known in the art that is capable of 
storing a data set. In some cases, the data set is an LDPC 
codeword representing an entire sector of data from a mag 
netic storage medium. 
A retimed data set 459 is provided from data buffer 461 to 

a digital interpolation circuit 462. Digital interpolation circuit 
462 interpolates each sample of retimed data set 459 using an 
accumulating phase shift value 469. Phase shift value 469 is 
calculated for each bit of retimed data set using a feedback 
loop. The feedback loop includes a phase detector circuit 466 
that compares a processing data input 463 (i.e., an output 
from digital interpolation circuit 462) with processing data 
output 465 (i.e., an output from a data detector circuit 464). 
Phase detector circuit 466 yields a phase error value 467. 
Phase detector circuit 466 may be any circuit known in the art 
that is capable of determining a phase difference between one 
digital input and another digital input. Based upon the disclo 
sure provided herein, one of ordinary skill in the art will 
recognize a variety of phase detector circuits that may be used 
in relation to different embodiments of the present invention. 
Phase error value 467 represents an amount that phase shift 
value 469 is to be adjusted for interpolating the next sample of 
retimed data set 459. Phase error value 467 is provided to a 
loop filter circuit 468. Loop filter circuit 468 filters phase 
error value 467 and provides the filtered output as phase shift 
value 469. Loop filter circuit 468 may be implemented using 
the same architecture as loop filter circuit 474. 

Data detector circuit 464 receives processing data input 
463 and applies a detection algorithm thereto. In some cases, 
data detector circuit 464 may be implemented using the same 
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data detector architecture of data detector circuit 420. In some 
embodiments of the present invention, data detector circuit 
464 is a maximum a posteriori (MAP) detector circuit as are 
known in the art. Other types of detector circuits such as, for 
example, a Viterbialgorithm detector circuit may be used in 
relation to different embodiments of the present invention. 
Based upon the disclosure provided herein, one of ordinary 
skill in the art will recognize a variety of detector circuits that 
may be used in relation to different embodiments of the 
present invention. Data detector circuit 464 performs a detec 
tion process as is known in the art on processing data input 
463 to yield processing data output 465. In addition, a soft 
data portion of data output 495 is provided as a soft input 452 
to data detector circuit 464. Soft input 452 is available from a 
memory 451 that stores the soft portion of data output 495. 
Memory 451 may be any memory known in the art that is 
capable of storing a data set. Storing data output 495 in 
memory 451 assures that the data is available for use in 
relation to the processing of retimed data 459 by data detector 
circuit 464. By using data output 495 as a feedback to data 
detector circuit 464, an accurate interpolation by digital inter 
polation circuit 462 is enabled that provides a more accurate 
“sampling of the data when compared with that controlled 
by online, high gain timing loop circuit 470. 

In some cases, both processing data output 445 and pro 
cessing data output 465 include an indication of a likely value 
at each bit position corresponding to data input 405, and 
corresponding soft data indicating a likelihood that the data at 
each bit position is correct. Both processing data output 445 
and processing data output 465 are provided to an interleaver 
memory 443 that is responsible for buffering data, and pro 
viding either processing data output 445 or processing data 
output 465 as an decoder input 448 depending upon whether 
online or offline processing is selected. Thus, interleaver 
memory 443 may be implemented as a multiplexer with two 
buffered inputs. Based upon the disclosure provided herein, 
one of ordinary skill in the art will recognize a number of 
implementations for interleaver memory 443 that may be 
used in relation to different embodiments of the present 
invention. Decoder input 448 is provided to a low density 
parity check (LDPC) decoder circuit 450. LDPC decoder 
circuit 450 applies a decoding algorithm to decoding input 
448, and provides the decoded result as data output 495. 
LDPC decoder circuit 450 may be any LDPC decoder circuit 
known in the art. Further, it should be noted that LDPC 
decoder circuit may be replaced with other types of decoder 
circuits known in the art such as, for example, a Reed 
Solomon decoder circuit. Based upon the disclosure provided 
herein, one of ordinary skill in the art will recognize a variety 
of decoder circuits that may be used in place of LDPC 
decoder circuit 450 in accordance with different embodi 
ments of the present invention. 

In operation, data input 405 is received. Online processing 
(i.e., on the fly processing) utilizes online, high gain feedback 
loop 470 to track the bit periods of the stream of data provided 
as data input 405. Data input 405 continues to be sampled 
using analog to digital converter 410 sampling at a rate dic 
tated by sampling clock 475. The data is processed through 
DFIR 413, data detector circuit 420, and LDPC decoder cir 
cuit 450 to yield a data output. In some cases, the processing 
may be iterative with multiple passes through a data detector 
circuit and LDPC decoder circuit set(s). 

In parallel, any phase shift applied in the sampling of 
analog to digital converter 410 is removed by performing a 
reverse interpolation by interpolation circuit 491. The result 
ing interpolated data is stored to a data buffer 461. This data 
maintained in data buffer 461 mimics data input 405 sampled 
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using a free running clock (i.e., a clock of a constant fre 
quency that is not adjusted by online, high gain feedback loop 
470. 
Where the data is found to be recoverable, offline process 

ing is not performed. Alternatively, where the data is not 
recovered using online processing, offline processing is per 
formed. Such offline processing includes providing retimed 
data set 459 from data buffer 461 to digital interpolation 
circuit 462. Retimed data set 459 is digitally interpolated 
using a digital interpolation circuit 462. The digital interpo 
lation effectively adds an accumulating phase offset to each of 
the sampled of retimed data set 459 based upon a determined 
frequency offset. The frequency offset is determined by feed 
ing back data output 495 to data detector circuit 464. Similar 
to online processing, offline processing can include iterative 
processing using multiple passes through a data detector cir 
cuit and LDPC decoder circuit set(s). Where the failure to 
recover was due to a bit slip or other sampling error, the retry 
process offers a reasonable expectation that the data can be 
recovered. 

FIG. 5 shows another data processing circuit 500 including 
a retimed virtual processing circuit in accordance with some 
embodiments of the present invention. Data processing cir 
cuit 500 includes an analog to digital converter circuit 510 
that receives a data input 505. Analog to digital converter 510 
sample data input 505 and provides a series of digital samples 
512 corresponding to sampling points dictated by a sampling 
clock 575. Analog to digital converter 510 may be any circuit 
that is capable of receiving an analog input signal and pro 
viding a series of data samples corresponding thereto. Based 
upon the disclosure provided herein, one of ordinary skill in 
the art will recognize a variety of analog to digital conversion 
circuits that may be used in relation to different embodiments 
of the present invention. 

Digital samples 512 are provided to a filter circuit 513. In 
some embodiments of the present invention, filter circuit 513 
is a digital finite impulse response filter as are known in the 
art. Based upon the disclosure provided herein, one of ordi 
nary skill in the art will recognize a variety of filters that may 
be used in place of filter 513. Filter circuit 513 filters the 
received input and provides a series of filtered samples that 
are provided as a processing data input 517 to a data detector 
circuit 520. In some embodiments of the present invention, 
data detector circuit 520 is a maximum a posteriori (MAP) 
detector circuit as are known in the art. Other types of detector 
circuits such as, for example, a Viterbialgorithm detector 
circuit may be used in relation to different embodiments of 
the present invention. Based upon the disclosure provided 
herein, one of ordinary skill in the art will recognize a variety 
of detector circuits that may be used in relation to different 
embodiments of the present invention. Detector circuit 520 
performs a detection process as is known in the art on pro 
cessing data input 517 to yield a processing data output 545. 

Both processing data input 517 and processing data output 
545 are provided to an online, high gain timing loop circuit 
570. Timing loop circuit 570 compares processing data input 
517 and processing data output 545 to a phase detector circuit 
572. Phase detector circuit 572 compares processing data 
output 545 with processing data input 517 that yields a phase 
error value 573. Phase detector circuit 572 may be any circuit 
known in the art that is capable of determining a phase dif 
ference between one digital input and another digital input. 
Based upon the disclosure provided herein, one of ordinary 
skill in the art will recognize a variety of phase detector 
circuits that may be used in relation to different embodiments 
of the present invention. Phase error value 573 represents an 
amount that sampling clock 575 needs to be adjusted. 
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Phase error value 573 is provided to a loop filter circuit 574 
that filters the update signal. Loop filter circuit 574 may be 
implemented using the same architecture as loop filter circuit 
474 discussed above in relation to FIG. 4B. Loop filter circuit 
574 provides a filtered error signal 577, and an inverse filtered 
error signal 579. Filtered error signal 577 is provide to a 
sampling frequency generator circuit 576. Sampling fre 
quency generator circuit 576 adjusts sampling clock 575 
based at least in part on filtered error signal 577. Sampling 
frequency generator circuit 576 may include an interpolator 
circuit and a time based generator circuit similar to that shown 
in FIG.1. Based upon the disclosure provided herein, one of 
ordinary skill in the art will recognize a variety of frequency 
adjustment circuits that may be used in relation to different 
embodiments of the present invention. 

Timing loop circuit 570 is referred to as “online' because it 
seeks to correct any sampling frequency output based upon 
synchronization and timing information received as part of 
data input 505 (e.g., acquisition mode on a hard disk drive 
system). Further, the gain of timing loop circuit 570 may be 
set to be relatively high to assure its ability to track a fre 
quency of a short period of synchronization and timing infor 
mation imbedded in data input 505. In one embodiment of the 
present invention, the synchronization and timing informa 
tion is between forty and two hundred bit periods in length. In 
particular embodiments of the present invention, the synchro 
nization and timing information is between sixty and one 
hundred bit periods in length. 

Digital samples 512, inverse filtered error signal 579 and a 
data output 595 are provided to an offline timing loop circuit 
560. Offline timing loop circuit 560 is operable to retime 
digital samples 512 using average frequency error informa 
tion derived from a data output 595 to correct for any accu 
mulating phase offset that was not corrected by online, high 
gain timing loop circuit 570. The retiming corrects for any 
mis-sampling including bit slips that may have occurred dur 
ing initial data processing. Timing loop circuit 560 is referred 
to as "offline' as it works on a previously buffered series of 
data samples and not on data samples directly created from 
data input 505 (e.g., retry mode in a hard disk drive system). 
The retimed digital data samples are processed to yield a 
processing data output 565. 

In particular, digital samples 512 and inverse filtered error 
signal 579 are provided to an interpolation circuit 591. Inter 
polation circuit 591 may be the same as the interpolation 
circuit included in Sampling frequency generator circuit 576. 
Inverse filtered error signal 579 causes an interpolation in the 
opposite direction of that caused by filtered error signal 577. 
AS Such, the change in sampling frequency 575 caused by 
filtered error signal 577 is reversed by interpolation circuit 
591. Said another way, interpolation circuit 591 reverts the 
effect of timing loop circuit 570 such that a data set provided 
to a data buffer 561 mimics data sampled using a free running 
sampling clock (i.e., a sampling clock that is not adjusted by 
a feedback loop). This assures that the data set maintained in 
data buffer 561 are uniformly spaced with a bit by bit phase 
error that can be calculated based upon a frequency error in 
the mimicked free running sampling clock. Data buffer 561 
may be any memory device known in the art that is capable of 
storing a data set. In some cases, the data set is an LDPC 
codeword representing an entire sector of data from a mag 
netic storage medium. 
A retimed data set 559 is provided from data buffer 561 to 

a digital interpolation circuit 562. Digital interpolation circuit 
562 interpolates each sample of retimed data set 559 using an 
accumulating phase shift value 569. Phase shift value 569 is 
calculated for each bit of retimed data set using a feedback 
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loop. The feedback loop includes a phase detector circuit 566 
that compares a processing data input 558 (i.e., an output 
from digital interpolation circuit 562) with processing data 
output 565 (i.e., an output from a data detector circuit 564). 
Phase detector circuit 566 yields a phase error value 567. 
Phase detector circuit 566 may be any circuit known in the art 
that is capable of determining a phase difference between one 
digital input and another digital input. Based upon the disclo 
sure provided herein, one of ordinary skill in the art will 
recognize a variety of phase detector circuits that may be used 
in relation to different embodiments of the present invention. 
Phase error value 567 represents an amount that phase shift 
value 569 is to be adjusted for interpolating the next sample of 
retimed data set 559. Phase error value 567 is provided to a 
loop filter circuit 568. Loop filter circuit 568 filters phase 
error value 567 and provides the filtered output as phase shift 
value 469. Loop filter circuit 568 may be implemented using 
the same architecture as loop filter circuit 574. 

Data detector circuit 564 receives processing data input 
558. Processing data input 558 is an interpolated output 563 
filtered by a filter circuit 557. In some embodiments of the 
present invention, filter circuit 557 is a digital finite impulse 
response circuit as are known in the art. Based upon the 
disclosure provided herein, one of ordinary skill in the art will 
recognize a variety of filter circuits that may be used in 
relation to different embodiments of the present invention. 
Data detector circuit 564 applies a detection algorithm to 
processing data input 558. In some cases, data detector circuit 
564 may be implemented using the same data detector archi 
tecture of data detector circuit 520. In some embodiments of 
the present invention, data detector circuit 564 is a maximum 
a posteriori (MAP) detector circuit as are known in the art. 
Other types of detector circuits such as, for example, a Viterbi 
algorithm detector circuit may be used in relation to different 
embodiments of the present invention. Based upon the dis 
closure provided herein, one of ordinary skill in the art will 
recognize a variety of detector circuits that may be used in 
relation to different embodiments of the present invention. 
Data detector circuit 564 performs a detection process as is 
known in the art on processing data input 563 to yield pro 
cessing data output 565. In addition, a soft data portion of data 
output 595 is provided as a soft input 552 to data detector 
circuit 564. Soft input 552 is available from a memory 551 
that stores the soft portion of data output 595. Memory 551 
may be any memory known in the art that is capable of storing 
a data set. Storing data output 595 in memory 551 assures that 
the data is available for use in relation to the processing of 
retimed data 559 by data detector circuit 564. By using data 
output 595 as a feedback to data detector circuit 564, an 
accurate interpolation by digital interpolation circuit 562 is 
enabled that provides a more accurate “sampling” of the data 
when compared with that controlled by online, high gain 
timing loop circuit 570. 

In some cases, both processing data output 545 and pro 
cessing data output 565 include an indication of a likely value 
at each bit position corresponding to data input 505, and 
corresponding soft data indicating a likelihood that the data at 
each bit position is correct. Both processing data output 545 
and processing data output 565 are provided to an interleaver 
memory 543 that is responsible for buffering data, and pro 
viding either processing data output 545 or processing data 
output 565 as an decoder input 548 depending upon whether 
online or offline processing is selected. Thus, interleaver 
memory 543 may be implemented as a multiplexer with two 
buffered inputs. Based upon the disclosure provided herein, 
one of ordinary skill in the art will recognize a number of 
implementations for interleaver memory 543 that may be 
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used in relation to different embodiments of the present 
invention. Decoder input 548 is provided to a low density 
parity check (LDPC) decoder circuit 550. LDPC decoder 
circuit 550 applies a decoding algorithm to decoding input 
548, and provides the decoded result as data output 595. 
LDPC decoder circuit 550 may be any LDPC decoder circuit 
known in the art. Further, it should be noted that LDPC 
decoder circuit may be replaced with other types of decoder 
circuits known in the art such as, for example, a Reed 
Solomon decoder circuit. Based upon the disclosure provided 
herein, one of ordinary skill in the art will recognize a variety 
of decoder circuits that may be used in place of LDPC 
decoder circuit 550 in accordance with different embodi 
ments of the present invention. 

In operation, data input 505 is received. Online processing 
(i.e., on the fly processing) utilizes online, high gain feedback 
loop 570 to track the bit periods of the stream of data provided 
as data input 505. Data input 505 continues to be sampled 
using analog to digital converter 510 sampling at a rate dic 
tated by sampling clock 575. The data is processed through 
DFIR 513, data detector circuit 520, and LDPC decoder cir 
cuit 550 to yield a data output. In some cases, the processing 
may be iterative with multiple passes through a data detector 
circuit and LDPC decoder circuit set(s). 

In parallel, any phase shift applied in the sampling of 
analog to digital converter 510 is removed by performing a 
reverse interpolation by interpolation circuit 591. The result 
ing interpolated data is stored to a data buffer 561. This data 
maintained in data buffer 561 mimics data input 505 sampled 
using a free running clock (i.e., a clock of a constant fre 
quency that is not adjusted by online, high gain feedback loop 
570. 
Where the data is found to be recoverable, offline process 

ing is not performed. Alternatively, where the data is not 
recovered using online processing, offline processing is per 
formed. Such offline processing includes providing retimed 
data set 559 from data buffer 561 to digital interpolation 
circuit 562. Retimed data set 559 is digitally interpolated 
using a digital interpolation circuit 562. The digital interpo 
lation effectively adds an accumulating phase offset to each of 
the sampled of retimed data set 559 based upon a determined 
frequency offset. The frequency offset is determined by feed 
ing back data output 595 to data detector circuit 564. Similar 
to online processing, offline processing can include iterative 
processing using multiple passes through a data detector cir 
cuit and LDPC decoder circuit set(s). Where the failure to 
recover was due to a bit slip or other sampling error, the retry 
process offers a reasonable expectation that the data can be 
recovered. 

Turning to FIG. 6, a flow diagram 600 shows a method in 
accordance with Some embodiments of the present invention 
for data processing including retimed virtual processing. Fol 
lowing flow diagram 600, a data input is received (block 605). 
The data input is an analog data input that may be received 
from any data source. As one example, the data input may be 
derived by sensing magnetic fields previously written to a 
magnetic storage medium. The data input is converted to an 
series of digital samples that each correspond to an updated 
sampling clock (block 610). The resulting series of data 
samples may be filtered before or after being provided to a 
timing loop. A data detection algorithm is applied to the 
filtered series of data samples to yield a processing data 
output (block 615). 
An online timing loop (blocks 620-630) operates to update 

the sampling clock. In particular, the processing data input 
(e.g., the input to the data detector) is compared with the 
processing data output (e.g., the output of the data detector) to 
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yield a phase error (block 620). The phase erroris loop filtered 
(block 625), and the loop filtered phase error signal is used to 
update the sampling clock used to perform analog to digital 
conversion (block 630). 
A data decoding algorithm is applied to the detected output 

(block 650). It is then determined whether offline processing 
is warranted or desired (block 655). For example, where 
application of the data decoding algorithm converges, offline 
processing is not needed. As another example, offline pro 
cessing may be selectively disabled by the user. Where offline 
processing is not warranted or desired (block 655) the results 
of the decoding process are reported (block 660). 
An online timing loop (blocks 620-630) operates to update 

the sampling clock. In particular, the processing data input 
(e.g., the input to the data detector) is compared with the 
processing data output (e.g., the output of the data detector) to 
yield a phase error (block 620). The phase erroris loop filtered 
(block 625), and the loop filtered phase error signal is used to 
update the sampling clock used to perform analog to digital 
conversion (block 630). 

Data from the analog to digital conversion (block 610) is 
interpolated to reverse the effects of any change in the phase 
of the sampling clock introduced by the online timing loop of 
blocks 620-630 (block 670). The interpolated data samples 
(i.e., the retimed data samples) are stored to a data buffer for 
use in a potential later offline (i.e., virtual) data processing 
(block 675). Where offline processing is called for (block 
655), the retimed data is pulled from the buffer and each bit is 
interpolated to account for an average frequency offset 
between the sampled data and the desired data (block 680). 
The average frequency offset is assumed to occur uniformly 
across the entire data set and is determined by using the 
results of the previous data decoding process (block 650) fed 
back into an offline timing loop. In particular, the offline 
timing loop applies a data detection algorithm to the interpo 
lated data set using soft data from the earlier application of the 
data decoding algorithm from block 650 (block 685). The 
interpolated data and the output from the data detection pro 
cess are compared to determined a phase error that is loop 
filtered and fed back to control the amount of interpolation 
applied at block 680. A data decoding algorithm is applied to 
the result from the data detection process of block 685 (block 
690), and the results of the decoding process are reported 
(block 695). 

Turning to FIG. 7, a storage system 700 including a read 
channel 710 with an enhanced media defect detection circuit 
is shown in accordance with various embodiments of the 
present invention. Storage system 900 may be, for example, a 
hard disk drive. Storage system 900 also includes a pream 
plifier 970, an interface controller 920, a hard disk controller 
966, a motor controller 968, a spindle motor 972, a disk 
platter 978, and a read/write head 976. Interface controller 
920 controls addressing and timing of data to/from disk plat 
ter 978. The data on disk platter 978 consists of groups of 
magnetic signals that may be detected by read/write head 
assembly 976 when the assembly is properly positioned over 
disk platter 978. In one embodiment, disk platter 978 includes 
magnetic signals recorded in accordance with a perpendicular 
recording scheme. Addressing source 990 supplies addresses 
to interface control 920 directing locations on disk platter 978 
to which and from which data is to be respectively read and 
written. Defect information may be provided to a mapping 
control module (not shown) that is operable to receive indi 
cations of one or more regions of disk platter 978 that are 
defective, and to map the regions such that they are not used 
as is known in the art. 
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In a typical read operation, read/write head assembly 976 is 
accurately positioned by motor controller968 over a desired 
data track on disk platter 978. Motor controller 968 both 
positions read/write head assembly 976 in relation to disk 
platter 978 and drives spindle motor 972 by moving read/ 
write head assembly to the proper data track on disk platter 
978 under the direction of hard disk controller966. Spindle 
motor 972 spins disk platter 978 at a determined spin rate 
(RPMs). Once read/write head assembly 978 is positioned 
adjacent the proper data track, magnetic signals representing 
data on disk platter 978 are sensed by read/write head assem 
bly 976 as disk platter 978 is rotated by spindle motor 972. 
The sensed magnetic signals are provided as a continuous, 
minute analog signal representative of the magnetic data on 
disk platter 978. This minute analog signal is transferred from 
read/write head assembly 976 to read channel module 910 via 
preamplifier 970. Preamplifier 970 is operable to amplify the 
minute analog signals accessed from disk platter 978. In turn, 
read channel module 910 decodes and digitizes the received 
analog signal to recreate the information originally written to 
disk platter 978. This data is provided as read data 903 to a 
receiving circuit. A write operation is Substantially the oppo 
site of the preceding read operation with write data 901 being 
provided to read channel module 910. This data is then 
encoded and written to disk platter 978. 
The enhanced media defect detection circuit may be simi 

lar to those discussed above in relation to FIG. 2, FIG. 4 or 
FIG. 6, and/or may operate similar to that discussed above in 
relation to FIG. 3, FIG. 5 or FIG. 7. Such enhanced media 
defect detection circuits are capable of identifying media 
defects on disk platter 978. 

In conclusion, the invention provides novel systems, 
devices, methods and arrangements for performing data pro 
cessing system. While detailed descriptions of one or more 
embodiments of the invention have been given above, various 
alternatives, modifications, and equivalents will be apparent 
to those skilled in the art without varying from the spirit of the 
invention. Therefore, the above description should not be 
taken as limiting the scope of the invention, which is defined 
by the appended claims. 
What is claimed is: 
1. A data processing system, the system comprising: 
an analog to digital converter operable to receive an analog 

input and to provide a first series of data samples, 
wherein each bit of the first series of data samples cor 
responds to the analog input at a time controlled by an 
updated Sampling clock; 

an online timing loop operable to modify the updated Sam 
pling clock based at least in part upon a processed ver 
sion of the first series of data samples; and 

an offline timing loop operable to interpolate a derivative of 
the first series of data samples to yield a second series of 
data samples, wherein the second series of data samples 
mimics a series of data samples corresponding to the 
analog input that were sampled using a free running 
clock; and wherein the second series of data samples is 
interpolated to adjust each bit in accordance with an 
average frequency offset exhibited across the second 
series of data samples. 

2. The system of claim 1, wherein the system is imple 
mented as part of a storage device. 

3. The system of claim 2, wherein the storage device com 
prises: 

a read/write head assembly disposed in relation to a storage 
medium and operable to sense an information set on the 
storage medium and to yield a sensed signal, wherein the 
analog input is derived from the sensed signal. 

5 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

16 
4. The system of claim3, wherein the storage device further 

comprises: 
an amplifiercircuit operable to amplify the sensed signal to 

yield an amplified signal, wherein the analog input is 
derived from the amplified signal. 

5. The system of claim 1, wherein the system further com 
prises: 

a data detector circuit operable to apply a data detection 
algorithm to a detector input derived from the first series 
of data samples to yield a third series of data samples: 
and 

wherein the online timing loop is operable to modify the 
updated Sampling clock based on a phase error value 
derived by comparing the detector input to the third 
series of data samples. 

6. The system of claim 5, wherein the data detector circuit 
is a maximum a posteriori data detector circuit. 

7. The system of claim 5, wherein the data detector circuit 
is a first data detector circuit, wherein the data detection 
algorithm is a first data detection algorithm, wherein the 
detector input is a first detector input, and wherein the offline 
timing loop includes: 

a digital interpolator circuit operable to receive a second 
series of data samples and to provide an interpolated 
series of data samples; 

a second data detector circuit operable to apply a second 
data detection algorithm to a second detector input 
derived from the interpolated series of data samples to 
yield a fourth series of data samples; 

a phase detector circuit operable to determine a phase error 
by comparing the second detector input with the fourth 
series of data samples; and 

a loop filteroperable to filter the phase error to yield a phase 
offset value that governs a phase offset applied by the 
digital interpolator circuit. 

8. The system of claim 7, wherein the second detector input 
is the interpolated series of data samples. 

9. The system of claim 7, wherein the second detector input 
is a filtered version of the interpolated series of data samples. 

10. The system of claim 1, wherein the system is imple 
mented as part of an integrated circuit. 

11. A data processing system, the system comprising: 
an online timing loop operable to modify an updated Sam 

pling clock based at least in part upon a processed ver 
sion of a first series of data samples; and 

an offline timing loop operable to interpolate a data set 
derived from the first series of data samples to yield a 
second series of data samples, wherein the second series 
of data samples mimics a series of data samples corre 
sponding to an analog input that were sampled using a 
free running clock; and wherein the second series of data 
samples is interpolated to adjust each bit in accordance 
with an average frequency offset exhibited across the 
second series of data samples. 

12. The system of claim 11, wherein the system further 
comprises: 

an analog to digital converter operable to receive the analog 
input and to provide the first series of data samples, 
wherein each bit of the first series of data samples cor 
responds to the analog input at a time controlled by the 
updated Sampling clock. 

13. The system of claim 12, wherein the system is imple 
mented as part of a storage device. 
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14. The system of claim 13, wherein the storage device 
comprises: 

a read/write head assembly disposed in relation to a storage 
medium and operable to sense an information set on the 
storage medium and to yield a sensed signal; and 

an amplifiercircuit operable to amplify the sensed signal to 
yield an amplified signal, wherein the analog input is 
derived from the amplified signal. 

15. The system of claim 11, wherein the system further 
comprises: 

a data detector circuit operable to apply a data detection 
algorithm to a detector input derived from the first series 
of data samples to yield a third series of data samples: 
and 

wherein the online timing loop is operable to modify the 
updated sampling clock based on a phase error value 
derived by comparing the detector input to the third 
series of data samples. 

16. The system of claim 15, wherein the data detector 
circuit is a maximum a posteriori data detector circuit. 

17. The system of claim 15, wherein the data detector 
circuit is a first data detector circuit, wherein the data detec 
tion algorithm is a first data detection algorithm, wherein the 
detector input is a first detector input, and wherein the offline 
timing loop includes: 

a digital interpolator circuit operable to receive a second 
series of data samples and to provide an interpolated 
series of data samples; 
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a second data detector circuit operable to apply a second 

data detection algorithm to a second detector input 
derived from the interpolated series of data samples to 
yield a fourth series of data samples; 

a phase detector circuit operable to determine a phase error 
by comparing the second detector input with the fourth 
series of data samples; and 

a loop filteroperable to filter the phase error to yield a phase 
offset value that governs a phase offset applied by the 
digital interpolator circuit. 

18. The system of claim 17, wherein the second detector 
input is selected from a group consisting of the interpolated 
series of data samples, and a filtered version of the interpo 
lated series of data samples. 

19. The system of claim 11, wherein the system is imple 
mented as part of an integrated circuit. 

20. The system of claim 17, wherein the system further 
comprises: 

a data decoder circuit operable to apply a data decoding 
algorithm to a decoder input and to provides a decoded 
output; and 

an interleaver memory operable to provide either the fourth 
series of data samples or the third series of data samples 
as the decoder input depending upon whether online or 
offline processing is selected. 

21. The system of claim 20, wherein the data decoder 
circuit is a low density parity check decoder circuit. 

k k k k k 


