A processing device generates composite images from a sequence of images. The composite images may be used as frames of video. A foreground/background segmentation is performed at selected frames to extract a plurality of foreground object images depicting a foreground object at different locations as it moves across a scene. The foreground object images are stored to a foreground object list. The foreground object images in the foreground object list are overlaid onto subsequent video frames that follow the respective frames from which they were extracted, thereby generating a composite video.
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RELATED APPLICATIONS

This application claims the benefit of U.S. Provisional Application No. 62/233,882 filed on Sep. 28, 2015, the content of which is incorporated by reference herein.

BACKGROUND

Technical Field

This disclosure relates to video or image processing, and more specifically, to automatically generating composite images and videos from a single video or image sequence.

Description of the Related Art

A composite image is formed by superimposing components of two or more separate images or image segments into a single image. For example, when an object moves across a background scene, a composite image may show snapshots of the object at various time points in its motion overlaid over the background scene. Composite images therefore provide an informative and interesting depiction of an object’s path in a single image.

Composite images may also be used as individual frames of video to show, for example, a trail of an object being generated as the object moves across a scene. However, conventional techniques for generating composite video frames are computationally inefficient and produce videos with undesirable visual artifacts.

SUMMARY

In a first aspect of the present disclosure, a method is disclosed. In one embodiment thereof, the method is for generating a composite output video from an input video having a sequence of frames, and the method includes: receiving a current video frame for processing from the sequence of frames; determining, by a processing device, whether the current video frame meets first criteria; responsive to the current video frame meeting the first criteria, performing a foreground/background segmentation based on a predictive model to extract a foreground object image from the current video frame, the foreground object image comprising a representation of a foreground object depicted in the current video frame with background pixels subtracted, and storing the foreground object image to a foreground object list that stores a plurality of previously extracted foreground object images; overlaying each of the foreground object images in the foreground object list onto the current video frame to generate a composite video frame; determining whether the current video frame meets second criteria; and responsive to the current video frame meeting the second criteria, updating the predictive model.

In a second aspect of the present disclosure, non-transitory computer-readable storage medium is disclosed. In one embodiment thereof, the non-transitory computer-readable storage medium stores instructions for generating a composite output video from an input video having a sequence of frames, the instructions being configured to, when executed by a processor apparatus, cause the processor apparatus to perform steps including: receiving a current video frame for processing from the sequence of frames; determining whether the current video frame meets first criteria; responsive to the current video frame meeting the first criteria, performing a foreground/background segmentation based on a predictive model to extract a foreground object image from the current video frame, the foreground object image comprising a representation of a foreground object depicted in the current video frame with background pixels subtracted, and storing the foreground object image to a foreground object list that stores a plurality of previously extracted foreground object images; overlaying each of the foreground object images in the foreground object list onto the current video frame to generate a composite video frame; determining whether the current video frame meets second criteria; and responsive to the current video frame meeting the second criteria, updating the predictive model.

BRIEF DESCRIPTIONS OF THE DRAWINGS

The disclosed embodiments have other advantages and features which will be more readily apparent from the following detailed description of the invention and the appended claims, when taken in conjunction with the accompanying drawings, in which:

FIG. 1 illustrates an example embodiment of a media processing system.

FIG. 2A illustrates an example embodiment of a composite image.

FIG. 2B illustrates an example embodiment of video frames including composite frames.

FIG. 3 illustrates an example embodiment of an application for generating composite images or video frames.

FIG. 4 illustrates a first example embodiment of a process for generating a composite image from a sequence of input images.

FIG. 5A illustrates an example embodiment of a process for reducing noise in a composite image.

FIG. 5B illustrates example intermediate images in a process for reducing noise in a composite image.

FIG. 6 illustrates a second example embodiment of a process for generating a composite image from a sequence of input images.
FIG. 7A illustrates a first example embodiment of a composite image with uniform spacing between foreground object images.

FIG. 7B illustrates a second example embodiment of a composite image with uniform spacing between foreground object images.

FIG. 8 illustrates a third example embodiment of a process for generating a composite image from a sequence of input images.

FIG. 9 illustrates an embodiment of a process for generating a composite image from a sequence of input images when the camera is experiencing camera motion.

FIG. 10 illustrates an embodiment of a process for generating a composite image having stereo foreground objects from a sequence of stereo input images.

**DETAILED DESCRIPTION**

The figures and the following description relate to preferred embodiments by way of illustration only. It should be noted that from the following discussion, alternative embodiments of the structures and methods disclosed herein will be readily recognized as viable alternatives that may be employed without departing from the principles of what is claimed.

Reference will now be made in detail to several embodiments, examples of which are illustrated in the accompanying figures. It is noted that wherever practicable similar or like reference numbers may be used in the figures and may indicate similar or like functionality. The figures depict embodiments of the disclosed system (or method) for purposes of illustration only. One skilled in the art will readily recognize from the following description that alternative embodiments of the structures and methods illustrated herein may be employed without departing from the principles described herein.

**Configuration Overview**

In a first embodiment a composite output video is generated from an input video having a sequence of frames. A current video frame is received for processing from the sequence of frames and a processing device determines whether the current video frame meets first criteria. Responsive to the current video frame meeting the first criteria, the processing device performs a foreground/background segmentation based on a predictive model to extract a foreground object image from the current video frame. Here, the foreground object image comprises a representation of a foreground object depicted in the current video frame with background pixels subtracted. The foreground object image is stored to a foreground object list that stores a plurality of previously extracted foreground object images. Each of the foreground object images in the foreground object list are overlaid onto the current video frame to generate a composite video frame. Beneficially, the foreground/background segmentation can be performed only at frames from which the foreground object images are extracted and need not be performed at every frame. Furthermore, background motion in the output video is preserved.

In a second embodiment, a foreground object list comprising a plurality of previously extracted foreground object images is stored, in which each of the foreground object images comprising a representation of a foreground object with background pixels subtracted. A current video frame is received for processing from the sequence of frames and a foreground/background segmentation is performed based on a predictive model to extract a foreground object image for the current video frame. A processing device determines if the foreground object image meets first predefined criteria. Responsive to the foreground object image meeting the first predefined criteria, the foreground object image for the current frame is stored to the foreground object list. Each of the foreground object images in the foreground object list is then overlaid onto the current video frame to generate a composite video frame.

In a third embodiment, a range of frames is selected for processing from the sequence of frames and a foreground/background segmentation is performed on each of the frames in the range of frames to extract a plurality of candidate foreground object images based on a predictive model. The candidate foreground object images each comprise a representation of a foreground object depicted in a corresponding video frame with background pixels subtracted. Based on an image metric, a selected foreground object image is selected from the plurality of candidate foreground object images. The selected foreground object image is stored to a foreground object list. The foreground object images in the foreground object list are then overlaid on a current video frame to generate a composite video frame.

In a fourth embodiment, a sequence of image frames depicting a foreground object are received where the sequence of image frames are captured by a camera experiencing motion. For selected frames in the sequence of image frames, foreground/background segmentations are performed to extract respective foreground object images each comprising a representation of the foreground object with background pixels subtracted. The respective foreground object images are stored to a foreground object list. A respective motion of the camera is determined for each of the respective foreground object images in the foreground object list between the camera capturing the respective frame and the camera capturing a current frame. The representations of the foreground objects in the foreground object images are transformed based on the respective motions to generate transformed foreground object images. The transformed foreground object images are overlaid onto the current frame to generate a composite output image.

In a fifth embodiment, a sequence of stereo video frames depicting a foreground object is received. For selected frames in the sequence of stereo video frames, foreground/background segmentations are performed to extract respective stereo foreground object images each comprising a representation of the foreground object with background pixels subtracted. The respective stereo foreground object images are stored to a foreground object list with each of the stereo foreground object images having left and right images with a disparity between them. The stereo foreground object images are transformed to adjust the respective disparities between the respective left and right images based on a change between a convergence depth for the respective selected frames and a convergence depth for the current frame. The transformed stereo foreground object images are overlaid onto the current frame to generate a composite output image.

**Media Processing System**

FIG. 1 is a block diagram of a media content system 100, according to one embodiment. The media content system 100 includes a network 120, a camera 130, a client device 135 and a video server 140. In alternative configurations, different and/or additional components may be included in the media content system 100.

The camera 130 can include a camera body, one or more camera lenses, various indicators on the camera body (such
as LEDs, displays, and the like), various input mechanisms (such as buttons, switches, and touch-screen mechanisms), and electronics (e.g., imaging electronics, power electronics, metadata sensors, etc.) internal to the camera body for capturing images via the one or more lenses and/or performing other functions. In one embodiment, the camera 130 is capable of capturing spherical or substantially spherical content. In other embodiments, the camera 130 may capture images or video having a non-spherical wide angle field of view or a standard field of view.

The video server 140 receives and stores videos and/or images captured by the camera 130. Furthermore, in one embodiment, the video server 140 provides the user with an interface, such as a web page or native application installed on the client device 135, to interact with and/or edit the stored videos and to generate output videos relevant to a particular user from one or more stored videos. The videos stored by the video server 140 may include traditional videos having, for example, 30 frames per second or 60 frames per second, or videos formed from a sequence of burst-captured images or time-lapsed images.

In a burst mode, for example, the camera 130 may capture a given number of frames (burst of photos) over a given time window. In some implementations, number of photos per burst may be configured by the user, e.g., between 1 and 1000. In some implementations, the time window duration may be user selected (e.g., between 0.1 s and 10 s) or dynamically configured by the camera given user preferences (e.g., inter-shot duration), detected user activity (e.g., sky diving, surfing, biking), available storage, image resolution, bracketing configuration (e.g., 3 exposures per shot), and/or other settings. By way of an illustration, a skateboarder, attempting to record a jump, may configure the camera to collect a burst of 30 frames within 1 s time window.

When operating in a time lapse mode, the camera 130 may be configured to capture one or more images at a given interval. The capture moment may commence based on an indication by the user (e.g., press of the record button, voice command, camera shake, clap, and/or other indication). In some implementations, the time lapse image acquisition may be initiated automatically by the camera based on a given condition (e.g., timer expiration, parameter breaching a threshold (e.g., ambient light reaching a given level during pre-dawn/dawn), arrival of a wireless communication (e.g., text message, ping), and/or other condition). The time lapse photo acquisition interval may be configured, for example, between 0.1 s and 120 s. In some implementations of time lapse photo acquisition, the camera 130 may be configured to take a single image (photo) at the specified interval or a plurality of images (e.g., 2-100). Multiple images may be utilized, e.g., when bracketing for exposure and/or focus distance. Duration of the time lapse may be configured by the user.

A user can interact with interfaces provided by the video server 140 via the client device 235 in order to edit or view the videos and images. The client device 135 is any computing device capable of receiving user inputs as well as transmitting and/or receiving data via the network 210. In one embodiment, the client device 135 is a conventional computer system, such as a desktop or a laptop computer. Alternatively, the client device 135 may be a device having computer functionality, such as a personal digital assistant (PDA), a mobile telephone, a smartphone or another suitable device. The user can use the client device 135 to view and interact with or edit videos stored on the video server 140. For example, the user can view web pages including video summaries for a set of videos captured by the camera 130 via a web browser on the client device 135. Alternatively, the editing and viewing interfaces described herein may execute locally on the client device 135 without necessarily requiring the video server 140.

One or more input devices associated with the client device 135 receive input from the user. For example, the client device 135 can include a touch-sensitive display, a keyboard, a trackpad, a mouse, a voice recognition system, and the like. In some embodiments, the client device 135 can access video from the camera 130, and can transfer the accessed video to the video server 240. While FIG. 1 shows a single client device 135, in various embodiments, any number of client devices 135 may communicate with the video server 140.

The network 120 enables communication between the video server 140, the client device 135, and the camera 130. The network 120 may include any combination of local area and/or wide area networks, using both wired and/or wireless communication systems. In one embodiment, the network 120 uses standard communication technologies and/or protocols.

Various components of the environment 100 of FIG. 1 such as the camera 130, video server 140, and client device 125 can include one or more processors and a non-transitory computer-readable storage medium storing instructions therein that when executed cause the processor to carry out the functions attributed to the respective devices described herein. Furthermore, the processes described herein may be performed in the camera 130, on the video server 140, or on the client device 125.

Generating Composite Images or Video

In an embodiment, an application executing on the camera 130, the video server 140, or the client device 125 receives an input video comprising a sequence of frames and generates a composite image or a video having composite video frames. FIG. 2A illustrates an example of a composite image 200. In the composite image 200, two foreground object images FG1, FG2 have been extracted from selected earlier video frames and overlaid on a current video frame, thus depicting the foreground object at its current location and a subset of prior locations. This achieves the visual effect of showing the historical path of the object on a single image.

Composite images may be used as frames of an output video. Here, the foreground object images FG1 and FG2 are overlaid onto each frame of video that follows the frame from which they were extracted. As the video progresses, additional foreground object images may be extracted at selected frames and then added to all subsequent frames together with FG1 and FG2. Thus, each frame of video depicts the foreground object at a number of prior locations so as to have the visual effect of "freezing" a copy of the object at selected locations along its historical path. FIG. 2B illustrates sample frames from an output video having composite frames. A first frame 222 depicts a frame of video prior to any composite frames being generated. At a later frame 224 a first foreground object image FG1 has been overlaid onto the scene. At another subsequent frame 226 a second foreground object image FG2 has been overlaid onto the scene in addition to foreground object image FG1, thus creating the visual effect of showing a trail of the foreground object's path. Apart from adding the overlaid foreground object images FG1, FG2, the video frames are otherwise preserved. For example, background motion is preserved as can be seen, for example, by the background object BG which moves across the scene as the frames advance.
FIG. 3 illustrates an embodiment of an application 300 for generating a composite image or a video having composite frames from an input image sequence 302 (e.g., a video). In one embodiment, the application 300 comprises a segmentation engine 310, an object overlay engine 320, a foreground object list 330, and a predictive model 340. The segmentation engine 310 and object overlay engine 320 may be embodied as instructions stored to a non-transitory computer-readable storage medium that when executed by a processor causes the processor to carry out the functions attributed to these components as described herein. Furthermore, the foreground object list 330 and predictive model 340 may be embodied as data structures stored to a memory (e.g., a non-transitory computer-readable storage medium).

The segmentation engine 310 receives the input image sequence 302 and for one or more images of the input image sequence 302 performs a foreground/background segmentation to separate a foreground object image from a background image. The foreground object image depicts the foreground object with the background pixels subtracted out (i.e., the pixel locations corresponding to the background in the foreground object image are transparent). The segmentation engine 310 performs the foreground/background segmentation based on a predictive model 340 described in further detail below. The foreground object typically exhibits some motion relative to the background image and thus appears at different spatial locations in different images of the input image sequence 302. At each image in which the segmentation engine 310 performs the foreground/background segmentation, the extracted foreground object image is stored to the foreground object list 330. The foreground object images in the foreground object list 330 therefore represents a sequence of foreground object images as extracted from various frames in the input image sequence 302.

The object overlay engine 320 performs image overlays to generate composite images (which may be frames of video). Particularly, to generate a composite image, the object overlay engine 330 overlays each of the previously stored foreground object images in the foreground object list 330 onto a base image to generate a composite image. This overlay replaces the pixels of the base image with pixels of each of the foreground object images at pixel locations corresponding to the foreground object in the foreground object image. An output image sequence 304 is generated by overlaying the foreground object images onto one or more images in the input image sequence 302.

In an embodiment, the segmentation engine 310 performs segmentation using an adaptive Gaussian mixture model (GMM). A GMM is a probabilistic model represented as a weighted sum of K Gaussian component densities

$$p(X_t) = \sum_{i=1}^{K} w_i p(X_t | \mu_i, \Sigma_i).$$

where X is a K-dimensional data vector, w_i, i=1,...,K are the mixture weights, and p(X_t | \mu_i, \Sigma_i), i=1,...,K are the Gaussian component densities. p has the form

$$p(X_t | \mu_i, \Sigma_i) = \frac{1}{(2\pi)^{K/2} |\Sigma_i|^{1/2}} \exp \left\{ -\frac{1}{2} (X_t - \mu_i)^T \Sigma_i^{-1} (X_t - \mu_i) \right\}.$$

with mean vector \( \mu_i \) of the \( i \)th Gaussian mixture at time \( t \) and covariance matrix \( \Sigma_i \) of the \( i \)th Gaussian mixture at time \( t \). The mixture weights satisfy the condition \( \sum_{i=1}^{K} w_i = 1 \).

GMMs are often used for data clustering since the specific distribution of the data is not required to be known a priori. In an adaptive GMM, the number of components within the model are adjusted as new data points are received, allowing the model to be more robust to the variability in the data. In the training step used herein, a pixel-wise approach is taken in which an adaptive GMM is applied to every pixel. For example, beginning with the first image \( I_0 \) in the sequence, each pixel's red-green-blue (RGB) color values are clustered using the GMM. The clustered pixels generally may represent the same object or similar colors in the image. The number of clusters is variable which provides adaptability to varying scene changes such as illumination changes. A property of the adaptive GMM is that foreground objects in an image are usually represented by clusters with small weights. Therefore, the background image can be approximated by the B largest clusters:

$$p(x, I_B) = \sum_{b \in \text{clusters}} p(x | \mu_b, \Sigma_b).$$

where \( x \) is a sample pixel and \( I_B \) represents all the pixel data. If the clusters are sorted according to their descending weights, then

$$B = \text{argmin}_{b} (\mu_b - \mu_x)^T \Sigma_b^{-1} (\mu_b - \mu_x)$$

where \( M \) is a measure of the maximum amount of data that can belong to a foreground object without influencing the background image. The remaining clusters are considered to represent the foreground distribution. The foreground can contain multiple foreground objects (or clusters of pixels).

In one embodiment, additional post-processing may be applied to determine if the foreground pixels represent a single object or multiple distinct foreground objects. Equations (3) and (4) can be used to generate a binary mask representing the locations of the foreground and background objects.

Given a new frame at time \( t+1 \), each pixel undergoes a match test, which determines if it belongs to a particular cluster. The Mahalanobis distance is used to perform the match test:

$$d(X_{t+1} | \mu_i, \Sigma_i) = \frac{(X_{t+1} - \mu_i)^T \Sigma_i^{-1} (X_{t+1} - \mu_i)}{\sigma_i}$$

where \( k \) is a constant value (e.g., \( k=3 \)). If the sample pixel passes the match test (the computed distance is less than the threshold), then the sample pixel belongs to that Gaussian cluster. If there are no good cluster matches, a new cluster is generated. In order to be robust to dynamic changes in the scene, the parameters of the GMM are updated using an exponentially decaying envelope that limits the influence of old data. If the sample pixel passes the match test for one of the K Gaussian clusters, the parameters are updated as follows:

$$w_{i,t+1} = w_i + \alpha (1 - w_i) - \alpha \gamma$$

$$\mu_{i,t+1} = \mu_i + \frac{\alpha}{w_i} (X_{t+1} - \mu_i)$$

$$\sigma_{i,t+1} = \sigma_i + \frac{\alpha}{w_i} ((X_{t+1} - \mu_i)^T (X_{t+1} - \mu_i) - \sigma_i).$$

The hyper-parameter \( \alpha \) is the learning rate for the model, specifying how quickly the model is updated. Similarly, \( \alpha \) can be described as the inverse of the time adaptation period \( T \), such that \( \alpha = 1/T \). In other words, \( T \) is the number of frames used within the GMM. Therefore, \( \alpha \) is usually small (be-
between 0 and 1) where a small alpha (0.001) leads to a slowly it is determined to update the component within the GMM.

If the sample pixel fails the match test for all of the $K$ Gaussians, the parameters are instead updated as follows:

\[ w_{k+1} = \text{Lowest Prior Weight} \]

\[ \nu_{k+1} = \bar{X}_{k+1} \]

\[ \sigma_{k+1} = \text{Large Initial Variance} \]  

Lastly, if the maximum number of clusters has been reached, then the component with the smallest weight is removed.

In alternative embodiments, a different foreground/background model is used that is not necessarily based on a GMM.

FIG. 4 illustrates an embodiment of a process for generating composite frames from a sequence of images (e.g., a video). The predictive model is initialized based on a plurality of training images using equations (1)-(7) above. For example, in one embodiment, the training images comprise the first $P$ images of a sequence of images $I_1, \ldots, I_N$ where $N$ is the total number of images. The images may be either time-lapsed images or sequential frames.

After training the predictive model using the P training images, a current image $I_t$ in the image sequence is received for processing. It is next determined whether or not to extract a foreground object image at the current image $I_t$. For example, in one embodiment, the foreground object image is extracted every $Y$ images. In an example implementation, $Y$ is set to 15 images. It is determined to extract the object image at the current image, a foreground/background segmentation is performed on the current image based on the predictive model to extract the foreground object image. For example, in one embodiment, equations (3)-(4) described above are applied to generate the background image and the foreground object image from the current image $I_t$ in the form of a binary mask representing the pixel locations of the foreground pixels. The extracted foreground object image is then stored to the foreground object list. If it is determined not to extract the foreground object image at the current image, steps 408, 410 are skipped. Then, whether or not a segmentation was performed for the current image, all of the foreground object images in the foreground object list are applied to the current image $I_t$ to generate the composite image. In one embodiment, the foreground object list may store the RGB pixels to be directly overlaid in the composite image. Alternatively, the foreground object list may store the binary mask which is then applied to the corresponding frame to generate the RGB pixel data to apply to the composite image.

The predictive model may also be updated periodically or when certain conditions are met. For the current image, it is determined whether or not to update the predictive model. For example, in one embodiment, the predictive model is updated every $X$ images where $X$ is typically less than $Y$. In an example implementation, $X$ is set to 2, thus updating the predictive model every second image. In alternative embodiments, different values for $X$ may be used. If it is determined to update the predictive model at the current image $I_t$, the predictive model is updated according to equations (5)-(7) described above. The process then repeats from step 404 for the next image in the sequence.

When generating a video according to the process of FIG. 4, the background is updated every frame. Thus, motion in the background appears the same in the output video as in the input video. Furthermore, a new foreground object image at its present location is added every $Y$ frames. The visual effect is one of showing a path of the foreground object as it moves across a video background scene. Beneficially, the computationally intensive process of performing the foreground/background segmentation does not need to be performed for every image and is instead performed only at the images in which the foreground object is to be added to the foreground object list (e.g., every $Y$ images).

In one embodiment, performing the foreground/background segmentation in step 414 comprises processing the segmented images to remove or reduce noise. FIG. 5A illustrates an embodiment of a process for noise removal and FIG. 5B illustrates example images visually depicting the noise removal process. A binary mask $I_{\text{mask}}$ is obtained from an original image $I_{\text{orig}}$ representing pixel locations corresponding to a preliminary foreground object image. A median filter ($g_{5x5}$) is applied to remove speckled-like noise, thus producing an intermediate image $I_{\text{median}}$. The median filtering removes much of the noise in the true background areas, but it also removes some true foreground areas as well. To replace the lost foreground pixels, a filled convex hull region $I_{\text{hull}}$ of the preliminary foreground image is detected. The foreground pixels and any extra pixels removed from the median filtering are added to each side of $I_{\text{median}}$ and $I_{\text{hull}}$ to generate a temporary image $I_{\text{temp}}$. Then, only the pixels within the filled convex hull regions are retained while other pixels outside the filled convex hull region are discarded. This operation may be performed by a binary AND of $I_{\text{temp}}$ and $I_{\text{hull}}$ to generate $I_{\text{mask}}$. Gaps in the foreground region are closed. For example, a binary morphology closing operation (e.g., using a disk size of 9x9) may be applied to $I_{\text{mask}}$ to close small gaps. Furthermore, any remaining holes of a user-specified size may be filled to generate the foreground object image $I_{\text{foreground}}$.

In an alternative embodiment, instead of having a fixed frame interval $Y$ for updating the foreground object list, the foreground object list may be updated at variable intervals based on an analysis of the images as illustrated in the embodiments of FIG. 6. This technique may be used, for example, to generate composite images with uniform spacing between the foreground object images in the composite image even if the foreground object is not moving at uniform speed. Alternatively, this technique may be used to improve the quality of the foreground object images in the composite image by selecting foreground object images that meet some predefined image criteria.

In the process of FIG. 6, a segmentation is performed on a reference frame to generate an initial foreground object and initialize the predictive model. A current image in the image sequence is then received for processing. A foreground/background segmentation is then performed on the current image to extract a foreground object image. If an image criteria is met at step 608, the extracted foreground object image is added to the foreground object list and otherwise step 610 is skipped. For one embodiment, an image quality metric may be used to determine whether or not to add the foreground object image to the foreground object list. For example, an image
frames that are not in the group of Z frames). After generating the foreground object list, a composite output image or video is generated. For example, to generate an output video, the foreground object images are selectively overlaid on appropriate frames of the output video such that for any given frame, the foreground object images corresponding to frames earlier than the given frame are overlaid on the given frame. The process of FIG. 8 may additionally include periodically updating the predictive model (e.g., every X frames) as described above.

In any of the above-described methods, a transformation may be applied to one or more foreground object images to compensate for camera motion that occurs between capturing different images corresponding to the composite frames. In this manner, each composite frame depicts the foreground object from the current camera viewpoint. Thus, for example, if both the foreground object and the camera are moving from left to right such that the foreground object remains centered in each frame, the foreground object images can be transformed to compensate for the camera movement and properly depict the left to right motion of the foreground object, thus depicting a sequence of foreground objects beginning near the left edge and ending at the center at the present location of the foreground object. Similarly, foreground object images may be scaled to compensate for the camera movement along a z-axis (i.e., into or out of the scene), closer to or further from the path of the foreground object. In some embodiments, where multi-view images are available or can be generated, three-dimensional foreground objects may be constructed that can be rotated to compensate for rotation of the camera about the object. Thus, for example, the foreground object image may be rotated to provide the view of the overlaid foreground object that the camera would have seen had it captured the overlaid foreground object from its current rotational position.

FIG. 9 illustrates an embodiment of a process for generating a composite image in the presence of camera motion. A sequence of image frames depicting a foreground object is received 902 that are captured by a camera while the camera is undergoing motion. As a result of the camera motion, the actual path of the foreground object is not clearly defined from the image sequence. For selected frames in the sequence of image frames, a foreground/background segmentation is performed 904 to extract respective foreground object images that each comprise a representation of the foreground object with the background pixels subtracted. The process of selecting frames from which to extract the foreground object images and performing the foreground/background segmentation may be performed according to any of the various implementations described above or other implementations. Each respective foreground object image is stored 906 to a foreground object list. Motion information of the camera is also tracked 908 and stored corresponding to each foreground object image. For example, the camera’s motion may be tracked based on various motion sensors integrated with the camera, and motion or position data may be stored in associated with each foreground object image that represents a relative or absolute position or motion of the camera when the corresponding frame was captured. Alternatively, image analysis may be performed to determine camera motion without necessarily relying on sensor data from in-camera sensors. For example, in one embodiment, features are extracted and tracked between different frames. The feature motion may then be fit to a motion model of the camera to estimate the camera motion.
To generate a composite frame, each of the respective foreground object images in the foreground object list is processed 910 to determine a respective motion of the camera between the position of the camera when the corresponding frame was captured and the current position of the camera corresponding to the frame on which the foreground object images are being overlaid. Each of the foreground object images is then transformed 912 based on the respective motions to generate transformed foreground object images. In one embodiment, the transformation may compensate for at least one of translational motion of the camera in x, y, and/or z directions, rotational motion of the camera about a reference point (which may correspond to the foreground object), and pointing motion of the camera corresponding to a change in the camera orientation along any of the three axes. The transformed foreground object images are then overlaid 914 onto the current frame to generate a composite output image. As described above, this technique may be used to generate videos with composite frames that have a dynamic moving background or this technique may be used to generate individual composite images from a sequence of images.

Different translations may be applied to the foreground object images depending on the type of camera motion between the frame when the foreground object image was captured and the frame on which it is being overlaid. For example, in order to compensate for planar motion of the camera in the x-y plane, a location of the representation of the foreground object in each of the foreground object images being overlaid is translated to compensate for the change in planar position of the camera between capturing the selected frame corresponding to the foreground object image and capturing the current frame over which the foreground object image is being overlaid. Here, the transformation may involve translating the location of the overlaid foreground object image in a manner equal and opposite to the change in planar position of the camera between capturing the selected frame corresponding to the foreground object and capturing the current frame.

In another example, in order to compensate for motion of the camera along the z-axis (e.g., towards or away from the scene), the translation involves scaling the representation of the foreground object in the foreground object image based on a component of the motion representing a change in position along the z-axis (e.g., depth axis) between capturing the selected frame and capturing the current frame. Particularly, the foreground object may be enlarged in response to the camera being moved closer to the position of the foreground object when the selected frame was captured, and the foreground object may be reduced in size in response to the camera being moved further away from the position of the foreground object when the selected frame was captured.

In another example, a location of the foreground object may be translated based on a component of the motion representing a change in rotational position of the camera about a reference point between capturing the selected frame and capturing the current frame. Particularly, the location may be translated according to a motion equal and opposite to the motion representing the change in rotational position of the camera between capturing the selected frame and capturing the current frame. Furthermore, in embodiments in which three-dimensional foreground object images are available (as may be captured, for example, by multi-view camera systems or generated from stereo views using image processing techniques), the foreground object image may be rotated to compensate for the change in rotational camera position about the object.

In yet another example, the location of the foreground object may be translated based on a component of the motion representing a change in pointing orientation of the camera between the current frame and the selected frame. Furthermore, when a change in pointing orientation occurs, a lens distortion effect may be applied to the representation of the foreground object based on the change in pointing orientation of the camera between the current frame and the selected frame. For example, in a wide-angle or "fish-eye" lens, objects appear more stretched around the edges of the image than in the center of the image. Thus, an foreground object image that was originally captured in the center portion of the image but overlaid near an edge of a subsequent image due to a change in pointing orientation may have a distortion effect applied to mimic how the object would have looked if originally captured near the edge of the image. Similarly, a foreground object originally captured near an edge of an image may have a reverse distortion effect applied if it appears near the center of the image in the frame on which it is overlaid.

In one embodiment, a partial transparency may be applied to overlaid foreground object images that appear very close to the camera so that they do not block the view of the rest of the scene in a case where the object path has a component along the z-axis towards the camera or away from the camera. For example, in one embodiment, it is detected when an overlaid foreground object image exceeds an overlap threshold with one or more other overlaid foreground object images. A partial transparency is then applied to the detected foreground object image exceeding the overlap threshold. In other embodiments, different threshold criteria may be used. For example, a partial transparency may be applied dependent on a percentage of the image covered by the overlaid foreground object image. In other embodiments, the partial transparency may be applied dependent on a detected depth of the overlaid foreground object. In additional embodiments, the amount of transparency may be variable and change with the distance of the object to the camera using any of the detection methods discussed above.

In other embodiments, where a camera at least partially rotates around the foreground object image at a rate significantly faster than motion of the object, a multi-view foreground object image may be stored comprising a set of two or more foreground object images each depicting the foreground object from a different viewpoint. The multi-view foreground object image enables the foreground object to be rotated within the composite frame to depict any one of the different views. The particular view may be selected manually by a viewer via a user interface that enables the user to rotate a three-dimensional or partial three-dimensional view of the foreground object image to provide an interesting viewing effect. Alternatively, the particular view of the multi-view foreground object image may be selected automatically when overlaying the multi-view foreground object image on a frame. For example, the view may be selected that best matches the camera viewpoint in the selected frame on which the multi-view foreground object image is being overlaid. In one embodiment, the multi-view foreground object image may comprise a stereo foreground object image having left and right images that can be viewed as a three-dimensional object using a conventional stereo viewer. In yet further embodiments, similar effects may be applied to multi-view foreground object images captured concur-
rently using multiple cameras from different viewpoints, such as, for example, a stereo camera or multi-view camera system.

In yet other embodiments, composite images or video frames may be generated in for stereo (three-dimensional) images in which each overlaid foreground object image comprises a stereo image having left and right views. The disparity between the left and right images corresponds to the depth of the image when viewed using a stereo viewing system. Particularly, foreground object images having a positive disparity (e.g., the object location in the left image is to the left of the object location in the right image) appear behind a convergence depth (e.g., corresponding to the viewing screen), foreground object images having a negative disparity (e.g., the object location in the left image is to the right of the object location in the right image) appear in front of a convergence point, and foreground object images having zero disparity (e.g., the object location is the same in the left and right images) appear at the convergence depth. When overlaying stereo foreground objects on stereo frames, the disparity between the left and right foreground object images may be adjusted to provide the appropriate disparity based on their depth and the convergence depth for the current frame. For example, the convergence depth for the current frame may be set to correspond to the depth of the foreground object based on its current location. Overlaid foreground object images behind the plane corresponding to the current object depth are depicted with a positive disparity having increasing magnitude as they become farther away from the viewer while overlaid foreground object images in front of the plane corresponding to the current object depth are depicted with negative polarity having increasing magnitude as they become closer to the viewer.

FIG. 10 illustrates an embodiment of a method for generating a composite output image having stereo foreground objects. A sequence of stereo video frames are received 1002 depicting a foreground object. For selected frames in the sequence of stereo video frames, foreground/background segmentations are performed 1004 to extract respective stereo foreground object images which each comprise a representation of the foreground object with background pixels subtracted. The respective stereo foreground object images are stored 1006 to a foreground object list. Each of the stereo foreground object images thus include left and right images with a disparity between them. The stereo foreground object images are transformed 1008 to adjust the respective disparities between the respective left and right images based on a change between a convergence depth for the respective selected frames and a convergence depth for the current frame. For example, the disparity is decreased (i.e., becomes more positive or more negative) for a given stereo foreground object image in response to the convergence depth for the current frame being further away than a convergence depth for a selected frame corresponding to the given stereo foreground object, and the disparity is increased (i.e., becomes more positive or less negative) in response to the convergence depth for the current frame being closer than the convergence depth for the selected frame corresponding to the given stereo foreground object.

In addition, any of the techniques described above for compensating for camera motion (e.g., translations, rotation, scaling, partial transparencies, etc.) may similarly be applied to stereo foreground object images. Notably, some level of rotation may be achieved when stereo foreground object images are available and thus rotation may be applied to account for rotational camera motion.

In alternative embodiments, instead of directly capturing stereo frames, two-dimensional frames may be captured and stereo foreground object images may be generated from the two-dimensional capture by artificially applying a disparity to the extracted foreground object image. Where camera motion involves rotation about the object, views from different orientations may be selected to create the stereo foreground object images so as to provide a more complete three-dimensional view of the object.

Stereo foreground objects may be used together with any techniques described above in FIGS. 1-9 to generate composite videos having composite frames and dynamically moving background or such techniques may be used to generate individual composite images.

Additional Configuration Considerations

Throughout this specification, some embodiments have used the expression “coupled” along with its derivatives. The term “coupled” as used herein is not necessarily limited to two or more elements being in direct physical or electrical contact. Rather, the term “coupled” may also encompass two or more elements not in direct contact with each other but yet still co-operate or interact with each other, or are structured to provide a thermal conduction path between the elements.

Likewise, as used herein, the terms “comprising,” “comprising,” “including,” “including,” “having” or any other variation thereof, are intended to cover a non-exclusive inclusion. For example, a process, method, article, or apparatus that comprises a list of elements is not necessarily limited to only those elements but may include other elements not expressly listed or inherent to such process, method, article, or apparatus.

In addition, use of the “a” or “an” are employed to describe elements and components of the embodiments herein. This is done merely for convenience and to give a general sense of the invention. This description should be read to include one or at least one and the singular also includes the plural unless it is obvious that it is meant otherwise.

Finally, as used herein any reference to “one embodiment” or “an embodiment” means that a particular element, feature, structure, or characteristic described in connection with the embodiment is included in at least one embodiment. The appearances of the phrase “in one embodiment” in various places in the specification are not necessarily all referring to the same embodiment.

Upon reading this disclosure, those of skill in the art will appreciate still additional alternative structural and functional designs for the described embodiments as disclosed from the principles herein. Thus, while particular embodiments and applications have been illustrated and described, it is to be understood that the disclosed embodiments are not limited to the precise construction and components disclosed herein. Various modifications, changes and variations, which will be apparent to those skilled in the art, may be made in the arrangement, operation and details of the method and apparatus disclosed herein without departing from the scope defined in the appended claims.

The invention claimed is:

1. A method for generating a composite output video from an input video having a sequence of frames, the method comprising:
   receiving a current video frame for processing from the sequence of frames;
   determining, by a processing device, whether the current video frame meets first criteria;
responsive to the current video frame meeting the first criteria, performing, by the processing device, a foreground/background segmentation based on a predictive model to extract a foreground object image from the current video frame, the foreground object image comprising a representation of a foreground object depicted in the current video frame with background pixels subtracted, and storing the foreground object image to a foreground object list that stores a plurality of previously extracted foreground object images; overlaying each of the foreground object images in the foreground object list onto the current video frame to generate a composite video frame; determining whether the current video frame meets second criteria; and responsive to the current video frame meeting the second criteria, updating the predictive model.

2. The method of claim 1, further comprising:
training the predictive model based on a plurality of training video frames, the predictive model to predict whether a pixel in a given video frame belongs to a background model or the foreground object.

3. The method of claim 1, wherein determining whether the current video frame meets the first criteria comprises:
determining if a frame number of the current video frame is a multiple of a predefined integer Y.

4. The method of claim 1, wherein determining whether the current video frame meets second criteria comprises:
determining if a frame number of the current video frame is a multiple of a predefined integer X.

5. The method of claim 1, wherein performing the foreground/background segmentation comprises:
obtaining a preliminary foreground object image;
applying a filter to reduce noise in the preliminary foreground object image to generate a filtered image;
detecting a filled convex hull region in the preliminary foreground object image;
adding extra pixels from the filtered image to the preliminary foreground object image to generate a temporary image;
discarding pixels in the temporary image outside the filled convex hull region to generate a noisy convex hull image; and
closing gaps in foreground regions of the noisy convex hull image to generate the foreground object image.

6. The method of claim 1, wherein the predictive model comprises an adaptive Gaussian Mixture Model.

7. A non-transitory computer-readable storage medium storing instructions for generating a composite output video from an input video having a sequence of frames, the instructions when executed by a processor causing the processor to perform steps comprising:
receiving a current video frame for processing from the sequence of frames;
determining whether the current video frame meets first criteria; responsive to the current video frame meeting the first criteria, performing a foreground/background segmentation based on a predictive model to extract a foreground object image from the current video frame, the foreground object image comprising a representation of a foreground object depicted in the current video frame with background pixels subtracted, and storing the foreground object image to a foreground object list that stores a plurality of previously extracted foreground object images; overlaying each of the foreground object images in the foreground object list onto the current video frame to generate a composite video frame; determining whether the current video frame meets second criteria; and responsive to the current video frame meeting the second criteria, updating the predictive model.

8. The non-transitory computer-readable storage medium of claim 7, wherein the instructions when executed further cause the processor to perform steps including:
training the predictive model based on a plurality of training video frames, the predictive model to predict whether a pixel in a given video frame belongs to a background model or the foreground object.

9. The non-transitory computer-readable storage medium of claim 7, wherein determining whether the current video frame meets the first criteria comprises:
determining if a frame number of the current video frame is a multiple of a predefined integer Y.

10. The non-transitory computer-readable storage medium of claim 7, wherein determining whether the current video frame meets second criteria comprises:
determining if a frame number of the current video frame is a multiple of a predefined integer X.

11. The non-transitory computer-readable storage medium of claim 7, wherein performing the foreground/background segmentation comprises:
obtaining a preliminary foreground object image;
applying a filter to reduce noise in the preliminary foreground object image to generate a filtered image;
detecting a filled convex hull region in the preliminary foreground object image;
adding extra pixels from the filtered image to the preliminary foreground object image to generate a temporary image;
discarding pixels in the temporary image outside the filled convex hull region to generate a noisy convex hull image; and
closing gaps in foreground regions of the noisy convex hull image to generate the foreground object image.

12. The non-transitory computer-readable storage medium of claim 7, wherein the predictive model comprises an adaptive Gaussian Mixture Model.

13. A system comprising:
one or more processors; and
a non-transitory computer-readable storage medium storing instructions for generating a composite output video from an input video having a sequence of frames, the instructions when executed by the one or more processors causing the one or more processors to perform steps comprising:
receiving a current video frame for processing from the sequence of frames;
determining whether the current video frame meets first criteria; responsive to the current video frame meeting the first criteria, performing a foreground/background segmentation based on a predictive model to extract a foreground object image from the current video frame, the foreground object image comprising a representation of a foreground object depicted in the current video frame with background pixels subtracted, and storing the foreground object image to a foreground object list that stores a plurality of previously extracted foreground object images;
overlaying each of the foreground object images in the foreground object list onto the current video frame to generate a composite video frame; determining whether the current video frame meets second criteria; and responsive to the current video frame meeting the second criteria, updating the predictive model.

14. The system of claim 13, wherein the instructions when executed further cause the one or more processors to perform steps including: training the predictive model based on a plurality of training video frames, the predictive model to predict whether a pixel in a given video frame belongs to a background model or the foreground object.

15. The system of claim 13, wherein determining whether the current video frame meets the first criteria comprises: determining if a frame number of the current video frame is a multiple of a predefined integer Y.

16. The system of claim 13, wherein determining whether the current video frame meets second criteria comprises:

determining if a frame number of the current video frame is a multiple of a predefined integer X.

17. The system of claim 13, wherein performing the foreground/background segmentation comprises:

obtaining a preliminary foreground object image;

applying a filter to reduce noise in the preliminary foreground object image to generate a filtered image;

detecting a filled convex hull region in the preliminary foreground object image;

adding extra pixels from the filtered image to the preliminary foreground object image to generate a temporary image;

discarding pixels in the temporary image outside the filled convex hull region to generate a noisy convex hull image; and closing gaps in foreground regions of the noisy convex hull image to generate the foreground object image.

18. The system of claim 13, wherein the predictive model comprises an adaptive Gaussian Mixture Model.