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FIG. 1

(57) Abstract: Methods, systems, and apparatus, including 
computer program products, for generating data for annotating 
images automatically. In one aspect, a method includes receiv­
ing an input image, identifying one or more nearest neighbor 
images of the input image from among a collection of images, 
in which each of the one or more nearest neighbor images is as­
sociated with a respective one or more image labels, assigning 
a plurality of image labels to the input image, in which the plu­
rality of image labels are selected from the image labels associ­
ated with the one or more nearest neighbor images, and storing 
in a data repository the input image having the assigned plurali­
ty of image labels. In another aspect, a method includes assign­
ing a single image label to the input image, in which the single 
image label is selected from labels associated with multiple 
ranked nearest neighbor images.
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ANNOTATING IMAGES

CROSS-REFERENCE TO RELATED APPLICATIONS

This application claims the benefit under 35 U.S.C. § 119(e) of U.S. Patent 

Application No. 61/059,702 entitled “Annotating Images,” filed June 6, 2008, which is 

incorporated herein by reference in its entirety.

BACKGROUND

This specification relates to image annotation.

Text-based image annotation continues to be an important practical as well as 

fundamental problem in the computer vision and information retrieval communities. 

From the practical perspective, current image search solutions fail to use image content 

effectively for image search. This often leads to search results of limited applicability.

Given an input image, the goal of automatic image annotation is to assign a few 

relevant text keywords (also referred to as labels) to the image that reflect its visual 

content. Keywords can be assigned to (or associated with) an image by storing the 

keywords as metadata in any of a variety of ways, for example, in a digital file that 

includes the image, in a database with links or references from the keywords to the image, 

in an XML file with data linking the keywords and the image, or otherwise.

With rapidly increasing collections of image data on and off the Web, robust 

image search and retrieval is fast becoming a critical requirement. Current Internet image 

search engines generally exploit text-based search to retrieve relevant images, while 

ignoring image content. Utilizing image content to assign a richer, more relevant set of 

keywords can allow one to further exploit the fast indexing and retrieval architecture of 

these search engines for improved image search. This makes the problem of annotating 

images with relevant text keywords of immense practical interest.

SUMMARY

This specification describes technologies relating to annotating images 

automatically. In general, one aspect of the subject matter described in this specification 

can be embodied in a method of image annotation performed by a data processing 

apparatus that includes receiving an input image in the data processing apparatus, 

identifying one or more nearest neighbor images of the input image from among a 

collection of digital images stored on computer-readable media by operation of the data 
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processing apparatus, in which each of the one or more nearest neighbor images is 

associated with a respective one or more image labels, assigning a plurality of image 

labels to the input image, in which the plurality of image labels are selected by the data 

processing apparatus from the image labels associated with the one or more nearest 

neighbor images, and storing in a data repository the input image and an association of 

the input image with the assigned plurality of image labels.

In another aspect, a computer-implemented method includes receiving an input 

image, identifying multiple ranked nearest neighbor images of the input image from 

among a collection of images, in which each of the ranked nearest neighbor images is 

associated with a respective one or more image labels, assigning a single image label to 

the input image, in which the single image label is selected from the image labels 

associated with the multiple ranked nearest neighbor images, and storing in a data 

repository the input image having the assigned single image label. Other embodiments of 

the foregoing aspects include corresponding systems, apparatus, and computer program 

products.

In another aspect, a system includes means for determining that one or more 

reference images are nearest neighbor images of an input image, the one or more 

reference images collectively being associated with multiple image labels, and means for 

assigning two or more image labels to the input image, the two or more image labels 

being selected from among the multiple image labels associated with one or more 

reference images. Each of the one or more images can be associated with a plurality of 

image labels. These and other embodiments can optionally include one or more of the 

following features. The plurality of images can be selected from a single nearest 

neighbor image.

Assigning a plurality of image labels can include sorting the multiple nearest 

neighbor images according to a respective whole-image distance associated with each 

nearest neighbor image. Each whole-image distance may represent a degree of difference 

between the input image and a corresponding nearest neighbor image.

Assigning the plurality of image labels can further include ranking one or more 

first image labels according to a respective frequency of occurrence in the collection of 

digital images, in which each of the one or more first image labels is associated with a 

first nearest neighbor; and assigning at least one of the first image labels to the input 

image based on the ranking of the one or more first image labels.

2
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Assigning the plurality of image labels also can include ranking one or more 

second image labels, in which each of the second image labels is associated with one or 

more remaining nearest neighbor image, and assigning at least one of the second image 

labels to the input image based on the ranking of the one or more second image labels.

The ranking of the one or more second image labels can include sorting the one or 

more second image labels according to a co-occurrence of each of the second image 

labels with each first image label in the collection of digital images. Alternatively, or in 

addition, the ranking of the one or more second image labels can include sorting the one 

or more second image labels according to a local frequency of each of the second image 

labels in the one or more remaining nearest neighbor images.

The whole-image distance can include a combination of feature distances, each 

feature distance representing a degree of difference between an image feature associated 

with the input image and a respective image feature associated with the reference image. 

The image feature associated with the input image and the respective image feature 

associated with the reference image each can comprise a global image feature. 

Alternatively, or in addition the image feature associated with the input image and the 

respective image feature associated with the reference image each can include a local 

image feature.

The whole-image distance can be derived as an average of the feature distances. 

The average can be based on a substantially equal contribution from each of the feature 

distances. The average can based on a weighted contribution from each of the feature 

distances. The weighting for each of the feature distances can be calculated based on the 

collection of digital images, in which the collection of digital images is a group of 

training images comprising pairs of similar and dissimilar images.

At least one of the feature distances can be calculated as a difference between a 

texture feature of the input image and a corresponding texture feature of the reference 

image. At least one of the feature distances can be calculated as a difference between a 

color feature of the input image and a corresponding color feature of the reference image.

Particular embodiments of the subject matter described in this specification can be 

implemented to realize one or more of the following advantages. In some cases, the 

image annotation techniques are characterized by a minimal training requirement. In 

certain implementations, treating image annotation as a retrieval problem simplifies the 

annotation process.

3
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The details of one or more embodiments of the invention are set forth in the 

accompanying drawings and the description below. Other features, aspects, and 

advantages of the invention will become apparent from the description, the drawings, and 

the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates an example of annotating a test image with keywords.

FIG. 2A is a flow chart providing a general overview of determining the nearest 

neighbors of an input image.

FIG. 2B is a flow chart providing an overview of deriving the composite distance.

FIG. 3 is a flow chart providing a general overview of transferring keywords from 

the nearest neighbors of an input image to the input image.

FIG. 4 shows an example of images pairs that have at least 4 keywords in 

common.

FIG. 5 shows an example of image pairs that have zero keywords in common.

FIGS. 6 and 7 show example images from separate image datasets.

FIG. 8 shows examples of annotated images.

FIG. 9 shows examples of annotated images.

FIGS. 10, 11 and 12 show examples of a first few images retrieved for a number 

of different keywords in three different image datasets, respectively.

DETAILED DESCRIPTION

Automatically assigning keywords to images allows one to retrieve, index, 

organize and understand large collections of image data. This specification describes 

techniques for image annotation that treat annotation as a retrieval problem. The 

techniques utilize low-level image features and a simple combination of basic distance 

measures to find nearest neighbors of a given image. The keywords are then assigned 

using a greedy label transfer mechanism.

Image annotation is a difficult task for two main reasons: First, there is a pixel-to- 

predicate or semantic gap problem, in which extraction of semantically meaningful 

entities using just low level image features, e.g., color and texture, is difficult. Doing 

explicit recognition of thousands of objects or classes reliably is currently an unsolved 

problem. The second difficulty arises due to the lack of correspondence between the 

keywords and image regions in training data. For each image, one has access to the 

4
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keywords assigned to the entire image, and it is not known which regions of the image 

correspond to these keywords. This can preclude direct learning of classifiers in which 

each keyword is considered to be a separate class.

This specification describes techniques that are characterized by a minimal 

training requirement. The techniques outperform complex state-of-the art image 

annotation methods on several standard datasets, as well as a large Web dataset.

FIG. 1 illustrates an example of annotating a test image with keywords. Given a 

test image 2, one can find its nearest neighbor(s) (e.g., first nearest neighbor f0, second 

nearest neighbor 20, and third nearest neighbor 30, defined in some feature space with a 

pre-specified distance measure) from a training set 4 of images, and assign some or all of 

the keywords associated with the nearest neighbor image(s) to the input test image 2. In 

some cases, using simple distance measures defined on global image features performs 

better than other annotation techniques. In some implementations, K-nearest neighbors 

are used to assign the keywords instead of just the nearest one. In the multiple neighbors 

case, the appropriate keywords can be assigned to the input image using a greedy 

approach, further enhancing the annotation performance.

The K-nearest neighbor approach can be extended to incorporate multiple distance 

measures, which can be defined over distinct feature spaces. Combining different 

distances or kernels can yield good performance in object recognition tasks. Two 

different ways of combining different distances to create the annotation methods will be 

described. The first one computes the average of different distances after scaling each 

distance appropriately. The second one is based on selecting relevant distances using a 

sparse logistic regression method known as Lasso. For the regression method, a training 

set containing similar and dissimilar images can be used. A typical training set provided 

for the annotation task does not contain such information directly. In some 

implementations, Lasso is trained by creating a labeled set from the annotation training 

data. Even such a weakly trained Lasso provides good performance. In some cases, the 

averaged distance technique performs as well or better than the noisy Lasso technique.

A family of methods for image annotation will now be described in which the 

methods are built on the premise that images similar in appearance are likely to share 

keywords. To this end, image annotation is includes a process of transferring keywords 

from nearest neighbors. The neighborhood structure is constructed using image features, 

resulting in a rudimentary model that depends on the notion of distances between 

respective features in an input image and a corresponding reference image.

5
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FIG. 2A is a flow chart providing a general overview of determining the nearest 

neighbors of an input image. A server implemented on one or more computers is 

operable to receive (200) a digital input image. The server may also receive a collection 

of digital images of which one or more reference images are selected. The digital images 

can be stored in a data repository of the server or on other computer-readable media. The 

server then derives (202) a whole-image distance between the input image and the 

reference image that is selected from the collection of digital images. The whole-image 

distance represents a degree of difference between the input image as a whole and the 

reference image as a whole with reference to a plurality of image features. The whole­

image distance then is stored (204) in a digital data repository of the server.

Image features can be either global (generated from the entire image), or local 

(generated from interest points). Examples of global image features include color and 

texture. Color and texture are two low-level visual cues for image representation. 

Common color descriptors are based on coarse histograms of pixel color values. These 

color features can be utilized within image matching and indexing schemes, primarily due 

to their effectiveness and simplicity of computation. Texture is another low-level visual 

feature that can be a component of image representation. Image texture can be captured 

with Wavelet features. In particular, Gabor and Haar wavelets are quite effective in 

creating sparse yet discriminative image features. To limit the influence and biases of 

individual features, and to maximize the amount of information extracted, a number of 

simple and easy to compute color and texture features are employed.

Features from images in three different color spaces are generated. These include 

Red-Green-Blue (RGB), Hue-Saturation-Value (HSV), and CIE 1976 L, a*, b* (LAB) 

color space. While RGB is the default color space for image capturing and display, both 

HSV and LAB isolate important appearance characteristics not captured by RGB. For 

example, the HSV color space encodes the amount of light illuminating a color in the 

Value channel, and the Luminance channel of LAB is intended to reflect the human 

perception of brightness. The RGB feature is computed as a normalized 3D histogram of 

RGB pixel values, with 16 bins in each channel. Similarly, the HSV (and LAB) feature is 

a 16-bin-per-channel histogram in HSV (and LAB) color space. To determine the 

distance measures used for each color space, three distance measures, used for histograms 

and distributions (Αϊ-divergence, Ay-distance, and Ly-distancc), were evaluated on the 

human-labeled training data from the Corel5K dataset. The AZ-divergence is a non- 

commutative measure of the difference between two probability distributions. If the two 

6



WO 2009/154861 PCT/US2009/040975

5

10

15

20

25

30

distributions of a discrete random variable are Pl and P2, then the KL divergence is 

computed as sumi (P1 [i] * log(P 1 [i] / P2[i])). Δ| performed the best for RGB and HSV, 

while Αϊ-divergence was found suitable for LAB distances. Throughout the remainder of 

this disclosure, RGB and HSV distances imply the Δ i (Manhattan) measure, and the LAB 

distance implies AZ-divergence. Other distance measures can be used as well. Lor 

example, in some cases, a cosine distance measure or earth mover’s distance (EMD) can 

be used.

The texture of an image can be represented with Gabor and Haar Wavelets. In the 

present implementation, each image is filtered with Gabor wavelets at three scales and 

four orientations. The twelve response images are divided into non-overlapping regions, 

and the mean response magnitudes from each region are concatenated into a feature 

vector (throughout the text this feature is referred to as 'Gabor'). The second feature 

captures the quantized Gabor phase. The phase angle at each response pixel is averaged 

over 16x16 blocks in each of the twelve Gabor response images. These mean phase 

angles are quantized to 3 bits (eight values), and are concatenated into a feature vector 

(referred to throughout the text as 'GaborQ'). The Δ i distance is used for the Gabor and 

GaborQ features.

The Haar filter is a 2x2 edge filter. Haar Wavelet responses are generated by 

block-convolution of an image with Haar filters at three different orientations (horizontal, 

diagonal, and vertical). Responses at different scales were obtained by performing the 

convolution with a suitably subsampled image. After rescaling an image to size 64x64 

pixels, a Haar feature is generated by concatenating the Haar response magnitudes (this 

feature is referred to as just 'Haar'). As with the Gabor features, a quantized version was 

also considered, where the sign of the Haar responses are quantized to three values (either 

0, 1, or -1 if the response is zero, positive, or negative, respectively). Throughout the 

remainder of this disclosure, this quantized feature is referred to as ’HaarQ.’ The Δι 

distance is used for the Haar and HaarQ features, as with the Gabor features.

Other examples of global image features include: 1) "Tiny Images," which are 

images shrunk down to a very small size (e.g., thumbnails) and compared pixel-by-pixel; 

2) Gist transforms, which are similar to wavelet transforms and capture responses to 

steerable filters; 3) distributions of geometric features, such as the statistics of lines or 

other contours; and 4) histograms of gradient orientations for entire images. Other global 

image features can be used as well. The distance measures for the foregoing global image 

features can include, for example, Ll, L2, KL divergence, cosine and EMD.

7
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Regarding local features, there are two components to obtaining features from an 

image: First, there is "interest point detection", in which the location of points or regions 

in an image which will be useful for matching or comparing between images are 

identified. For example, comers are common interest points. Examples of interest point 

detection techniques include, but are not limited to, edge detection, blob detection, ridge 

detection and affine-invariant detection. The second step is "feature extraction", in which 

descriptive feature vectors are generated from the interest points. For example, a feature 

vector can describe the color distribution in the neighborhood of a comer, or the feature 

vector can describe the angle of the comer. Examples of other local descriptive features 

include, but are not limited to, scale-invariant (e.g., SIFT descriptor), rotation-invariant, 

gradient magnitude, gradient orientation and speeded up robust features (e.g., SURF 

descriptor).

As explained above, each image in the present implementation is represented with 

seven image features (e.g., 3 color histograms, and 4 texture features). The distance 

between corresponding image features in different images is a “basic distance.” A 

“composite distance” is a distance measure between images that incorporates some or all 

of the seven features. In some implementations, the composite distance can include 

additional features.

FIG. 2B is a flow chart providing an overview of deriving the composite distance. 

As before, a server implemented on one or more computers receives (210) an input image 

and a reference image. Subsequently, seven whole-image features are extracted (212) 

from each of the input and reference images. The extracted features include three color 

features and four texture features. The color features include a histogram of image colors 

in RGB color space, a histogram of image colors in HSV color space and a histogram of 

image colors in LAB color space. The texture features include a vector of the magnitude 

of the Gabor response, a vector of the quantized phase of the Gabor response, a vector of 

the magnitude of the Haar response, and a vector of the sign of the Haar response.

Basic distances then are derived (214) based on the features extracted from the 

input and reference image. For the RGB color space, the basic distance is the £/ distance 

between each of the RGB feature vectors. The Li distance is sometimes referred to as the 

Manhattan or city block distance. Similarly, the basic distance for the HSV color space is 

the Li distance between the HSV feature vectors. The basic distance for the LAB color 

space is the /</.-divergence between the LAB feature vectors.
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The basic distances between the Gabor, GaborQ, Haar and HaarQ features of the 

input and reference image are determined using the Li distance measurement. The 

distance measures used for each feature (£/, ΛΖ-di vergence) were determined by 

evaluating each feature's performance on a small training set for a few different distance 

measures, and selecting the best for each feature. Distance measures other than Li and 

AZ-divergence also can be used to compute the basic distances. For example, any Lp 

distance could have been used, a histogram intersection, or earth mover's distance (EMD), 

which is a mathematical measure of the difference between two distributions over some 

region.

After obtaining the basic distances for each whole-image feature, the distances are 

scaled (216). For each of the seven feature types, the scaling terms are determined from 

training data that will ensure the basic distances are bounded between 0 and 1, i.e., the 

basic distances are normalized.

The scaled basic distances then are combined (218) into a composite distance. A 

simple baseline method includes, for example, a linear combination of basic distances to 

yield the composite distance measure. That is, the composite distance between the input 

image and the reference image is the averaged sum of the seven basic distances. 

Although seven features are used, the algorithm can work easily with any number of 

features (including one).

In one embodiment, the linear combination is obtained by allowing each basic 

distance to contribute equally to the total combined distance. This method is called Joint 

Equal Contribution (JEC). In another embodiment, the basic distances are combined non- 

uniformly, giving preference to those features which are more relevant for capturing 

image similarity, i.e., weighting the basic distances. The weights for combining basic 

distances can be obtained using the sparse logistic regression technique, Lasso. 

Additional methods can be utilized as well. For example, in some embodiments the linear 

combination is based on a max-margin approach as described in Frome et al., “Learning 

Globally-Consistent Local Distance Functions for Shape-Based Image Retrieval and 

Classification,” International Conference on Computer Vision 2007.

If labeled training data is unavailable, or if the labels are extremely noisy, a simple 

way to combine distances from different features is to use the JEC method, in which each 

individual basic distance contributes equally to the total combined cost or distance. Let £■ 

be the /-th image, and say extracted N features = /.1 (in our case N = 7) have

9
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combined to provide a comprehensive distance between image Λ and Ij. In JEC, where 

each basic distance is scaled to fall between 0 and 1, each scaled basic distance 

contributes equally. The scaling terms can be determined empirically from the training
_ k

data. If d(ij) denotes the distance that has been appropriately scaled, the comprehensive 

image distance between images It and Ij can be defined as . This distance is

the Joint Equal Contribution or simply JEC.

Another approach to combining feature distances would be to identify those 

features that are more relevant for capturing image similarity. Since the different color 

(and texture) features are not completely independent, it is preferable to determine which 

color (or texture) features are redundant. Logistic regression with Li penalty, (i.e., 

Lasso), can provide a simple way to determine the relevancy of different features.

To apply logistic regression for feature selection, the image annotation scenario 

should be transformed into something that can be used for Lasso training. To this end, a 

new set Xis defined, and each data point x/ e Xis a pair of images (fi, Ij). The training 
set is given by X = = /, <zS,i^ /, where S is the input set of all training

images. Let y e {+1,-1} be the label attached to each training point x/. If a pair (Ij, Ij) 

contains 'similar' images, then x/ is assigned the label yi = 1, otherwise yi = -1. In Lasso, 

the optimal weights ω are obtained by minimizing the following penalized, negative 

log-likelihood:

ω = argim log(l + exp(- n/d x ix))+2| iu|i
® /=1

(1)

Here L is the number of image pairs used for training, | ji is the // norm, dxi is the vector 

containing the individual basic distances for the image pair xz, and λ is a positive 

weighting parameter tuned via cross-validation. Given the training data {(x/, yi)}, 

equation (a) can be solved by converting this into a constrained optimization problem. A

10
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linear combination of basic distances using the weights computed in (1) provides a 

measure of image similarity, so the result is negated to yield the corresponding distance.

A challenge in applying the foregoing scheme to image annotation lies in creating 

a training set containing pairs of similar and dissimilar images. The typical image 

annotation datasets do not have this information since each image contains just a few text 

keywords, and there is no notion of similarity (or dissimilarity) between images. In this 

setting, any pair of images that share enough keywords are a positive training example, 

and any pair with no keywords in common are a negative example. The quality of such a 

training set will depend on the number of keywords required to match before an image 

pair can be called 'similar.' A higher threshold will ensure a cleaner training set but reduce 

the number of positive pairs. On the contrary, a lower threshold will generate enough 

positive pairs for training at the cost of the quality of these pairs. In this work, training 

samples were obtained from the designated training set of the Corel5K benchmark. 

Images that had at least four keywords in common were treated as positive samples for 

training. FIG. 4 shows an example of images pairs that have at least 4 keywords, and 

FIG. 5 shows an example of image pairs that have zero keywords in common. Note that a 

larger overlap in keywords does not always translate into better image similarity, 

implying that the training set is inherently noisy.

Combining basic distances using JEC or Lasso provides a simple way to compute 

distances between images. Using such composite distances, it is possible to find the K 

nearest neighbors of an image from the test set in the training set. Subsequently, 

keywords then are assigned to the test image from its nearest neighbor images.

FIG. 3 is a flow chart providing a general overview of transferring keywords from 

the nearest neighbors of an input image to the input image. A server implemented on one 

or more computers receives (300) an input image and, in some implementations, a 

collection of reference images. The server then identifies (302) one or more nearest 

neighbor images of the input image from among a collection of images, in which each of 

the one or more nearest neighbor images is associated with a respective one or more 

image labels. The server then assigns (304) a plurality of image labels to the input image, 

in which the plurality of image labels are selected from the image labels associated with 

one or more of the nearest neighbor images. The input image having the assigned 

plurality of image labels then is stored (306) in a digital data repository of the server. 

Metadata containing the labels can be stored with the input image in the repository or 

elsewhere.
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A simple method to transfer n keywords to a query image I from the query's K 

nearest neighbors in the training set is disclosed as follows. Let f,i e 1,..., K be the K 

nearest neighbors of I in the training set, ordered according to increasing distance (i.e. Ii 

is the most similar image). The number of keywords associated with Z is denoted by |Zj. 

The steps of the greedy label transfer algorithm include:

1. Score each keyword of the nearest neighbor Ii according to the keyword's 

frequency in the training set.

2. Of the \I]\ keywords of Z, transfer the n highest scoring keywords to query

1. If|Z| < n, we still need to transfer more keywords, so proceed to 

step 3.

3. Rank each keyword of neighbors I2 through IK according to two factors: 1) 

their co-occurrence in the training set with the keywords transferred in step

2, and 2) their local frequency (how often they appear as keywords of 

images I2 through Ip). The product of these two factors, after 

normalization, provides the score necessary for ranking these keywords. 

Based on this keyword ranking, select the best n-\Ii\ keywords to transfer 

to the query I.

Essentially, the label transfer scheme applies all keywords of the first nearest neighbor. If 

more keywords are needed, then they are selected from neighbors 2 through N (based on 

two factors: co-occurrence and frequency).

In summary, the described implementations of image annotation method include 

the following steps. First, a composite image distance (computed with JEC or Lasso) is 

used to identify nearest neighbors of an input image. Next, the desired number of 

keywords are transferred from the nearest neighbors to the input image.

The performance of the image annotation methods were evaluated on different 

image datasets. FIGS. 6 and 7 show example images from two separate image datasets: 

the Corel5K set and the ESP set. The images in FIG. 6 are from the Corel5K dataset 

which has become the de facto evaluation benchmark in the image annotation 

community. On the left are 25 randomly selected images from the dataset. On the right 

are two sample images and their associated annotations. The set contains 5000 images 

collected from the larger Corel CD set. The set is annotated from a dictionary of 374 

12



WO 2009/154861 PCT/US2009/040975

5

10

15

20

25

30

keywords, with each image having been annotated with between one and five keywords, 

and on average 3.5 keywords. Out of 374 keywords, only 260 appear in the test set.

The images in FIG. 7 are from the ESP image dataset. On the left are 25 

randomly selected images from the dataset. On the right are two images and their 

associated annotations. The ESP set consists of 21844 images collected from an ESP 

collaborative image labeling game. The ESP game is a two-player game, where both 

players, without the ability to communicate with each other, are asked to assign labels to 

the same image. As soon as they have one label in common, they are given credit for 

successfully labeling the image and are presented with the next image. Thus, at most one 

label is obtained each time an image is shown to a pair of players. As each image is 

shown to more players, a list of taboo words is generated. Subsequent players of the 

game are not allowed to assign taboo words when shown the same image. These rules 

ensure that each image will be assigned many different labels by many different players. 

The set used contains a wide variety of images of natural scenes, man-made scenes, and 

objects annotated by 269 keywords. Each image is annotated with at least one keyword, 

at most 15 keywords, and on average 4.6 keywords.

Five keywords are assigned to each image using label transfer. In one 

embodiment, the JEC scheme was used with the label transfer algorithm, to assign five 

keywords to each test image in the Corel5K dataset. FIG. 8 shows examples of annotated 

images, i.e., a comparison of predicted keywords against the ground-truth (e.g., human- 

assigned) keywords for a number of sample images. Since the human-annotations often 

contain less than five keywords, in some cases JEC predicts keywords that are not in the 

ground-truth set but correctly describe the image content nonetheless. For example, the 

first image in the figure is predicted to have the keyword formation. Arguably, this is a 

correct description of the planes in the image even though it is not one of the human- 

assigned keywords.

FIG. 9 shows examples of annotated images. The images were annotated using 

the JEC scheme with the ESP image dataset. Although the predicted keywords using the 

JEC annotation method do not overlap perfectly with the human annotation, in many 

cases the "incorrect" predicted keywords correctly describe the image. For example, in 

the fourth image showing a man sitting on couch in front of a wall full of framed pictures, 

the JEC-assigned keywords arguably describe the image as (or more) accurately than 

those generated through the ESP game.
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A challenge in the image annotation task is knowing how many keywords are 

necessary to describe the content of an image. Assigning only 5 keywords during the 

label transfer stage artificially limits the number keywords that can be recalled correctly 

for many of the images. Although increasing the number of keywords assigned to an 

image can help increase the recall (e.g., in the extreme case, if all keywords were 

assigned to each image in an image dataset, then 100% recall could be ensured for all 

keywords), it will lead to a drop-off in the precision. In order to assign more than 5 

keywords to an image using the annotation methods, the number of nearest neighbors 

used during the label transfer stage is established as the minimum required to see enough 

unique keywords. However, this can lead to a drop in precision as the recall increases. 

This is due to the fact that the nearest neighbor structure is used for label transfer, which 

makes sense for a small number of neighbors. However, it introduces more errors as the 

number of neighbors is increased, which is necessary for assigning many keywords.

Assigning descriptive keywords to images allows users to search for images using 

only text-based queries. Evaluating the performance of an image retrieval engine is 

different than that of an annotation engine because in retrieval, the interest only is in the 

quality of the first few images associated with a given keyword. FIGS. 10, 11 and 12 

show examples of a first few images retrieved for a number of different keywords in three 

different image datasets, respectively.

Even for particularly challenging keywords (e.g. cyclist, skull, diagram and tie), 

many of the top retrieved images are correct. Also, many keywords have multiple 

meanings, commonly referred to as "word sense". In some such cases, the retrieved 

images span numerous meanings of the word. For example, the retrieved images for 

keyword ring in FIG. 12 represent a few different meanings of the word 'ring'.

The proposed image annotation methods combine basic distance measures over 

very simple global color and texture features. K-Nearest Neighbors computed using these 

combined distances form the basis of a simple greedy label transfer algorithm.

Embodiments of the subject matter and the operations described in this 

specification can be implemented in digital electronic circuitry, or in computer software, 

firmware, or hardware, including the structures disclosed in this specification and their 

structural equivalents, or in combinations of one or more of them. Embodiments of the 

subject matter described in this specification can be implemented as one or more 

computer programs, i.e., one or more modules of computer program instructions, encoded 

on a computer storage medium for execution by, or to control the operation of, data 
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processing apparatus. Alternatively or in addition, the program instructions can be 

encoded on an artificially-generated propagated signal, e.g., a machine-generated 

electrical, optical, or electromagnetic signal, that is generated to encode information for 

transmission to suitable receiver apparatus for execution by a data processing apparatus. 

The computer storage medium can be, or be included in, a computer-readable storage 

device, a computer-readable storage substrate, a random or serial access memory array or 

device, or a combination of one or more of them.

The operations described in this specification can be implemented as operations 

performed by a data processing apparatus on data stored on one or more computer- 

readable storage devices or received from other sources.

The term “data processing apparatus” encompasses all kinds of apparatus, devices, 

and machines for processing data, including by way of example a programmable 

processor, a computer, a system on a chip, or combinations of them. The apparatus can 

include special purpose logic circuitry, e.g., an FPGA (field programmable gate array) or 

an ASIC (application-specific integrated circuit). The apparatus can also include, in 

addition to hardware, code that creates an execution environment for the computer 

program in question, e.g., code that constitutes processor firmware, a protocol stack, a 

database management system, an operating system, a cross-platform runtime 

environment, e.g., a virtual machine, or a combination of one or more of them. The 

apparatus and execution environment can realize various different computing model 

infrastructures, such as web services, distributed computing and grid computing 

infrastructures.

A computer program (also known as a program, software, software application, 

script, or code) can be written in any form of programming language, including compiled 

or interpreted languages, declarative or procedural languages, and it can be deployed in 

any form, including as a stand-alone program or as a module, component, subroutine, 

object, or other unit suitable for use in a computing environment. A computer program 

may, but need not, correspond to a file in a file system. A program can be stored in a 

portion of a file that holds other programs or data (e.g., one or more scripts stored in a 

markup language document), in a single file dedicated to the program in question, or in 

multiple coordinated files (e.g., files that store one or more modules, sub-programs, or 

portions of code). A computer program can be deployed to be executed on one computer 

or on multiple computers that are located at one site or distributed across multiple sites 

and interconnected by a communication network.
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The processes and logic flows described in this specification can be performed by 

one or more programmable processors executing one or more computer programs to 

perform functions by operating on input data and generating output. The processes and 

logic flows can also be performed by, and apparatus can also be implemented as, special 

purpose logic circuitry, e.g., an FPGA (field programmable gate array) or an ASIC 

(application-specific integrated circuit).

Processors suitable for the execution of a computer program include, by way of 

example, both general and special purpose microprocessors, and any one or more 

processors of any kind of digital computer. Generally, a processor will receive 

instructions and data from a read-only memory or a random access memory or both. The 

essential elements of a computer are a processor for performing or executing instructions 

and one or more memory devices for storing instructions and data. Generally, a computer 

will also include, or be operatively coupled to receive data from or transfer data to, or 

both, one or more mass storage devices for storing data, e.g., magnetic, magneto-optical 

disks, or optical disks. However, a computer need not have such devices. Moreover, a 

computer can be embedded in another device, e.g., a mobile telephone, a personal digital 

assistant (PDA), a mobile audio player, a Global Positioning System (GPS) receiver, to 

name just a few. Computer-readable media suitable for storing computer program 

instructions and data include all forms of non-volatile memory, media and memory 

devices, including by way of example semiconductor memory devices, e.g., EPROM, 

EEPROM, and flash memory devices; magnetic disks, e.g., internal hard disks or 

removable disks; magneto-optical disks; and CD-ROM and DVD-ROM disks. The 

processor and the memory can be supplemented by, or incorporated in, special purpose 

logic circuitry.

To provide for interaction with a user, embodiments of the subject matter 

described in this specification can be implemented on a computer having a display device, 

e.g., a CRT (cathode ray tube) or LCD (liquid crystal display) monitor, for displaying 

information to the user and a keyboard and a pointing device, e.g., a mouse or a trackball, 

by which the user can provide input to the computer. Other kinds of devices can be used 

to provide for interaction with a user as well; for example, feedback provided to the user 

can be any form of sensory feedback, e.g., visual feedback, auditory feedback, or tactile 

feedback; and input from the user can be received in any form, including acoustic, 

speech, or tactile input.
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Embodiments of the subject matter described in this specification can be 

implemented in a computing system that includes a back-end component, e.g., as a data 

server, or that includes a middleware component, e.g., an application server, or that 

includes a front-end component, e.g., a client computer having a graphical user interface 

or a Web browser through which a user can interact with an implementation of the subject 

matter described is this specification, or any combination of one or more such back-end, 

middleware, or front-end components. The components of the system can be 

interconnected by any form or medium of digital data communication, e.g., a 

communication network. Examples of communication networks include a local area 

network (“LAN”) and a wide area network (“WAN”), e.g., the Internet.

The computing system can include clients and servers. A client and server are 

generally remote from each other and typically interact through a communication 

network. The relationship of client and server arises by virtue of computer programs 

running on the respective computers and having a client-server relationship to each other.

While this specification contains many specific implementation details, these 

should not be construed as limitations on the scope of the invention or of what may be 

claimed, but rather as descriptions of features specific to particular embodiments of the 

invention. Certain features that are described in this specification in the context of 

separate embodiments can also be implemented in combination in a single embodiment. 

Conversely, various features that are described in the context of a single embodiment can 

also be implemented in multiple embodiments separately or in any suitable 

subcombination. Moreover, although features may be described above as acting in 

certain combinations and even initially claimed as such, one or more features from a 

claimed combination can in some cases be excised from the combination, and the claimed 

combination may be directed to a subcombination or variation of a subcombination.

Similarly, while operations are depicted in the drawings in a particular order, this 

should not be understood as requiring that such operations be performed in the particular 

order shown or in sequential order, or that all illustrated operations be performed, to 

achieve desirable results. In certain circumstances, multitasking and parallel processing 

may be advantageous. Moreover, the separation of various system components in the 

embodiments described above should not be understood as requiring such separation in 

all embodiments, and it should be understood that the described program components and 

systems can generally be integrated together in a single software product or packaged into 

multiple software products.
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Thus, particular embodiments of the invention have been described. Other 

embodiments are within the scope of the following claims. For example, the actions 

recited in the claims can be performed in a different order and still achieve desirable 

results.
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13 What is claimed is:

1. A method of image annotation performed by a data processing apparatus, the 

method comprising:

receiving an input image in the data processing apparatus;

identifying a plurality of nearest neighbor images of the input image from among a 

collection of digital images stored on computer-readable media by operation of the data 

processing apparatus, wherein each of the nearest neighbor images is associated with a 

respective one or more image labels;

assigning a plurality of image labels to the input image, wherein the plurality of 

image labels are selected by the data processing apparatus from the image labels associated 

with the nearest neighbor images,

ranking one or more first image labels according to a respective frequency of 

occurrence in the collection of digital images, wherein each of the one or more first image 

labels is associated with a first nearest neighbor image;

ranking one or more second image labels, each of the second image labels being 

associated with one or more remaining nearest neighbor images, wherein ranking of the one 

or more second image labels comprises sorting the one or more second image labels 

according to a co-occurrence of each of the second image labels with each first image label 

in the collection of digital images,

and wherein assigning the plurality of image labels comprises (1) assigning at least 

one of the first image labels to the input image based on the ranking of the one or more first 

image labels and (2) assigning at least one of the second image labels to the input image 

based on the ranking of the one or more second image labels; and

storing in a digital data repository the input image having the assigned plurality of 

image labels.

2. The method of claim 1, wherein the input image is stored in the digital data 

repository in an image file including the plurality of image labels as metadata.

3. The method of claim 1, wherein the collection of digital images comprises a 

plurality of reference images, and wherein identifying the plurality of nearest neighbor 

images comprises:
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13 determining, for each reference image, a corresponding whole-image distance

representing a degree of difference between the input image and the reference image; and

identifying reference images closest to the input image, as measured by the whole­

image distances, as the plurality of nearest neighbors.

4. The method of claim 1, wherein ranking of the one or more second image labels 

comprises sorting the one or more second image labels according to a local frequency of 

each of the second image labels in the one or more remaining nearest neighbour images.

5. The method of claim 3, wherein the whole-image distance comprises a combination 

of feature distances, each feature distance representing a degree of difference between an 

image feature associated with the input image and a corresponding image feature associated 

with the corresponding reference image.

6. The method of claim 5, wherein at least one image feature is a global image feature 

extracted from both the input image and the reference image.

7. The method of claim 5, wherein at least one image feature is a local image feature 

extracted from both the input image and the reference image.

8. The method of claim 5, wherein each feature distance is weighted equally in the 

whole-image distance.

9. The method of claim 5, wherein two or more feature distances are weighted 

differently from one another in the whole-image distance.

10. The method of claim 5, further comprising:

calculating a weighting for each of the feature distances based on the collection of 

digital images, wherein the collection of digital images is a group of training images 

comprising pairs of similar and dissimilar images.

11. The method of claim 5, further comprising:
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13 calculating at least one of the feature distances as a difference between a texture 

feature of the input image and a corresponding texture feature of the corresponding 

reference image.

12. The method of claim 5, further comprising:

calculating at least one of the feature distances as a difference between a color 

feature of the input image and a corresponding color feature of the corresponding reference 

image.

13. A system comprising:

a server implemented on one or more computers and operable to perform operations 

comprising:

receiving an input image in the server;

identifying a plurality of nearest neighbor images of the input image from among a 

collection of digital images stored on computer-readable media by operation of the server, 

wherein each of the nearest neighbor images is associated with a respective one or more 

image labels;

assigning a plurality of image labels to the input image, wherein the plurality of 

image labels are selected by the server from the image labels associated with the nearest 

neighbor images,

ranking one or more first image labels according to a respective frequency of 

occurrence in the collection of digital images, wherein each of the one or more first image 

labels is associated with a first nearest neighbor image;

ranking one or more second image labels, each of the second image labels being 

associated with one or more remaining nearest neighbor images, wherein ranking of the one 

or more second image labels comprises sorting the one or more second image labels 

according to a co-occurrence of each of the second image labels with each first image label 

in the collection of digital images,

and wherein assigning the plurality of image labels comprises (1) assigning at least 

one of the first image labels to the input image based on the ranking of the one or more first 

image labels and (2) assigning at least one of the second image labels to the input image 

based on the ranking of the one or more second image labels; and
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13 storing in a digital data repository the input image having the assigned plurality of

image labels.

14. The system of claim 13, wherein the collection of digital images comprises a 

plurality of reference images, and wherein identifying the plurality of nearest neighbor 

images comprises:

determining, for each reference image, a corresponding whole-image distance 

representing a degree of difference between the input image and the reference image; and

identifying the reference images closest to the input image, as measured by the 

whole-image distances, as the plurality of nearest neighbors.

15. The system of claim 13, wherein ranking of the one or more second image labels 

comprises sorting the one or more second image labels according to a local frequency of 

each of the second image labels in the one or more remaining nearest neighbour images.

16. The system of claim 14, wherein the whole-image distance comprises a combination 

of feature distances, each feature distance representing a degree of difference between an 

image feature associated with the input image and a corresponding image feature associated 

with the corresponding reference image.

17. The system of claim 16, wherein at least one image feature is a global image feature 

extracted from both the input image and the reference image.

18. The system of claim 16, wherein at least one image feature is a local image feature 

extracted from both the input image and the reference image.

19. The system of claim 16, wherein each feature distance is weighted equally in the 

whole-image distance.

20. The system of claim 16, wherein two or more feature distances are weighted 

differently from one another in the whole-image distance.
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13 21. The system of claim 16, wherein the server is operable to perform operations further 

comprising:

calculating a weighting for each of the feature distances based on the collection of 

digital images, wherein the collection of digital images is a group of training images 

comprising pairs of similar and dissimilar images.

22. The system of claim 16, wherein the server is operable to perform operations further 

comprising:

calculating at least one of the feature distances as a difference between a texture feature of 

the input image and a corresponding texture feature of the corresponding reference image.

23. The system of claim 16, wherein the server is operable to perform operations further 

comprising:

calculating at least one of the feature distances as a difference between a color 

feature of the input image and a corresponding color feature of the corresponding reference 

image.

24. A non-transitory computer storage medium encoded with a computer program, the 

program comprising instructions that when executed by data processing apparatus cause the 

data processing apparatus to perform operations comprising:

receiving an input image in the data processing apparatus;

identifying a plurality of nearest neighbor images of the input image from among a 

collection of digital images stored on computer-readable media by operation of the data 

processing apparatus, wherein each of the nearest neighbor images is associated with a 

respective one or more image labels;

assigning a plurality of image labels to the input image, wherein the plurality of 

image labels are selected by the data processing apparatus from the image labels associated 

with the nearest neighbor images,

ranking one or more first image labels according to a respective frequency of 

occurrence in the collection of digital images, wherein each of the one or more first image 

labels is associated with a first nearest neighbor image;

ranking one or more second image labels, each of the second image labels being 

associated with one or more remaining nearest neighbor images, wherein ranking of the one
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according to a co-occurrence of each of the second image labels with each first image label

in the collection of digital images,

and wherein assigning the plurality of image labels comprises (1) assigning at least 

one of the first image labels to the input image based on the ranking of the one or more first 

image labels and (2) assigning at least one of the second image labels to the input image 

based on the ranking of the one or more second image labels; and

storing in a digital data repository the input image having the assigned plurality of 

image labels.

25. The computer storage medium of claim 24, wherein the collection of digital images 

comprises a plurality of reference images, and wherein identifying the plurality of nearest 

neighbor images comprises:

determining, for each reference image, a corresponding whole-image distance 

representing a degree of difference between the input image and the reference image; and

identifying one or more reference images closest to the input image, as measured by 

the whole-image distances, as the plurality of nearest neighbors.

26. The computer storage medium of claim 24, wherein ranking of the one or more 

second image labels comprises sorting the one or more second image labels according to a 

local frequency of each of the second image labels in the one or more remaining nearest 

neighbor images.

27. The computer storage medium of claim 25, wherein the whole-image distance 

comprises a combination of feature distances, each feature distance representing a degree of 

difference between an image feature associated with the input image and a corresponding 

image feature associated with the corresponding reference image.

28. The computer storage medium of claim 27, wherein at least one image feature is a 

global image feature extracted from both the input image and the reference image.

29. The computer storage medium of claim 27, wherein at least one image feature is a 

local image feature extracted from both the input image and the reference image.
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30. The computer storage medium of claim 27, wherein each feature distance is 

weighted equally in the whole-image distance.

31. The computer storage medium of claim 27, wherein two or more feature distances 

are weighted differently from one another in the whole-image distance.

32. The computer storage medium of claim 27, operable to cause data processing 

apparatus to perform operations further comprising:

calculating a weighting for each of the feature distances based on the collection of 

digital images, wherein the collection of digital images is a group of training images 

comprising pairs of similar and dissimilar images.

33. The computer storage medium of claim 27, operable to cause data processing 

apparatus to perform operations further comprising:

calculating at least one of the feature distances as a difference between a texture 

feature of the input image and a corresponding texture feature of the corresponding 

reference image.

34. The computer storage medium of claim 27, operable to cause data processing 

apparatus to perform operations further comprising:

calculating at least one of the feature distances as a difference between a color 

feature of the input image and a corresponding color feature of the corresponding reference 

image.
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