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SYSTEM AND METHOD FOR
DETERMINING GEO-LOCATION(S) IN
IMAGES

CROSS-REFERENCE TO RELATED
APPLICATION(S)

[0001] This application claims the benefit of U.S. Provi-
sional Patent Application No. 61/267,243 filed Dec. 7, 2009,
the disclosure of which is incorporated by reference herein.

BACKGROUND OF THE INVENTION

[0002] The present invention relates generally to position
determination, and more particularly determining the posi-
tion, location or coordinates of objects, or points in an image
with respect to a coordinate system other than the local
coordinate system of the image itself.

[0003] Determining the position of various objects in an
image is useful for understanding the distance between
objects or possibly the absolute distance between an object
and another object that may not be in the image. Positions
of objects in an image are usually determined by taking a
photograph of an area. In the photograph there is usually a
reference object whose position is known. The position of
the other objects in the image is determined by computing
the distance away from the reference object with the known
position. The reference object with the known position
enables the other objects to have known positions within the
coordinate system of the photograph as well as a coordinate
system that may be outside of the photograph.

[0004] Another way of determining the approximate posi-
tions of objects is simply by GPS image tagging. A GPS
enabled camera may be utilized to take photographs. Each
photograph may be tagged with the GPS information of the
location of the camera when the photograph is taken. The
GPS information can be associated with the captured image
via a time stamp of both the GPS information and the image
or the GPS image can simply be embedded in the digital data
of the photograph. Unfortunately, GPS tagging only records
the position of the camera when the photograph was cap-
tured. The GPS positions of objects in the photograph are
still unknown.

[0005] Another method of determining positions of
objects is through surveying. Surveyors use optical instru-
ments to locate and/or triangulate positions on the ground.
For example, a surveyor may be required to survey the
boundaries of a property. Usually, the surveyor will find the
nearest monument that has a known position. In this
example, the monument may be several blocks from the
property that may be required to survey. Once a monument
is located, the surveyor uses optics and a human eye to
physically measure distances from the monument. Unfortu-
nately, surveying is prone to errors such as optical errors and
human eye errors. Also, the surveying method only deter-
mines the position of a single point at a time with a great deal
of effort.

[0006] Unfortunately, many of the systems and methods
described above have problems. The position of an object
may still be required even when there are no positions of
reference objects available. Multiple points may need to be
determined simultaneously. Accuracy, greater than the errors
inherent in the human eye and optics may be required.
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BRIEF SUMMARY OF THE INVENTION

[0007] The present invention relates generally to position
determination, and more particularly determining the posi-
tion, location or coordinates of objects, or points in an image
with respect to a coordinate system other than the local
coordinate system of the image itself.

[0008] Position determination may be implemented in a
general purpose computer or an embedded system, for
example a digital camera, cellular handset, GPS receiver, or
any combination of these devices. In one embodiment the
invention may determine the GPS coordinates of each pixel
in an image. The pixel coordinates may be determined first
by performing image registration on three or more images to
determine corresponding pixels. Receiving the GPS coordi-
nates at each camera position where each of the three images
were taken. Determining the rotations of the various camera
coordinate systems with respect to the ECEF coordinate
system or WGS84 coordinate system or other coordinate
systems and translations of the camera coordinate system
with respect to the ECEF coordinate system or WGS84
coordinate system or other coordinate systems optical.
Determining the GPS coordinates of each pixel in the image
using the rotation and translation information. And finally,
saving the GPS coordinates into a memory. In some embodi-
ments the GPS coordinates of each pixel are determined
with three or more images. In other embodiments, the GPS
coordinates of each pixel are determined with a single image
and information from an Inertial Measurement Unit (IMU).

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] FIG. 1 is a block diagram of a method showing one
aspect of the present invention, for determining position
coordinates.

[0010] FIG. 2 is a block diagram showing one aspect of
the present invention depicting a limited number of com-
ponents constituting an exemplary system for implementing
the present invention.

[0011] FIG. 3 is a diagram showing one aspect of the
present invention depicting the geometry where at three
separate positions image capture devices capture images that
include point P.

[0012] FIG. 4 is a block diagram of a method showing one
aspect of the present invention for determining the GPS
coordinates of a point(s) positions.

[0013] FIG. 5 is a diagram showing an alternative depic-
tion of FIG. 3.
[0014] FIG. 6 is a block diagram of a method showing one

aspect of the present invention for determining the GPS
coordinates of point(s) positions comprising trilateration.
[0015] FIG. 7 is a block diagram of a method showing one
aspect of the present invention for determining the GPS
coordinates of point(s) positions using GPS/IMU.

DETAILED DESCRIPTION

[0016] In the following description of the preferred
embodiments of the present invention, reference is made to
the accompanying drawings which form a part hereof, and
in which is shown by way of illustration specific embodi-
ments in which the invention may be practiced. It is under-
stood that other embodiments may be utilized and structural
changes may be made without departing from the scope of
the present invention.
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[0017] With reference to FIG. 1, in block 101 the process
determines registration between three or more images. Reg-
istration determines the corresponding points, pixels,
shapes, objects, lines, corners, neighborhoods, regions, pro-
jected images or any other type of registration object that can
be depicted in an image or multiple images. In block 103 the
process receives position information. In one embodiment,
receiving position information comprises receiving the posi-
tion information from each camera location where an image
was taken. For example, a person with a camera with a built
in GPS receiver may take three pictures of a single area or
object from three separate locations. The GPS receiver tags
each of the pictures or images with the GPS information
from each location where the picture was taken. These GPS
tags are received by the process. In other embodiments the
position information may be a relative position (location) of
a receiver with respect to transmission towers in a telecom-
munications system or in a radio frequency based system. In
other embodiments receiving position information com-
prises receiving GPS coordinates that may be WGS84 or
ECEF or derived from WGS84 or ECEF. In other embodi-
ments, receiving position information comprises receiving a
location in any positioning system. In block 105 the process
determines the geometry. In one embodiment determining
the geometry comprises using the position information to
determine distances and angles between the various camera
locations and corresponding registration objects in the
images. In another embodiment determining the geometry
comprises using the position information to determine the
rotations and translations between various camera locations
and corresponding shapes in the image. In another embodi-
ment determining the geometry comprises triangulating
various registration objects in the captured images of the
various cameras. In another embodiment determining the
geometry comprises determining the 3-D model associated
with the distance to visible objects in the captured images.
In block 107 the process determines the position coordi-
nates. In one embodiment determining the position coordi-
nates comprises determining the coordinates with respect to
a coordinate system external from the camera coordinate
system of various shapes in the picture or image. In block
109 the process saves the position coordinates. In one
embodiment saving the position coordinates comprises sav-
ing position coordinates to a memory. Each of the blocks
may be performed by the process in an order that is different
than that which is depicted in FIG. 1. Additionally, each of
the blocks may be optional in the overall process described
in FIG. 1.

[0018] FIG. 2 depicts several components that may be
used to implement the present invention. An image capture
device 203 may be used in the present invention to capture
images, pictures, photographs, JPEGs, Motion JPEGs, or
video all referred to herein as images or image in the
singular. A position determination device 205 may be used
in the present invention to determine the current position of
the image capture device 203 upon capturing an image. In
one embodiment, a general purpose computer 207 in the
form of a conventional personal computer may be used in
the present invention to execute instructions. In other
embodiments computer 207 may be a computer embedded
in another type of system.

[0019] With reference to FIG. 2, 203 is an image capture
device. In some embodiments, 203 is a digital camera that
comprises an optical lens, memory that may be removable,
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controller for controlling the digital functions of the camera,
and a communications port for transferring the digital
images to another device or computer. In other embodi-
ments, 203 may be a video camera that comprises an optical
lens, storage for storing the captured video frames such as
memory, tape, or optical disk, a controller for controlling the
digital functions of the camera, and a communications port
for transferring the video frames to another device or com-
puter. In other embodiments 203 may be a cellular phone
handset that comprises an optical lens, storage such as a
memory for storing captured video frames or images, an
embedded processor for controlling the functions of the
cellular handset, a communications port for transferring the
captured video frames or images to another device or
computer. In each of the embodiments for 203 described
above the storage element may be a memory that may be
removable such as an SD card. Additionally, with reference
to 203, the communications port described in the above
embodiments may be wired such as a USB port or mini USB
port or any other wired communication technology or it may
be a wireless port such as Wi-Fi or Bluetooth or any other
wireless communication technology. In some embodiments,
image capture device 203 may be mounted on an aircraft,
land or sea vehicle, helmet, clothing, linear mechanical
stage, blimp, rotational stage, tripod, surveyor’s tripod, rope,
or any moving platform. 205 is a position determination
device. In some embodiments 205 is a GPS receiver. In other
embodiments 205 may be an IMU. In other embodiments
205 may be a laser radar or electromagnetic radar. In some
embodiments 205 may be a local positioning system LPS
receiver. In some embodiments the position determination
device 205 and the image capture device 203 are combined
into one device 201. 201 is indicated by a dashed line to
indicate that in some embodiments the position determina-
tion device 205 and the image capture device 203 may be
combined into one device 201. For example 201 may be a
digital camera or cellular phone handset that has an on board
GPS receiver or LPS receiver. In the embodiments where the
image capture device 203 and the position determination
device 205 are not combined then a communications capa-
bility may exist between the two devices 213. This commu-
nications capability may exist to synchronize the position
information with each image or video frame. Sometimes the
image capture device 203 and the position determination
device 205 do not have a communications capability and the
image or video frames are synchronized with clock or timing
information after the data has been stored in each device
separately. In this case where the image capture device 203
and the position determination device 205 do not have a
communication capability with each other, each of these
devices may be able to transfer its information to a computer
207 or similar device (i.e. other type of embedded system).
209 and 211 indicate that each device may be equipped with
a communications port that may be used to transfer infor-
mation. 209 and 211 may each be wired or wireless. In the
embodiment where 209 and 211 are wired these connections
do not have to be permanently connected to 207 but rather
may be connected to 207 when information transfer is
needed. Synchronization of the information between the
image capture device 203 and the position determination
device 207 may occur in computer 207. In some embodi-
ments 207 is a general purpose computer equipped with a
processor, memory, a display device, keyboard, input
device, USB port, Ethernet card, optionally other wired or
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wireless communication ports, and instructions stored in
memory and executed by the processor. In other embodi-
ments 207 is an embedded system that includes a processor,
memory, wired or wireless communications port, display
and instructions stored in memory and executed by the
processor. In some embodiment’s image capture device 203,
position determination device 205, and computer 207 may
all be combined into one device 215. In one embodiment,
215 may be a digital camera with an on board GPS receiver
and a processor capable of performing the processes
described in the present invention. In some embodiments
computer 207 may be a single chip such as an ASIC, FPGA,
computing device, semiconductor device or microprocessor
embedded in a device that is capable of performing the
processes described in the present invention. A semiconduc-
tor device may comprise a single monolithic silicon type
integrated circuit.

[0020] FIG. 3 depicts an example where an image or
multiple images are captured at three different positions O,,
0O,, and O;. In some embodiments, Camera 1, Camera 2, and
Camera 3 refers to cameras at positions O,, O,, and O,
respectively. In other embodiments Camera 1, Camera 2,
and Camera 3 refers to the same camera that may have
moved to each of the locations O, O,, and O;. For example
an aircraft or moving platform may be equipped with a
camera and arrive at positions O,, O,, and O; and different
times. In one embodiment these three positions are related to
the optical centers of each of the cameras. In one embodi-
ment each of the images captured includes the point in
common P whose projection is in the image. Point P is a
point in 3D space. Point P may also correspond to a point in
the images. In one embodiment the corresponding image
projections of the point P is determined through registration
as discussed below. In other embodiments, point P may be
a single point in either of the set of points g;, g, . . ., &,,
not indicated in FIG. 3. The projected point P in common is
determined by using registration. The point set g, is a point
set such that each point in the group can be viewed by
camera 1, and the point has corresponding matching points
in some other cameras in the group g,. The point set g,, is
a point set such that each point in the group can be viewed
by camera 2 but not camera 1, and it has corresponding
matching points in some other cameras of the group g,, and
so on for other point groups. The point O is considered the
origin or the center of the earth in Earth-Center, Earth-Fixed
(ECEF) coordinates or also known as world coordinate
system. The vector X is the position of point P in ECEF, GPS
or WGS84 coordinates. The vector x, is the position of point
P in the local coordinate system O,. The vector x) is the
position of point P in the local coordinate system O,. The
vector X, is the position of point P in the local coordinate
system O;. Local geometry refers to geometrical elements
such as x,, X,, and X, described in local coordinate systems
such as O;, O,, and O; respectively. T, is the vector
translation from the point O to the point O, in the O
coordinate system. T, is the vector translation from the point
O to the point O, in the O coordinate system. T} is the vector
translation from the point O to the point O; in the O
coordinate system. Another way of describing T, T, and T
is simply that they are the ECEF coordinates of the three
camera positions O, O,, and Oj;. t, , is the vector translation
in O, coordinates from the point O, to O,, t,5 is the vector
translation in O, coordinates from the point O, to O;. The
dotted lines at each of the points O, O,, O,, and O, depict
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local coordinate systems associated with each of these
points. In some embodiments the x-y plane of the local
coordinate systems for O, O, O,, and O; may coincide with
the image plane of the camera while the z axis is orthogonal
to this plane. For example x, is the position of point P in the
local coordinate system O,. This may be different from x,
because it is the position of the same point P but in a different
coordinate system O;. Each of these coordinate systems O,
O,, O,, and O; may be rotated and translated into different
orientations with respect to each other. In one aspect of the
present invention we determine X from each of three images
taken at known positions O,, O,, and O;. Not indicated in
FIG. 3 are the rotation matrices between each of the coor-
dinate systems mentioned above with origins at O, O,, O;,
and O;. R, is the rotation from coordinate system O to
coordinate system O,. R, is the rotation from coordinate
system O to coordinate system O,. R; is the rotation from
coordinate system O to coordinate system O,. R, is the
rotation from coordinate system O, to coordinate system O,.
R,; is the rotation from coordinate system O, to coordinate
system Oj. FIG. 3 satisfies the following geometric rela-
tionships:

x=R(X-T}) ]
%, =Ro(X=To)=R (¥ +1,5) 2]
%3 =R3(X=T3)=R3(x +1,3) [3]
R,~R5R, [4]
R3=R ;3R [5]
t12=R(To-T}) 6]
t13=R(T5-T}) [7]
[0021] The vector x, is the description of point F in the

local coordinate system O,. Referring to FIG. 3, the vector
O,P is the difference between the vectors X and T, in the O
coordinate system. In order to arrive at the vector x,, the
vector O;P as described in coordinate system O, needs to be
rotated by the rotation R, in the O coordinate system thus
arriving at equation [1]. Equations [2] and [3] follow similar
vector algebra deduction and will not be discussed further.
Equation [4] describes the rotation R, as a composite rota-
tion of R, and R,. Similarly Equation [5] describes the
rotation R; as a composite rotation of R, and R,. t,, is the
vector translation in O, coordinates from the point O, to O,.
Referring to FIG. 3, the vector 0,0, is the difference
between the vectors T, and T, in the O coordinate system. In
order to arrive at the vector t, , the vector O,0, described in
coordinate system O, needs to be rotated by the rotation R,
in the O coordinate system thus arriving at equation [6].
Equation [7] follows similar vector algebra deduction and
will not be discussed further.

[0022] According to equation [1], in order to determine
the position of point P in the O coordinate system, we need
to solve equation [1] for X:

X=R,'x+T, [8]

[0023] Where R, is the inverse matrix of the rotation
matrix R;.

[0024] X canbe determined using equation [8] in which T,
is a vector defined by the GPS coordinates of position O;. In
one embodiment, R, may be determined through t,, and t, .
Additionally, in one embodiment x;, may be determined
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through relative rotations R, , and R, ; as well as translation
1,5, 1,5, and eight matching points or triples in each of three
images.

[0025] The process described in FIG. 4 determines the
GPS coordinates for a position P where there at least three
images that contain point P and seven other points in
common captured from at least three separate positions.
Firstly, the process determines the values for R, R, 115,
t,; using the eight points algorithm. The eight points utilized
in this algorithm may or may not include point P. However,
the points must exist in each of the images taken at each of
a minimum of three camera positions. Next the process
determines R, through relative geometry of three camera
positions and orientations as well as three absolute GPS
positions of the cameras. Next the process determines the
value for x; in accordance with the camera equation which
also utilizes geometrical quantities determined from the
relative positions and absolute positions of O;, O,, and O,
and eight matching triples. An iteration process is utilized to
increase the accuracy of the value of X using a bundle
adjustment technique. Finally, the process saves the GPS
coordinates for the value X into a memory.

[0026] With reference to FIG. 4, in block 401 the process
determines registration. In some embodiments, registration
determines the corresponding pixels, matching pixels,
matching sub-pixels or sub pixel areas, or corresponding
locations in the image plane that may exist in multiple
images. In some embodiments, registration is determined
using correlation. In other embodiments, registration is
determined using matching local neighborhoods. In some
embodiments registration is determined by matching one
pixel to multiple pixels. In yet other embodiments registra-
tion is determined by matching more than one pixel to other
multiple pixels. Other methods of performing registration
may be used. In other embodiments, registration is deter-
mined using the systems and processes described in U.S.
Provisional Patent Application No. 61/230,679, titled “3D
Matching” and is hereby incorporated by reference. In block
403 the process receives GPS information of at least three
camera locations (positions). In some embodiments receiv-
ing GPS information comprises receiving GPS coordinates
that may be WGS84 or ECEF or derived from WGS84 or
ECEF. In other embodiments, receiving GPS information
comprises receiving GPS coordinates that may be coordi-
nates that are derived from a relative position (location) of
a receiver with respect to transmission towers in a telecom-
munications system or in a radio frequency based system. In
some embodiments, receiving GPS information comprises
transferring GPS coordinate information for each of the
images captured from a GPS receiver or a camera with built
in GPS receiver to a memory. The memory may be located
in a general purpose computer or an embedded system. In
other embodiments, receiving GPS information comprises
transferring GPS coordinate information for each of the
images captured from memory to a processor for processing.
In other embodiments, receiving GPS information com-
prises a person entering GPS coordinates by hand into a
general purpose computer or embedded system. In block
405 the process determines initial estimates of the geometry
between camera positions and orientations. In one embodi-
ment with three camera positions as in FIG. 3, the process
determines initial estimates of the geometry between the
camera positions and orientations. The geometry between
the camera positions and orientations in this embodiment
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comprises R 5, R}, t;,, and t,5. The process determines the
initial estimates of R ,, R, t;,, and t, ; using the eight point
algorithm. The points used in the eight point algorithm may
be eight triples that are determined from the registration
process in 401. In another embodiment, the eight point
algorithm may use eight pairs in each pair of images that are
determined from the registration process in 401.

[0027] In one embodiment a processor is configured by
program instructions to perform the eight point algorithm in
order to determine the initial values for R ,, R}, t;,, and
R,;. The eight point algorithm is given in “An Invitation to
3-D Vision” by Yi Ma et al (ISBN 0-387-00893-4) Springer-
Verlag New York, Inc. 2004 which is hereby incorporated by
reference.

[0028] In block 407 the process determines the initial
estimates of point(s) positions in local camera coordinate(s)
systems. In one embodiment a processor executes instruc-
tions to determine x, using the camera equation as follows:

x=hTu? [9]

The camera equation is given in “An Invitation to 3-D
Vision” by Yi Ma et al (ISBN 0-387-00893-4) Springer-
Verlag, New York, Inc. 2004 which is hereby incorporated
by reference. u,” which denotes the point P in camera 1 in
its image plane coordinates is obtained by first obtaining
point triple

where

are homogenous image pixel coordinates in pixel units of the

point P in camera c.

[0029] Camera calibration matrix K converts pixel coor-
dinates to image plane coordinates through u "=K~'U_7,
where c is the camera 1, 2, or 3. u_” denotes the point P
in camera c in its image coordinates. The definition of K
and obtaining K is given in “An Invitation to 3-D Vision”
by Yi Ma et al (ISBN 0-387-00893-4) Springer-Verlag
New York, Inc. 2004 which is hereby incorporated by
reference.

[0030] Similarly, the camera equation for point P in the
other camera coordinates is as follows:

X7 0 =R @+ )= MR PR 1 [10]

x3=ha"uT =R 3 +113)=h R su TR 5 [11]

and more generally,
AFu =Ry (et )=MTRu PR 1, [12]

The cross product of camera equations [10] and [11] with its
corresponding vector representing point P in its image plane
coordinates (e.g. and u,” and u,” respectively) provides the
following:
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PP xR 1 T usT xR 515,=0 [13]

T usPxR 51 FxuisTxR 383=0 [14]

A processor is configured by program instructions to deter-
mine A,” by the point depth equation as follows:

3
P to P P
D7 @ X Rien) @l xRy -uf)
c=2

Af

3
3 luf X Ryt
=

[0031] Equation [15] computes where the point P is seen
in each of the three images taken from positions O,, O,, and
O, as seen in FIG. 3. In other embodiments, A,” may be
determined for each point P that is an element of either of the
point sets, g,,8, , . . . , g, In this case the point depth
equation more generally is described in [16] below:

D @E X Ricti) (4 X Ric ) (16}
1 cegy

P = 7
AL X lul X Rictiel
cEel

[0032] In block 409 the process optimizes the camera(s)
geometry and the point(s) position. In one embodiment the
optimization may be minimizing a re-projection en-or for
the solution of R, ,, R, 3, t;,, and t, ;. A re-projection error at
the first iteration is given by a function of differences of the
positions of the point P in the image coordinate system of
camera 1 when re-projected into the image plane of camera
2 and camera 3 with the prior estimates of the R, ,, R;5, t;5,
t,5. In one embodiment the error function for a single point
P may be expressed as:

E=(rey(u,")-u" P +(res(usD)-usTY [17]

where re means re-projection from camera image 1 to
camera image 2 or from camera image 1 to camera image 3.
And these re-projections are determined using the prior
estimates of R, Ry3, t;,, and t, ;. A general bundle adjust-
ment may be used to achieve each camera’s rotation and
translation vector relative to camera 1 by minimizing the
re-projection error:

E= [18]
TG —ulP = )Gl =)+ ) G~ ek Y (B~ uR)
£ &2 &n
where {i “=re (u,”) and c refers to camera 1, 2, 3, . . . and

where g,, g, ., . . ., g, are point groups or sets of points with
g, being a point set such that each point in the group can be
viewed by camera 1, and the point has corresponding
matching points in some other cameras in the group g,. g,
is a point set such that each point in the group can be viewed
by camera 2 but not camera 1, and it has corresponding
matching points in some other cameras of the group g,, and
so on for other point groups. And where p [18] ranges
through all of the points that are matched in corresponding
groups g,, 5, - - . , g, The bundle adjustment described in
equation [18] is iterated until the error is reduced to a
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predetermined threshold or other stopping criteria. Once the
bundle adjustment is complete R,,, R,;, t;,, and t 5 are
known.

[0033] In block 411 the process determines the rotation
between the camera(s) coordinate system(s) and the world
coordinate system. In one embodiment determining the
rotation between the camera(s) coordinate system(s) and the
world coordinate system is determining R,. A processor is
configured by program instructions to determine R, by first
determining an axis of rotation of R, and then determining
the amount of rotation around the axis. A vector v may be
used to express the direction of the rotational axis as well as
the magnitude of the rotation. Whereby the rotational axis of
the rotation R is the direction of this vector. And the amount
of rotation R, is the magnitude of this vector. We can find
this vector v and then use it to determine R,. According to
this embodiment we define the following vectors:

Vi=(Tiaxt)x(T15112) [19]
Vo=(T1axt13)x(T13+13) [20]

where T,,=T,-T, and T,;=T5-T,. Equation [19] is a vector
v, which also represents a plane which is normal to the
vector v, . Any vector on this plane can be a rotation axis that
can rotate T, to r t;,. Similarly, we also have equation [20]
which is a vector v, which also represents a plane which is
normal to the vector v, representing a plane which is a
rotation axis that can rotate T to t;5. The cross product of
these two vectors is the vector v.

V=V XV, [21]

v is the rotation axis of our rotation matrix R . Next we need
to determine the amount of rotation or the length of the
vector v. The length of vector v is determined by the
following equation:

cos(@) = S1+52 [22]
Isi]-Is2l
where s
Tiz3-vy v 3-vy v
sy =T — (—|V| )m and s, =173 — (_|V| )m

The vectors s, and s, form a plane that is normal to the vector
v. Therefore, v is the rotation axis of s, to s, where the
amount of rotation is represented in equation [22]. The
amount of the rotation in magnitude is the value of ® in
equation [22]. The same angle © also represents a rotation
between T, to t;;. We can define the final rotation vector
that is equivalent to
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where

v

v

is the direction of the vector and ® is the magnitude of the
rotation. We can also express the vector o as

Vx
w = Vy
Vz

and define the matrix

Next we can determine the matrix R, by using the Rodrigues
formula for a rotation matrix given in “An Invitation to 3-D
Vision” by Yi Ma et al (ISBN 0-387-00893-4) Springer-
Verlag New York, Inc. 2004 which is hereby incorporated by
reference and also expressed in [21] below:

o 24
-sin(|w]) + 2 (1 —cos(|el])) B4l

R =1 i
=1+ —
|w| |w|2

where 1 is the identity matrix.

[0034] In block 413 the process determines the GPS
coordinates for all points for which correspondences were
established through the registration block above. In one
embodiment, a processor is instructed to perform the com-
putation defined in equation [8] for each of the image pixels
or sub-pixels using, the final values determined from the
previous process blocks in FIG. 4.

[0035] Inblock 415 the process saves the GPS coordinates
of the point(s) positions. In one embodiment the process
saves the GPS coordinates to a memory. In another embodi-
ment the process may not necessarily save the GPS coordi-
nates but rather the process simply transmits the GPS
coordinates. In another embodiment the process sends the
GPS coordinates to a buffer or cache or another computing
device.

[0036] FIG. S depicts the same three positions O,, O,, and
O; as in FIG. 3. In one embodiment images are captured at
each of these positions. The labels having the same name in
both FIG. 3 and FIG. 5 represent the same elements. In FIG.
5 we depict the positions O,, O,, and O; as centers of
spheres S|, S,, and S; respectively where S, is a sphere with
its center at O, S, is a sphere with its center at O,, and S;
is a sphere with its center at O;. Again as with respect to
FIG. 3, Camera 1, Camera 2, and Camera 3 refers to cameras
at positions O, O,, and O, respectively in FIG. 5. In one
embodiment these three positions are related to the optical
centers of each of the cameras. In one embodiment each of
the images captured includes the point in common P whose
projection is in the image. The vector X is the position of
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point P in ECEF, GPS or WGS84 coordinates. The vector X
is not shown in FIG. 5 but it is shown in FIG. 3. Point P is
a point is 3D space that represents the intersection of the
three spheres S|, S,, and S;. Point P may also correspond to
a point in the images. In one embodiment the corresponding
image projections of the point P is determined through
registration as discussed above. In other embodiments, point
P may be a single point in either of the set of points g;, g,
, ..., g, notindicated. As similarly discussed above, the
point set g, is a point set such that each point in the group
can be viewed by camera 1, and the point has corresponding
matching points in some other cameras in the group g,. The
point set g, is a point set such that each point in the group
can be viewed by camera 2 but not camera 1, and it has
corresponding matching points in some other cameras of the
group g,, and so on for other point groups. The labels having
the same name in both FIG. 3 and FIG. 4 represent the same
elements. The point O shown in FIG. 3 is not depicted in
FIG. 5. The vector X, not shown in FIG. 5, is the position of
point P in ECEF, GPS or WGS84 coordinates. The vector x;
is the position of point P in the local coordinate system O, .
Also the length of x; is the radius of the sphere S,. The
vector X, is the position of point P in the local coordinate
system O,. Also the length of x, is the radius of the sphere
S,. The vector x; is the position of point P in the local
coordinate system O;. Also the length of x5 is the radius of
the sphere S;. The circle C,; depicts the intersection of
spheres S, and S;. The circle C, depicts the intersection of
spheres S, and S;. The intersection of circles C, and C,
depicts the point P. Thus, it follows from FIG. 5 that the
point P can be determined as a point that belongs to the
intersection of the spheres S,, S,, and S;. If the intersection
of the spheres S,, S,, and S; is determined in the world
coordinate system therefore point P is determined in the
world coordinate system. Trilateration will be used in order
to determine the world coordinates of the point P. Trilatera-
tion is the process by which the intersection point is deter-
mined between three spheres given the coordinates of the
centers of the spheres and the radii of each of the spheres.

[0037] The process described in FIG. 6 determines the
GPS coordinates for a position P where there at least three
images that contain point P and seven other points in
common captured from at least three separate positions.
Firstly, the process determines the values for R, R 3, t;5,
t,; using the eight points algorithm. The eight points utilized
in this algorithm may or may not include point P. However,
the points must exist in each of the images taken at each of
a minimum of three camera positions. Next the process
determines the values for x,, X,, and x5 in accordance with
the camera equations described in equations [9], [10], and
[11] which also utilizes geometrical quantities determined
from the relative positions and absolute positions of O, O,,
and O; and eight matching triples. An iteration process is
utilized to increase the accuracy of the values R,,, Ry, t;5,
t,; using a bundle adjustment technique. Next the process of
trilateration is performed using the world coordinates for O,,
0O,, O, and the lengths of x|, X,, and x,. Finally, the process
saves the GPS coordinates for the value X into a memory.

[0038] With reference to FIG. 6, in block 601 the process
determines registration. Block 601 is the same as block 401
and will not be discussed here further. In block 603 the
process receives the GPS coordinates of the three camera
locations. Block 603 is the same as block 403 and will not
be discussed here further. In block 605 the process deter-
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mines initial estimates of the geometry between camera
positions and orientations. Block 605 is the same as block
405 and will not be discussed here further. In block 607 the
process determines the initial estimates of point(s) positions
in local camera coordinate(s) systems. Block 607 is the same
as block 407 and will not be discussed here further. In block
609 the process optimizes the camera(s) geometry and the
point(s) position. Block 609 is the same as block 409 and
will not be discussed here further. In block 611 the process
uses trilateration to determine the world coordinates of the
point(s) positions. In one embodiment a processor is con-
figured by program instructions to determine the position of
P (e.g. vector X) by the intersection point of three spheres
S, S,, and S;. The processor may determine the position of
P by utilizing as input the lengths of the vectors x|, X,, X5 and
the world coordinates of O, O,, O;. The lengths of vectors
X;, X5, and x5 may be determined using equations [9], [10],
and [11]. In some embodiments the process may yield more
than one solution. In this case the ambiguity may be resolved
by utilizing a fourth camera, Camera 4, located at position
O, not included in FIG. 3 or 5. In this embodiment the
trilateration process will solve for the intersection of four
spheres. In block 613 the process saves the GPS coordinates
of the point(s) positions. In one embodiment the process
saves the GPS coordinates to a memory,

[0039] With reference to FIG. 7, in block 701 the process
determines registration. Block 701 is the same as block 401
and will not be discussed here further. In block 703 the
process receives GPS coordinates of at least two camera
locations and IMU information from at least one of those
camera locations. In some embodiments GPS coordinates
may be WGS84 or ECEF or derived from WGS84 or ECEF.
In other embodiment GPS coordinates may be coordinates
that are derived from a relative position of a receiver with
respect to transmission towers in a telecommunications
system or in a radio frequency based system. In some
embodiments, receiving GPS coordinates and IMU infor-
mation comprises transferring GPS coordinate and IMU
information for each of the images captured from a com-
bined GPS receiver and IMU (GPS/IMU) device or a camera
with built in GPS and IMU receiver to a memory or a buffer.
The memory may be located in a general purpose computer
or an embedded system. In some embodiments the GPS/
IMU device acquires the GPS information and the IMU
information non-synchronously. In this case the GPS and
IMU information may be interpolated to achieve approxi-
mate synchronization. In other embodiments, receiving GPS
coordinates or IMU information comprises transferring GPS
coordinate and IMU information for each of the images
captured from memory to a processor for processing. In
other embodiments, receiving GPS coordinates and IMU
information comprises a person entering GPS coordinates
and IMU information by hand into a general purpose com-
puter or embedded system. In some embodiments IMU
information comprises roll, pitch and yaw information. In
some embodiments a GPS device and a IMU device are
combined into a single device and referred to in the instant
invention as GPS/IMU device. However, in other embodi-
ments a GPS device and a IMU device are separate devices.

[0040] In block 705 the process determines the boresight
rotation and translation. In some embodiments the boresight
rotation may be the relative rotation between the GPS/IMU
device coordinate system and the camera coordinate system.
Also in some embodiments, the boresight translation may be
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the translation between the GPS/IMU device coordinate
system and the camera coordinate system. Equation [25]
below presents the relationship between the coordinates of
point P in the GPS/IMU device coordinates and coordinates
of'the point P in the local camera 1 coordinates O,, using the
elements from FIG. 3:

KXepsima=Rpx1+T [25]

where R, is the boresight rotational matrix, T, is the bore-
sight translational vector, X, is a vector of the position of
point P in the local coordinate system O,, and X, 75, the
vector of the position of point P in the GPS/IMU coordinate
system.

[0041] In block 707 the process determines initial esti-
mates of the geometry between camera positions and ori-
entations. Block 707 is the same as block 405 and will not
be discussed here further. In block 709 the process deter-
mines the initial estimates of point(s) positions in local
camera coordinate(s) systems. Block 709 is the same as
block 407 however, since this embodiment at a minimum
requires only two cameras for example Camera 1 and
Camera 2, equation [15], which determines A,”, is deter-
mined for ¢=2 (two cameras) only. Also x, is determined by
using equation [9]. In block 711 the process optimizes the
camera(s) geometry and the point(s) position. Block 711 is
the same as block 409 and will not be discussed here further.
In block 713 the process determines the local north, east,
down (NED) coordinates. In one embodiment a processor is
configured by program instructions to perform equation [26]
below where the NED coordinates are determined.

XneD :RprRngps/IMU [26]

where X,z is the vector of the position of point P in the
local NED coordinate system, R, is a yaw rotation matrix
determined from the GPS/IMU device, R, is a pitch rotation
matrix determined from the GPS/IMU device, R, is a roll
rotation matrix determined from the GPS/IMU device, and
X psimaer 15 the vector of the position of point P in the
GPS/IMU coordinate system. In block 715 the process
determines the GPS coordinates for all point(s) positions for
which correspondences were established through the regis-
tration block above in 701. In one embodiment a processor
is configured by program instructions to determine GPS
coordinates using equation [27] below:

XECEF:RNEDXNED+TECEF [27]

[0042] where X is the vector of the position of point
P in ECEF world coordinate system, R, is the rotation
matrix for rotating between the NED coordinate system to
the ECEF coordinate system, Tz is the translation vector
for translating between the NED coordinate system to the
ECEF coordinate system,. R,z and Ty zr determined
from the GPS data provided by the GPS/IMU device. In
block 717 the process saves the GPS coordinates of the
point(s) positions. In one embodiment the process saves the
GPS coordinates to a memory. In another embodiment the
process may not necessarily save the GPS coordinates but
rather the process simply transmits the GPS coordinates. In
another embodiment the process sends the GPS coordinates
to a buffer or cache or another computing device.

[0043] Sometimes a GPS/IMU device or standalone GPS
device is not available. In this instance we utilize ground
truth points. Ground truth points are observed points in an
image that have known GPS coordinates. When using the
process depicted in FIG. 7, the FIVILT information is
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derived from the ground truth points and their related
geometry as is known in the art. When using the process
depicted in FIG. 4, the GPS information is derived from the
ground truth points as is known in the art.

[0044] There are situations where an observation or sur-
veillance camera is used to monitor an area. However, the
GPS coordinates of the observation/surveillance camera is
not known. Yet we still want the GPS coordinates of the
pixels and objects being observed in the camera. In order to
obtain the GPS coordinates of various objects being viewed
by the observation/surveillance camera we first determine
GPS coordinates and the 3-D model of the 3-D scene that is
being observed by the surveillance camera, using another
camera(s) whose GPS location is known. By methods
known in the art, calculate projection map from the obser-
vation/surveillance camera to the 3-D model determined as
above. Calculate intersection of the projection ray through
each pixel of the observation/surveillance camera with the
3-D model. Assign the GPS of the intersection point to the
corresponding pixel of the observation/surveillance camera.
In this method, it is assumed that the pixels observations
correspond to objects located against the GPS referenced
3-D model. The applications of this process may include
finding GPS of subjects (people), objects (vehicles), includ-
ing the real-time observations from border security cameras,
football stadium security cameras and public places security
cameras.

1.-4. (canceled)

5. A method of determining GPS coordinates of some
image point(s) positions in at least two images using a
processor configured by program instructions comprising:

receiving position information of some of the positions

where an image capture device captured an image;
determining geometry by triangulating various registra-
tion objects in the images;

determining GPS coordinates of image point(s) positions

in at least one of the images;

saving GPS coordinates to memory.

6. The method of claim 5 where receiving position
information comprises receiving GPS coordinates of at least
three image capture device positions.

7. The method of claim 5 also comprises determining the
3-D model associated with the distance to visible objects in
the captured images.

8. The method of claim 5 where determining the GPS
coordinates of image points positions in at least one of the
images comprises using trilaterations relative to the image
capture device positions and the local geometry.

9. The method of claim 5 where saving GPS coordinates
to memory comprises saving the GPS coordinates to a hard
disk drive, register, buffer, optical disk, magnetic disk,
random access memory, or portable memory device.

10. The method of claim 5 whereby determining geometry
by triangulating various registration objects in the images
comprises:

determining initial estimate of geometry between image

capture device(s) positions and orientations;
determining initial estimates of point(s) positions in local
image capture device(s) coordinate system(s);
optimizing image capture device(s) geometry and point(s)
position.

11. The method of claim 5 whereby receiving position
information of some of the positions where an image capture
device captured an image comprises:
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using ground truth points to determine the position where

an image capture device captured an image.

12. A computer-readable medium storing computer-read-
able instructions that direct a processor to:

receive position information from each position where an

image capture device captured an image;

determine geometry by triangulating various registration

objects in each image;

determine GPS coordinates of pixel positions in at least

one of the images;

save GPS coordinates to memory.

13. The computer-readable medium of claim 12 whereby
receive position information from each position where an
image capture device captured an image comprises at least
three image capture device positions.

14. The computer-readable medium of claim 12 whereby
determine GPS coordinates of pixel positions in at least one
of the images comprises using trilaterations relative to the
image capture device positions and the local geometry.

15. The computer-readable medium of claim 12 whereby
save GPS coordinates to memory comprises saving the GPS
coordinates to a hard disk drive, register, buffer, optical disk,
magnetic disk, random access memory, or portable memory
device.

16. The computer-readable medium of claim 12 whereby
determine geometry by triangulating various registration
objects in each image comprises:

determining initial estimate of geometry between image

capture device(s) positions and orientations;
determining initial estimates of point(s) positions in local
image capture device(s) coordinate system(s);
optimizing image capture device(s) geometry and point(s)
position.

17. The computer-readable medium of claim 12 whereby
receive position information from each position where an
image capture device captured an image comprises:

using ground truth points to determine the position where

an image capture device captured an image.
18. (canceled)
19. A system for determining GPS coordinates of pixel
positions in an image whereby at least one image capture
device captures the image from at least one location, com-
prising:
computing device or single semiconductor device with
onboard memory for storing program instructions
wherein the program instructions configure the com-
puting device or single semiconductor device to:

determine translational and rotational geometry of each of
the image capture devices; and

determine GPS coordinates of pixel positions in the

image.

20. The system of claim 19 where the computing device
or single semiconductor device is also configured by pro-
gram instructions to:

determine registration comprising the use of multiple

images captured at different locations of the same area,
scene, or object;

receive position information from each position where an

image capture device captured and image;

save GPS coordinates to memory.
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