Title: IMPROVED OBJECT RECOGNITION SYSTEM FOR MEDICAL IMAGING

(57) Abstract: An improved system and method (i.e. utility) for segmentation of medical images is provided. The utility fits an estimated boundary on a structure of interest in an automated selection and fitting process. The estimated boundary may be a model boundary that is generated actual boundaries of like structures. In one arrangement, the boundaries may be selected based on the age and/or ethnicity of a patient. In further arrangements, narrow band processing is performed to estimate the actual boundary of the structure of interest.
IMPROVED OBJECT RECOGNITION SYSTEM FOR MEDICAL IMAGING

CROSS REFERENCE TO RELATED APPLICATION

This application claims priority under 35 U.S.C. §119 to U.S. Provisional Application No. 60/908,439 entitled, “AN IMPROVED METHOD OF OBJECT RECOGNITION SYSTEM,” and having a filing date of March 28, 2007, the entire contents of which are incorporated herein by reference.

FIELD

The present disclosure pertains to the field of medical imaging, and more particular to the segmentation of medical images to allow for accurate calculation of the volumes of structures of interest within the medical images.

BACKGROUND

Medical imaging, including X-ray, magnetic resonance (MR), computed tomography (CT), ultrasound, and various combinations of these techniques are utilized to provide images of internal patient structure for diagnostic purposes as well as for interventional procedures. One application of medical imaging (e.g., 3D imaging) is the measurement of volume and/or assessment of shape of internal structures of interest. These measurements typically require segmentation of image data, to separate structures of interest from the background, such that accurate calculations may be made.

One area where measurement of shape and volume is utilized is in the detection of prostate cancer. As will be appreciated, prostate cancer is one of the most common types of cancer among American men. Typically for a physician to diagnose prostate cancer, a biopsy of the prostate is performed. Biopsies are typically performed on patients that have either a suspect digital rectal exam (DRE) or abnormal PSA levels. PSA or 'prostate-specific antigen' is a protein produced by the cells of the prostate gland. A PSA test measures the level of PSA in the blood. In this regard, a doctor takes a blood sample, and the amount of PSA is measured in a laboratory.

Volume assessment of the prostate is an important and integral part of the decision to perform a biopsy. That is, the decision to perform biopsy in patients with abnormal PSA levels can be bolstered by PSA density (PSAD), which is defined as the PSA level divided by the prostate volume. In this regard, an expected PSA value may be based at
least in part on the volume of a given prostate volume. The volume of the prostate gland can also be used to determine treatment options. Accordingly, it is important to identify the boundaries of the prostate from a medical image such that an accurate volume determination of the prostate can be made.

In addition, biopsy of the prostate requires guidance to a desired location. Such guidance may be provided by transrectal ultrasound imaging (TRUS). In such an application, a 3D image of the prostate may be generated to allow guidance of a biopsy needle to a prostate location of interest. As with volume determination, it is important that the boundaries of the prostate are identified from a medical image in order to allow for accurate biopsy guidance.

Unfortunately, boundary identification (e.g., segmentation) in medical images is sometimes difficult. Even manual segmentation of medical images, such as ultrasound images, is difficult given the low signal to noise ratio and the presence of imaging artifacts.

**SUMMARY OF THE INVENTION**

Segmentation of the ultrasound prostate images is a very challenging task due to the relatively poor image qualities. In this regard, segmentation has often required a technician to at least identify an initial boundary of the prostate such that one or more segmentation techniques may be implemented to acquire the actual boundary of the prostate. Generally, such a process of manual boundary identification and subsequent processing has made real time imaging (e.g., generating a segmented image while a TRUS remains positioned) of the prostate impractical. Rather images have been segmented after an imaging procedure to identify structures of interest. Accordingly, subsequent biopsy would require repositioning of a TRUS and alignment of the previous image with a current position of the prostate.

Provided herein are systems and methods (i.e., utilities) that allow for automated segmentation of medical images, including, without limitation, ultrasound prostate images. In this regard, the utilities may be implemented in processing systems that are integrated into medical imaging devices and/or that are interconnected to the medical imaging devices and operative to receive data therefrom. The ability to identify and segment structures within medical images in the automated process allows for such segmentation to be done substantially in real time. In this regard, such segmentation may
be done while a patient remains in view of the imaging device. Accordingly, this may allow for guidance to the structure of interest without repositioning the patient.

According to a first aspect, an automated method for use in obtaining a boundary of a structure within a medical image is provided. The method includes obtaining a two-dimensional image including a structure of interest. A center point is identified within the structure of interest in an automated process. Once such a center point is identified, a plurality of radial lines may be extended from the center point. Energy values along the radial lines may be identified in order to identify a boundary of the structure of interest. That is, energy along the radial lines may change within the image based on differences between the structure of interest and the surrounding tissue. Accordingly, by identifying such differences in energy values, edge points associated with the structure may be identified in each radial line. Likewise, such edge points may be connected with a curve to define at least a first boundary.

It will be appreciated that, due to irregularities, artifacts and/or speckling within the medical image, the energy values along each radial line may fluctuate, which may result in identification of one or more false edge points. Accordingly, a related aspect involves eliminating false edge points from a plurality of potential edge points. In one arrangement, a prior shape model is utilized for such edge point elimination. In one arrangement, calculating the energy value along each radial line includes calculating a least-squares value and a gradient value. These values may be added together. Further, smoothing may be done on the resulting values along the length of the radial lines. In such an arrangement, multiple maxima values may be identified along the length of the radial lines. Initially, the largest maxima value in each radial line may be initially selected as a likely candidate position for the edge point of the structure of interest. An ellipse may be fit to these points in order to allow for aligning a predetermined shape model with these points. Once the ellipse is fit to the initial points, the shape model may be aligned with the initial points. At this time, the shape model may be expanded and contracted in order to define a narrow band region.

Once a narrow band region is determined, maxima points on each radial line outside of the narrow band may be disregarded/eliminated. Accordingly, the largest remaining maxima value in each radial line within the narrow band may then be selected and plotted. Again, an ellipse may be fit to these points and a prior shape model may be
fit to the points. A new narrow band may then be redefined, and the process may be
repeated until, for example, there is no change between successive iterations.

At this time, the remaining maxima points may be connected with a closed curve
that defines an intermediate boundary. This closed curve may then be expanded and
contracted to define a second narrow band region. This curve may also define a level set
function. The level set function may be initiated by setting image values inside the curve
as negative values and image values outside the curve as positive values, or vice versa. In
any case, the curve within the second narrow band may be an active contour, and by
minimizing the level set function, an actual boundary of the structure of interest may be
identified.

In conjunction with identification of a boundary, the utility may further include a
related aspect wherein boundary calibration is performed. Such boundary calibration may
include bump removal processes, smoothing processes and/or bias correction processes.
In relation to bump removal processes, the curvature of an identified boundary may be
examined to identify irregularities. For instance, when curvature exceeds a
predetermined threshold, a start and/or end point of a bump/irregularity in the boundary
may be identified. By identifying these start and end points, a smooth curve may be fit
therebetween, effectively removing the bump from the curvature. The smoothing process
may include identifying predetermined regions of the prostate and applying
correspondingly predetermined smoothing processes for those regions. Finally, bias
correction may allow for applying corrections to the final boundary based on differences
between the identified boundary and predetermined shape models.

In any aspect, the two-dimensional images may be downsized in order to reduce
the processing requirements and thereby enhancing the speed of the segmentation
process. For instance, one or more wavelet transforms may be applied to the initial image
in order to reduce the size of the image without losing image information. Accordingly,
the reduced image size may allow for reducing the total amount for processing. In this
regard, segmentation may be performed on the downsized image in order to find a
boundary of the structure of interest. Once the boundary is identified, the boundary
and/or the downsized image may be rescaled to the original size of the original image.
Likewise, the resized boundary may be applied to an original copy of the two-
dimensional image in order to illustrate the boundary thereon and/or utilize the boundary
for calculation purposes.
According to another aspect, the method for automated center point detection is provided. The method includes obtaining a two-dimensional image including the structure of interest therein. A plurality of lines (e.g., parallel lines) may be extended through the two-dimensional image. A portion of these lines may pass through the structure of interest. By identifying energy intensities along these lines, rough edge boundaries of the structure of interest may be identified along the length of each line. Accordingly, by determining the midpoint of the structure of interest between these edge boundaries in each of these lines, midpoint information for the structure of interest in each line, may be identified. A weighted average of this midpoint information may be utilized to determine a center point for the structure of interest. Furthermore, the process may be repeated for a plurality of two-dimensional slices of a 3-D image. Accordingly, a centroid for the 3-D image may be generated.

Though discussed above in relation to two-dimensional images, it will be appreciated that all of the aspects may be applied to a plurality of two-dimensional images in order to generate information for a common 3-D image/structure.

**BRIEF DESCRIPTION OF THE DRAWINGS**

Fig. 1 shows a cross-sectional view of a trans-rectal ultrasound imaging system as applied to perform prostate imaging.

Fig. 2a illustrates a motorized scan of the TRUS of Fig. 1.

Fig. 2b illustrates two-dimensional images generated by the TRUS of Fig. 2a.

Fig. 2c illustrates a 3-D volume image generated from the two dimensional images of Fig. 2b.

Fig. 3a illustrates a two-dimensional prostate image.

Fig. 3b illustrates a downscaled version of the two-dimensional prostate image of Fig 3a.

Fig. 3c illustrates the two-dimensional prostate image of 3a having radial lines extending from an identified center point and a narrow band region.

Fig. 3d illustrates capture of the prostate boundary in a narrow band region.

Fig. 4 illustrates a process flow diagram of an overview of the boundary estimation system.

Fig. 5 illustrates the operation of the gray scale processor.
Fig. 6 illustrates an automatic initial contour processor.
Fig. 7 illustrates an initial step in the center calculation processor,
Fig. 8 illustrates the signal intensity of lines generated by the center calculation processor.

Fig. 9 illustrates the automatic identification of a center point within a prostate image.

Fig. 10 illustrates generating intensities of radial lines on a prostate image to identify potential edge points for a raw boundary.
Fig. 11 illustrates the maxima along a radial line.

Fig. 12 illustrates potential edge points plotted in relation to the actual edge of a prostate.

Fig. 13 illustrates fitting an ellipse to the initial points identified in relation to the maxima of the radial lines.

Fig. 14 illustrates an iterative process for determining a raw boundary.

Fig. 15 illustrates updating a level set function.

Fig. 16 illustrates a correction process utilized by the calibration processor.

Figs. 17a and 17b illustrate bump removal from different regions of the prostate.

Fig. 18 illustrates a process for removing bumps from regions of the prostate based on curvature,

Fig. 19 illustrates a smoothing processor.

Fig. 20 illustrates utilizing a prior shape model to provide bias correction for an identified boundary.

DETAILED DESCRIPTION

Reference will now be made to the accompanying drawings, which assist in illustrating the various pertinent features of the present disclosure. Although the present disclosure is described primarily in conjunction with transrectal ultrasound imaging for prostate imaging, it should be expressly understood that aspects of the present invention might be applicable to other medical imaging applications. In this regard, the following description is presented for purposes of illustration and description.

In the process disclosed herein, a prostate capsule volume computation is made with an automated segmentation method using 2-D ultrasound image, In this process, a 3-D ultrasound prostate image is sliced into the series of contiguous 2-D images, in either a
rotational manner, about an axis approximately through the center of the prostate, with a uniform angular spacing (e.g., 3°), or in a parallel manner, with a uniform spacing (e.g. 1 mm). Segmentation for the 2D ultrasound images is a complex process due to speckle in ultrasound images and motion artifacts in biopsy applications. In the present process, an automated multi-resolution method is used for the segmentation of the 21) images. This process includes 5 stages of which are novel alone as well as in combination: (a) Down-Sampling of the 2d image, (b) initial boundary estimation, (c) final boundary estimation, (d) boundary correction and, (e) scale-space method for the final boundary. In step (b), an integrated method may be used to obtain the initial boundary: the radial lines emit from a point inside the prostate towards the edge extending into the search region band. Then with the help of ellipse fitting, a prior shape contour it aligned to the initial points. Around the contour, a narrow band is generated. Based on the gradient information in the narrow band (this narrow band is larger than that in the next step), an edge of the prostate is estimated. A prior shape contour is fit to the estimated points as the initial curve boundary. This initial curve is then used as a basis for estimating the second narrow band region, in which the final estimated boundary is computed. In step (c), to refine the boundary of the prostate, the prostate is modeled in another narrow band region as combination of homogeneous regions with different gray levels and the energy functional is minimized based on the regional information of the image. This strategy is implemented in a level set framework. In step (d), a bump removal algorithm is applied which is based on the segmentation results from step (c). A final boundary is determined and applied to the original image.

Fig. 1 illustrates a transrectal ultrasound probe that may be utilized to obtain a plurality of two-dimensional ultrasound images of the prostate 12. As shown, the probe 10 may be operative to automatically scan an area of interest. In such an arrangement, a motor may sweep the transducer (not shown) of the ultrasound probe 10 over a radial area of interest. Accordingly, the probe 10 may acquire plurality of individual images while being rotated through the area of interest (See Figs. 2A-C). Each of these individual images may be represented as a two-dimensional image. Initially, such images may be in a polar coordinate system. In such an instance, it may be beneficial for processing to translate these images into a rectangular coordinate system. In any case, the two-dimensional images may be combined to generate a three-dimensional image (See Fig. 2C).
As shown in Fig. 2A, the ultrasound probe 10 is a motorized side scan probe. However, it will be appreciated that an end scan probe and manual scan may be utilized as well. In any arrangement, the probe 10 may also include a biopsy gun 8 that may be attached to the probe. Such a biopsy gun 8 may include a spring driven needle that is operative to obtain a core from desired area within the prostate. In this regard, it may be desirable to generate an image of the prostate 12 while the probe 10 remains positioned relative to the prostate. In this regard, if there is little or no movement between acquisition of the images and generation of the 3D image, the biopsy gun may be positioned to obtain a biopsy of an area of interest within the prostate 12.

In order to generate an accurate three-dimensional image of the prostate for biopsy and/or other diagnostic purposes, the present disclosure provides an improved method for segmentation of ultrasound images. As will be appreciated, ultrasound images often do not contain sharp boundaries between a structure of interest and background of the image. That is, while a structure, such as a prostate, may be visible within the image, the exact boundaries of the structure may be difficult to identify in an automated process. The system utilizes a narrow band estimation system that allows the specification of a limited volume of interest within an image to identify boundaries of the prostate. This allows for avoiding rendering the entire volume of the image, which may slow the process or be excessively computationally intensive. To further reduce the computational requirements, the present utility may down sample the prostate images prior to segmentation. As may be appreciated, various wavelength transforms may be applied to an image to reduce the data size of the image without substantially affecting (i.e., while preserving) the information within the image.

Fig. 3a illustrates a prostate within an ultrasound image. In practice, the boundary of the prostate 12 would not be as clearly visible as shown in Fig. 3a. A wavelet transform is applied to the image 20 to generate a "down-sampled" image 22. See Fig. 3B. Segmentation is then performed on the down-sampled image to identify the boundary of the prostate 12. An inverse transform may then be applied to the down-sampled usage with a segmented boundary to resize the to its original size. The identified boundary may then be applied to the original image. As will be appreciated, such segmentation on the down sampled image reduces the computational intensity and speeds the overall process.
In order to perform a narrow band volume rendering, an initial estimate of the boundary must be obtained. As will be discussed herein, this initial estimation may be provided using gradient and least squares energies as well as using a predetermined shape model, which may be based on age and/or ethnicity of the patient. The shape model may be fit to initial points determined by energies along predetermined radials within the image to provide an initial boundary 12. This initial boundary 12 may be expanded or contracted to generate an inner 14 and outer 16 boundaries See Fig. 3C. The space between these boundaries 14 and 16 defines a band (i.e., the narrow band) having a limited volume of interest in which segmentation may be performed to identify the actual boundary of the prostate 12. It will be appreciated that the band between the initial boundary 14 and outer boundary 16 should be large enough such that the actual boundary of the prostate lies within the band. As will be discussed herein, active contours or dynamic curves are utilized within the narrow band to identify to the actual boundary of the prostate 12.

As discussed herein, an automated boundary estimation system is provided for computing the boundary of the individual ultrasound images (e.g., individual images or slices of a plurality of images that may be combined together to generate a volume). The boundary estimation system is operative to generate boundary information slice by slice for an entire volume. Accordingly, once the boundaries are determined, volumetric information may be obtained and/or a detailed image may be created for use in, for example, guiding a biopsy needle. Further, the system operates quickly, such that the detailed image may be generated while a TRUS probe remains positioned relative to the prostate. That is, an image may be created in substantially real-time.

Fig. 4 illustrates an overall architecture for the system. Initially, 3-D volumetric images are acquired 402. These images are then down-sampled 404 to generate down-sampled images. As noted above, such images retain important information regarding the boundary of the prostate while being reduced in size. Once down-sampled 404, the down-sampled images are provided to a gray scale processor 406. As will be discussed herein, the gray scale processor generates an intermediate boundary 408. The intermediate boundary is provided to a calibration processor 410. The calibration processor utilizes a priori knowledge (e.g., a shape model) in conjunction with narrow band processing in order to identify a final boundary on the down-sampled image 412. The boundary on the down-sampled image 412 is then provided to a scale space processor
414 (e.g., an inverse wavelet transform processor). This processor 414 expands the down-sampled image to its original size such that the boundary contained within the resized image may be applied to the original image as a final boundary 416. As will be appreciated, the above process 400 may be applied to individual slices within a 3-D volumetric image. For instance, the process may initially be performed on the central slice of the image, and then segmentation may be performed on individual slices, moving from the center outwards. In any case, the process 400 allows for automatically generating a segmented volume from a 3-D image, such as a prostate.

The gray scale processor 406 of Fig. 4 is further illustrated in Fig. 5. As shown, the gray scale processor 406 receives the down-sampled images 502 and performs an automated initial contour processing step 504 on those images. This generates an initial raw boundary 506. This initial/raw boundary 506 is, as will be discussed herein, utilized with a segmentation processor to perform a first narrow band segmentation process that results in an intermediate boundary, which is utilized in a second narrow band segmentation process.

The automatic initial contour processor 504 is further illustrated in Fig. 6. Generally, the automatic initial contour processor 504 identifies a center point of a prostate image 602, extends radial lines from that point 604 and identifies potential points along the radial lines that are indicative of a change in contrast (i.e., gradient) along the line that is indicative of a boundary between the prostate and surrounding tissue. Such identification is performed in a radial search processor 620. Fig. 3C illustrates a prostate image where a center point is established and radial lines are extended outwardly. The radial lines are generated at a predetermined sampling angle. As shown, few radial lines are illustrated. However, it will be appreciated that, in practice, many radial lines (e.g., at 3° offsets) may be utilized.

In conjunction with the identification of the center point and radial line generation, a gradient calculation 610 is performed. This gradient calculation provides a gradient 612 of the images and a convolution processor 614 smoothes the gradient image using a Gaussian kernel. In this process, we used a 1-D convolution strategy instead of the 2D convolution, which is more time consuming. This produces a smoothed gradient image 616, which is provided to the radial search processor 620. The purpose of smoothing the image is to low-pass filter the ultrasound images to substantially eliminate the high-frequency noises and speckles. The radial search processor utilizes the center
point, radial line and gradient information to generate a raw boundary 622, as will be further discussed herein. This radial search processor 620 generates an initial raw boundary for fitting.

**Center Calculation Processor**

The center calculation processor utilizes a down-sampled imaged to automatically detect the center point of that image. As shown in Fig. 7, the processor takes a two-dimensional image 702 and generates a series of parallel lines 700A-N that extend through the image, including the area in which the prostate 12 is located. Next, the processor takes a windowed average of the image intensity to form a signal in each line 700, as illustrated in Fig. 8, which shows a signal for one of the lines 700E extending through the prostate 12. As shown, the intensity of the signal where the portion of the line that passes through the prostate 12 is significantly changed in relation to the intensity of the signal passing through adjacent tissue. Accordingly, a center point of this portion of the signal may be determined. See Fig. 9. For instance, for noisy lower images, a square wave may be fit to each signal, and the center of the square wave may be identified as the center for that signal.

**To fit the square wave the cost function we needs to minimized with regards to the positions.**

\[
E(p) = \int_{a}^{B1} (f(x) - h1)^2 dx + \int_{a+w}^{B2} (f(x) - h3)^2 dx + \int_{a}^{a+w} (f(x) - h2)^2 dx
\]  

(1)

Where \(B1\) and \(B2\) are the boundaries of the signal, \(a\) and \(w\) are the positions to detect, \(h1\), \(h2\) and \(h3\) are the average values in the integration region.

**Taking derivatives of the function:**

\[
\begin{align*}
\frac{\partial E}{\partial a} & = 2f(a + w)(h3 - h2) + 2f(a)(h2 - h1) \\
\frac{\partial E}{\partial w} & = 2f(a + w)(h2 - h3) + 2f(a + w)
\end{align*}
\]

(2)

Using a **gradient method**, optimal positions are searched for and the prostate center is the square wave center.

For the real image data, based on these weighted averages, the center point for each two-dimensional image may be determined. Further, the information from the plurality of two-dimensional images may be combined to identify a centroid of the threc-
dimensional image. As will be appreciated, this process allows for the automatic center point determination within the prostate. This in conjunction with the radial line generation and edge point detection, described herein, allows for full automation of the segmentation process.

Accordingly, once this center point/centroid is identified, radial lines may be generated (See Fig. 6). Fig. 3B illustrates radial lines extending outwardly from the identified center point of the image. This information (i.e., the radial lines and center point) is provided in conjunction with the gradient calculation information to the radial search processor 620.

The radial search processor is illustrated in Fig. 10. In this regard, for each radial line and down-sampled image, a least-squares calculation process 1002 is performed. In conjunction with the least-squares calculation, a windowed gradient process 1004 is performed to generate a window gradient energy value for each radial line. The least squares process is performed in the image domain to obtain the least square energies. The energy is defined as:

$$ E_{IS}(p) = A * G(p) - B * \left[ \sum_{i=1}^{p} (s(i) - C_1)^2 + \sum_{j=p}^{N} (s(j) - C_2)^2 \right] $$

(3)

Here, $G$ is the windowed gradient; $s$ is the signal obtained by windowed average; $p$ is the position to separate the signal; $N$ is the total number of signal points; $C_1$ and $C_2$ are the average values of each signal parts; and $A$ and $B$ are the weights of the two energy terms with the same value 1. Note that the first term is the windowed gradient value at position $p$, and the second term is the least square value of a piece-wise constant approximation of the signal.

The goal is to maximize the following energy at each of the radial lines;

$$ E_M(i) = E_G(f) - E_{IS}(i) - C * E_{CL}(i) $$

(4)
Where $E_G$ is the gradient energy, $E_a$ is the contour length energy, and $c$ is the weight of the contour length energy is called the external energy. $E_G$ and $E_{LS}$ are independent of other points of the contour, while $E_{CL}$ (internal energy) is dependent with other points. Since the necessary condition of the position where edge point resides is that the energy term be a local maxima.

That is, the windowed gradient energy and least-squares energy is calculated for each radial line. These two energies are added together and represent an indication of the energy along the radial line. This is performed in an initial segmentation processor 1006. The initial segmentation processor 1006 may smooth the energy curve with a low pass filter to find local maximum along the radial lines, which are candidate positions for the actual edge of the prostate. Such a smoothed radial line with multiple maxima is illustrated in Fig. 11. Initially, the highest energy candidate points are selected for each radial line and plotted on the image, see Fig. 12. For many of the radial lines, the highest energy candidate point often falls at or near the actual boundary of the prostate and surrounding tissue. However, due to speckling and artifacts, gradient changes exist within the prostate. That is, the prostate is not itself homogenous as such artifact or other speckling can result in the highest energy candidate point in one or more radial lines being either inside and/or outside of the actual boundary of the prostate. However, the initial points define a raw boundary 1008. The raw boundary is utilized with a prior shape model 1010 in order to generate an initial boundary 1012, as will be further discussed herein.

**Shape Model**

A shape model may be generated from a database of ultrasound volumes. Such ultrasound volumes may be compiled and segmented either manually or using a segmentation program to obtain several prostate ultrasound surfaces. These surfaces can be used to train a shape model. A shape model may include a mean shape and one or more vectors (e.g., Eigen vectors) that correspond to the principal modes of variation. The projections on these vectors can then be used to describe any shape resembling the training data accurately. The advantage of using shape models is that these projections may represent the direction of largest variance of the data. For instance, 10-15 such projections may adequately represent a large range of shapes accounting for more than 95% of the variance in the data. The projections can be either directly optimized to
maximize the similarity between the given shape and the model or the model can be allowed to warp freely and can then be constrained by the requirements of the model that prevent the model from fitting (e.g., warping) into shapes that do not resemble a prostate. The generation and applications of such a shape model are further discussed in copending U.S. Application No. 11/740,807, entitled, "Improved System and Method for 3-D Biopsy," filed on April 26, 2007, the entire contents of which are incorporated herein by reference.

As noted above, the shape model finds an average shape for the prostate. However, prior to applying the shape model to the raw boundary defined by the initial points, the shape model must be aligned to a common frame of reference with the initial points. In this regard, an ellipse is fit to the initial maxima points in each radial having the largest energy value. As will be appreciated, the prostate is typically walnut-shaped, and an ellipse may be fit to a prostate in a common manner from prostate image to prostate image. Accordingly, as illustrated in Fig. 13, by fitting an ellipse 1302 to the initial maxima points defining the raw boundary, a reference axis 1304 may be generated. Accordingly, the shape model 1310 may be overlaid onto the image, including the initial points, based on the long axis of the ellipse and/or the center point of the ellipse. The contour of the shape model 1310 may then be utilized to define a narrow band. That is, the shape model 1310 may be expanded and contracted to define a narrow band that includes the actual boundary of the prostate. See e.g., Fig. 3D. As illustrated in Fig. 11, once the narrow band is defined, the narrow band may be applied to the smoothed signals containing the identified maxima (i.e., the combination of least-square and gradient energy). As shown, a number of the candidate positions fall outside of the edges of the narrow band and may be ignored. Accordingly, positions with maximum energy within the narrow band for each radial may then be selected to define an initial boundary/contour 1012 (See Fig. 10).

More specifically, an iterative process 1400 may be performed using a contour 1402 defined by maxima points in the narrow band. Energy may be updated 1404 for each radial line within the narrow band, and a new maximum may be found 1406. Accordingly, for the new maximum positions, a new contour 1408 may be generated. If the new contour is the same as the previous contour, the initial boundary is determined 1410. Alternatively, if the new contour is different from the previous contour, the process may be repeated, and new energy calculations may be made for each radial line and a new
contour may be generated. This process may be repeated until little or no change occurs between successive contours. Once completed, the raw boundary is generated.

However, such a raw contour may include bumps or other deformities. In this regard, such bumps may result from selection of the incorrect maximum within the narrow band region. That is, the bump may be caused by speckles, shadows or dim edge information where the external energy is very low. However, it is recognized that these bumps may be removed by connecting the surface of the contour at either end of either bump with an appropriate curve. Bumps are automatically detected utilizing a threshold of change along the contour length. In this regard, a curvature calculation is performed on the initial raw boundary. Along a predetermined length of the contour, if a change in the curvature exceeds a predetermined threshold, the beginning of a bump region is identified. Likewise, the end of the bump region may be determined. Once the ends of the bump region are determined, they are replaced with a smooth curve. At this time, the initial raw boundary 630 is completed. See Fig. 6. Accordingly, the prior shape model may be applied to the initial raw boundary and expanded and/or fitted 640 to the raw boundary. At this time, the fitted shape model defines an initial boundary 650.

Referring again to Fig. 5, it is noted that once the initial boundary is generated 506, this initial boundary is provided to a segmentation processor 508. The segmentation processor utilizes the initial boundary to generate the narrow band region. That is, the system expands the initial boundary outward in order to form an outer contour and contracts the initial boundary inward to define an inner contour. See Fig. 3C. The actual boundary of the prostate lies within the resulting narrow band. Further, portions of the image that are outside of the narrow band define an outer region, and portions that are inside the narrow band define an inner region. The narrow band region is provided in conjunction with the original two-dimensional ultrasound image to a mask image generation system. The mask image generation system takes pixels from the two-dimensional image in the narrow band for subsequent processing. The system for defining a narrow band and obtaining a mask image is provided in U.S. Patent Application No. 11/615,596 entitled, "Object Recognition System for Medical Imaging," the entire contents of which are incorporated by reference herein. This masked image, along with the inner and outer regions, the narrow band and the initial level set function are provided to a narrow band boundary estimation processor, as illustrated in Fig. 15.
Generally, the boundary estimation system utilizes active contours within the narrow band to delineate between the background and the boundary of interest (i.e., prostate).

Active contours, or "snakes", are dynamic curves or surfaces that move within an image domain to capture desired image features. Lots of edge detection works are done based on the "snakes" model. In the present process, the level set method is applied. In this method, the boundary of the object is implicitly expressed as the zero level of a 3-dimentional function, which is called the level set function. In the present process, a modified version Chan-Vese's "Active contour without edge" model is used in which the images are modeled as "piecewise constant". The method is based on the knowledge about the ultrasound prostate images that the gray levels of the object region and the background region are different, and in the object region, the pixels are more "homogeneous". The purpose of the method is to find out the minimum of the cost function:

\[
E = \int_{\Omega} m |\nabla H(F)| dxdy + l_1 \int_{\Omega} (I_0 - C_i)^2 H(F) dxdy + l_2 \int_{\Omega} (I_0 - C_2)^2 (1 - H(F)) \omega dxdy + Pt \tag{5}
\]

Where the \( F \) is the level set function, \( I_0 \) is the image at pixel \((x, y)\), \( C_i \) and \( C_2 \) are the average intensity in the inner and outer regions, which are separated by the contour, the others are the weights of the terms. \( Pt \) is the penalty term, which is new in our application:

\[
Pt = p \int_{\Omega} J(I - JVF) dxdy + s \int_{\Omega} J(IQn)H(F) + I(out)H(F) \omega dxdy \tag{6}
\]

where the first integration is the penalized term for keeping the level set function as signed distance function, which is also represented by \( P \). The second integration is the penalized term to keep the level set function as a single connected curve, which is also represented by \( S \). And \( s a ndp \) are the weight of each term. In the inner region (e.g., inside of the boundary within the narrow band), the level set function value will be kept as negative, while in the outer region (e.g., outside of the boundary within the narrow band).
the level set function will be positive. The second term can avoid the "bleeding" of the contour and keep the contour continuous in the narrow band.

Basically the need is to take the gradient of the functional according to $F$ and find the steepest descent, and then perform the finite difference calculation for updated $F$.

After certain iterations, $F$ will converge.

$$F_{n+1} = F_n + dt[\Delta(F_n) / (1 - C_1) + I_1(I - C_2)^2 + s\mathcal{C}(F) + sS(F)) + pP(F)]$$

(7)

After the final level set function $F$, is obtained, the edge can be obtained by getting the zero level set of $F$. There will be some irregularities in the final contour, however, down sampling the contour can make a smooth connection as the estimated boundary.

Fig. 15 shows a process flow sheet of the boundary estimation processor. Generally, the processor calculates finite difference iterations. Utilizing system parameters, the 2D image and the initial level set function, a level set function updating processor 1502 performs a finite different calculation with a function $F$. For each difference calculation, $F$ is updated to generate an updated level set function 1504. This process is repeated until there is convergence indication 1506. At such time, the updated level set function 2609 is output to the boundary estimation extraction processor 1510, which utilizes the information to generate an intermediate boundary 1512 (i.e., by getting the zero level set of $F$). The intermediate boundary represents the conformance of the function $F$ (which prior to iteration was represented by the initial boundary), that is, the segmentation processor 508 generates an intermediate boundary 510. See Fig. 5.

Referring again to Fig. 4, it is noted that the intermediate boundary 408 is then provided to a calibration processor 410.

**Correction Process**

The calibration processor 410 provides a number of corrections to the intermediate boundary. Specifically, the process includes a bump removal process, a smooth boundary estimation process, as well as bias correction for a given imaging probe. These processes are illustrated in Fig. 16, which illustrates the processes performed by the...
calibration processor 410. As shown, the processor 410 receives the intermediate boundary 1602. This intermediate boundary is provided to the bump processor 1604, which generates a bump free boundary 1606. The bump free boundary is then provided to the smoothing processor 1608, which generates a smoothed boundary 1610. This smoothed boundary may then be provided to a bias correction processor 1612 in order to generate an accurate contour/boundary on the down-sampled image.

Fig. 17a illustrates an intermediate boundary 1702 of a prostate. As shown, the prostate is divided into four regions for bump correction. Specifically, the prostate is divided into left and right peripheral regions, as well as an apex region (i.e., top region) and a base region (i.e., bottom region). These regions are defined relative to a center point of the image. As shown in Fig. 17a, the right peripheral region includes a bump 1704, which may be caused due to, for example, selection of incorrect maxima point during boundary determination due to speckling, shadows or artificial effects. In any case, it is desirable that the bump 1704 be removed from the prostate boundary 1702. Accordingly, a process is applied to each section in order to determine irregularities. In this regard, if a curvature on a predetermined portion of the curve within one of the regions exceeds the threshold, the beginning of a bump is identified. Likewise, the end of the bump may also be detected by determining a rate of curvature. Accordingly, by identifying the beginning 1706 and end 1708 of a bump 1704, that portion of the curve may be replaced by a smoothed curve. See, for example, 1710 in Fig. 17b.

This process is illustrated in Fig. 18. As shown, the bump processor initially receives the boundary 1802. This boundary 1802 is provided to a curvature calculation processor 1804, which generates information related to the curvature of the boundary 1806. This curvature information is provided to the prostate region correction system. This prostate region correction system is operative to apply different criteria to the different prostate regions based on a priori knowledge regarding each of the prostate regions. In any case, the prostate the region correction system 1808 generally identifies curvature within the current region and determines if the curvature is irregular. If so, the determination is made as to whether the curvature is larger than a predetermined threshold. If so, a bump end position is determined. Accordingly, for first and second such end positions, a splined fitting system may be utilized to generate a smooth boundary between the end positions 1810. Accordingly, this smooth boundary may replace the bump region within the prostate region. Accordingly, this process may be repeated for each region in
order to generate a bump free boundary 1812. Once the bump free boundary is generated,
it is provided to the smoothing processor 1608. See Fig. 16.

The smoothing processor is illustrated in Fig. 19. As shown, the bump free boundary 1902 is provided to a region division system 1904. The region division system 1904 identifies end positions 1906 for each region. For each region, the windowed averaging process 1908 is provided. This process allows input regarding the average window width for each region. In any case, the windowed averaging process 1908 generates a smooth boundary 1910 for each region. Collectively, the smoothed regions generate a smoothed boundary.

Referring again to Fig. 16, the smooth boundary 1610 is provided to the bias correction processor 1612. The bias correction processor is illustrated in Fig. 20. The bias correction processor utilizes either a shape model or ground truth 2002 in conjunction with the smooth boundary 2004. This shape model may be the same model that was utilized earlier in setting the initial narrow band region. Initially, a distance calculation between the shape model/ground truth and smoothed boundary is performed 2006. This identifies error between the ground truth and the smoothed boundary. The distance calculation processor 2006 generates calculated distances by angle for the prostate regions. These distances 2008 are provided to an optimization processor in conjunction with the ground truth model 2002 and smoothed boundary 2004. The optimization processor 2010 utilizes this information to provide optimized bias values. That is, a calculation minimizes the error between the computer estimated contour and the ground truth, and an optimized bias value for each region is calculated. The motivation for this process is that, statistically, every computer estimated boundary may fall short in certain region (apex, base, left and right peripheral regions), this is referred to as a system bias. These optimized bias values 2012 are provided to a penalized bias correction processor that adds the bias value to each region respectively. The output of the penalized bias correction processor is an accurate boundary as applied to the down-sampled image. See Fig. 4. Once the boundary is provided on the down-sampled image 412, see 30 of Fig. 3D, the down-sampled and the boundary 30 thereon are provided to a space scale processor 414. The space scale processor 414 is operative to expand the down-sampled image and/or the boundary thereon. Once expanded, the boundary is resized to the size of the initial image. Accordingly, this final boundary 416 may be applied to the original image. As will be appreciated, the entire process may be repeated
on a slice-by-slice basis for a three-dimensional **volumetric** image. Accordingly, an accurate boundary for the entire three-dimensional image may be generated. Furthermore, accurate volumetric calculation of the prostate image may be performed. Furthermore, such highly accurate images may be utilized to guide instrumentation to locations within the prostate itself.

The foregoing description of the present invention has been presented for purposes of illustration and description. Furthermore, the description is not intended to limit the invention to the form disclosed herein. Consequently, variations and modifications commensurate with the above **teachings**, and skill and knowledge of the relevant art, are within the scope of the present invention. The embodiments described hereinabove are further intended to explain best modes **known** of practicing the invention and to enable others skilled in the art to utilize the invention in such, or other embodiments and with various modifications required by the particular **applications** or use(s) of the present invention. It is intended that the appended claims be construed to include alternative embodiments to the extent permitted by the prior art.
CLAIMS

1. An automated method for use in obtaining a boundary of a structure within
a medical image, comprising:
   - obtaining a 2-D image including a structure of interest;
   - identifying a center point of said structure;
   - extending a plurality of radial lines from said center point;
   - identifying energy values along each said radial line;
   - based on said energy values, identifying a boundary of said structure of interest.

2. The method of Claim 1, further comprising, identifying a edge point associated with said structure in each radial line and connecting said edge points with a curve to define a first boundary.

3. The process of Claim 1, wherein identifying said center point of said structure further comprises:
   - extending a plurality of parallel lines through said 2-D image;
   - calculating an energy value along each said line;
   - based on said energy values, identifying approximate edges of said structure in said parallel lines that pass through said structure.

4. The method of Claim 3, wherein, identifying said center point comprises:
   - determining midpoints between said approximate edges said parallel lines passing through said structure; and
   - using a square wave fitting algorithm.

5. The method of Claim 3, wherein, identifying said center point comprises:
   - determining midpoints between said approximate edges said parallel lines passing through said structure; and
   - using a weighted average of said midpoints to generate said center point for said structure within said 2-D image.

6. The method of Claim 5, further comprising:
   - identifying center points for a plurality of 2-D image slices of a common 3-D area;
   - and
   - using said center points, generating a centroid for said structure in said 3-D area.
7. The method of Claim 1, wherein identifying an energy value along each radial line comprises;
calculating a least squares energy and a gradient energy along each said line,
8. The method of Claim 7, further comprising:
5 adding said least squares energy and said gradient energy to identify candidate edge points, wherein said candidate edge points are maxima in each radial line.
9. The method of Claim 8, further comprising;
fitting an ellipse to the points defined by the largest maxima in each radial line;
based on the orientation of said ellipse fitted to said points; fitting a shape model boundary to said image.
10. The method of Claim 9, further comprising:
expanding and contracting said shape model to define a narrow band; and 
for each radial line, plotting the point of the largest maxima in the narrow band.
11. The method of Claim 10, further comprising:
refitting the ellipse to the points of the largest maximas in the narrow band;
refitting the shape model to the points and redefining a narrow band; and 
for each radial line, plotting the point of the largest maxima in the redefined narrow band, wherein said refitting and plotting steps are repeated until convergence.
12. The method of Claim 11, wherein upon convergence 
fitting a curve to said maxima in said narrow band, wherein said curve is a closed curve and wherein said curve defines a level set function; and 
generating a band region by expanding said curve outward to generate an outer boundary of said band region and contracting said curve inward to generate an inward boundary of said band region.
13. The method of Claim 12, further comprising:
initialing the level set function in the narrow band region based values from an inner region inside of said narrow band and an outer region outside of said narrow band; and 
minimizing a cost functional defined in the narrow region with the initial level set function.
14. The method of Claim 13, further comprising:
obtaining a final boundary form said level set function; and 
performing a correction on said final boundary.
15. The method of Claim 1, further comprising:
   identifying an edge point associated with said structure in each radial line and
   connecting said edge points with a curve to define a first boundary;
   generating a narrow band based on said first boundary; and
   initializing the level set function in the narrow band region based values from an
   inner region inside of said narrow band and an outer region outside of said narrow band.

16. The method of Claim 15, further comprising:
   minimizing a cost functional defined in the narrow region with the level set
   function; and
   generating said boundary of said structure of interest.

17. The method of claim 1, further comprising:
   down-sampling said 2-D image prior to identifying said center point, wherein said
   boundary is identified on said down-sampled image.

18. The method of Claim 17, further comprising:
   rescaling said boundary to match the 2-D image size prior to down-sampling; and
   applying said boundary to an original version of said 2-D image.

19. The method of Claim 1, further comprising:
   performing a boundary calibration on said boundary.

20. The method of Claim 18, wherein said boundary calibration comprises at
    least one of:
    a bump removal process;
    a smoothing process; and
    a bias correction process.

21. The method of Claim 20, wherein said bump removal process comprises:
    identifying start and end points of a bump region in said boundary based on
    curvature exceeding a predetermined threshold; and
    connecting start and end points using a smoothed curve.

22. The method of Claim 21, wherein said smoothing process comprises:
    detecting end points of a prostate region; and
    applying a smoothing function to said region.
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