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Beschreibung

[0001] Die Erfindung betrifft allgemein Compu-
ternetzwerke und insbesondere ein Verfahren und
eine Vorrichtung zur Bereitstellung von Kommunika-
tion zwischen Netzwerkknoten tber einen oder meh-
rere Zwischenknoten in einem fehlertoleranten Netz-
werk.

[0002] Computernetzwerke sind fur die Kommuni-
kation und Produktivitdt in Umgebungen, in denen
Computer fur die Arbeit benutzt werden, immer wich-
tiger geworden. E-Mail hat in vielen Situationen Pa-
pierpost und Faxe als Mittel zum Verteilen von Infor-
mationen ersetzt, und die Verfligbarkeit enormer In-
formationsmengen im Internet ist sowonhl fir viele ar-
beitsbezogene als auch persénliche Aufgaben zu ei-
ner auf3erordentlich wertvollen Ressource geworden.
Die Moglichkeit, Daten uber Computernetzwerke
auszutauschen, ermdglicht auflerdem eine gemein-
same Benutzung von Computerressourcen wie etwa
Druckern in einer Arbeitsumgebung und ermdglicht
eine zentralisierte netzwerkgestitzte Verwaltung der
vernetzten Computer.

[0003] Zum Beispiel kann der Personal Computer
eines Buroangestellten Software ausfihren, die ber
ein Netzwerk installiert und automatisch aktualisiert
wird und die Daten erzeugt, die auf einem vernetzten
Drucker gedruckt werden kénnen, den sich Personen
in mehreren verschiedenen Biros teilen. Das Netz-
werk kann zur Inventur der in jedem Personal Com-
puter installierten Software und Hardware verwendet
werden, wodurch sich die Aufgabe der Inventurver-
waltung stark vereinfacht. AulRerdem kann die Soft-
ware- und Hardwarekonfiguration jedes Computers
Uber das Netzwerk verwaltet werden, wodurch die
Aufgabe des Benutzer-Support in einer vernetzten
Umgebung leichter wird.

[0004] Vernetzte Computer sind auflerdem typi-
scherweise mit einem oder mehreren Netzwerkser-
vern verbunden, die den vernetzten Computern Da-
ten und Ressourcen zuftihren. Zum Beispiel kann ein
Server eine Anzahl von Softwareanwendungen spei-
chern, die die vernetzten Computer ausfiihren kon-
nen, oder kann eine Datenbank von Daten speichern,
auf die die vernetzten Computer zugreifen und die
diese benutzen kénnen. Die Netzwerkserver verwal-
ten typischerweise auch den Zugang zu bestimmten
vernetzten Einrichtungen wie etwa Druckern, die von
beliebigen der vernetzten Computer benutzt werden
kénnen. Aulierdem kann ein Server den Austausch
von Daten wie etwa E-Mail oder anderen ahnlichen
Diensten zwischen den vernetzten Computern er-
leichtern.

[0005] Die Verbindung von dem lokalen Netzwerk
zu einem gréReren Netzwerk wie etwa dem Internet
kann eine groRere Fahigkeit zum Austauschen von
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Daten bereitstellen, wie etwa durch Bereitstellen ei-
nes Internet-E-Mail-Zugangs oder Zugangs zu dem
World Wide Web. Diese Datenverbindungen machen
Unternehmungen Uber das Internet praktikabel und
haben zu dem Wachstum der Entwicklung und Be-
nutzung von Computernetzwerken beigetragen. In-
ternet-Server, die Daten bereitstellen und Funktionen
wie etwa E-Commerce, Audio- oder Video-Strea-
ming, E-Mail dienen oder anderen Inhalt bereitstel-
len, verwenden den Betrieb lokaler Netzwerke sowie
das Internet, um einen Pfad zwischen solchen Daten-
servern und Client-Computersystemen bereitzustel-
len.

[0006] Wie andere elektronische Systeme kommen
bei Netzwerken jedoch Ausfalle vor. Fehlkonfigurati-
onen, unterbrochene Leitungen, ausgefallene elek-
tronische Komponenten und eine Anzahl anderer
Faktoren kdnnen einen Ausfall einer Computernetz-
werkverbindung verursachen, was zu einer mdgli-
chen Funktionsunfahigkeit des Computernetzwerks
fuhrt. Solche Ausfélle kénnen in kritischen Vernet-
zungsumgebungen, wie etwa Prozel3steuerung, me-
dizinischen oder anderen kritischen Anwendungen,
minimiert werden, indem man Backup- oder redun-
dante Netzwerkkomponenten benutzt. Ein Beispiel
ist die Verwendung einer zweiten Netzwerkverbin-
dung zu kritischen Netzwerkknoten, die dieselbe
Funktion wie die erste Netzwerkverbindung bereit-
stellen. Die Verwaltung der Netzwerkverbindungen
zur Erméglichung des Betriebs im Fall eines Netz-
werkausfalls kann jedoch eine schwierige Aufgabe
sein und hangt selbst von der Fahigkeit eines Netz-
werksystems oder Benutzers ab, den Netzwerkfehler
ordnungsgemal zu detektieren und zu kompensie-
ren. Wenn sowohl ein primares als auch ein redun-
dantes Netzwerk Fehler entwickeln, wird auflerdem
die exklusive Verwendung eines der Netzwerke keine
volle Netzwerkfunktionsfahigkeit bereitstellen.

[0007] Eine Ldsung ist die Verwendung eines Ver-
fahrens oder einer Vorrichtung, das bzw. die den Zu-
stand eines Netzwerks von Computern mit redundan-
ten Kommunikationskanalen detektieren und verwal-
ten kann. Ein solches System enthalt bei verschiede-
nen Ausfuhrungsformen Knoten, die den Zustand der
Kommunikationskanale zwischen dem Knoten und
jedem anderen fehlertoleranten Netzwerkknoten, mit
dem er verbunden ist, detektieren und verwalten kon-
nen. Bei bestimmten Ausfihrungsformen verwenden
solche Netzwerkknoten einen Netzwerkstatus-Da-
tensatz, der den Zustand jeder einer primaren und re-
dundanten Netzwerkverbindung zu jedem anderen
Knoten angibt, und verwenden ferner Logik, die die
Bestimmung eines funktionsfahigen Datenpfades
zum Senden und Empfangen zwischen jedem Paar
von Knoten ermdglicht. Weitere Beispiele fur vorbe-
kannte Verfahren waren US-A-6088330,
US-A-5925137 und HUANG J et al., ,An Open Solu-
tion to Fault-tolerant Ethernet: Design, Prototyping,
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and Evaluation" XP002130386. WO-A-0028715 be-
schreibt ein fehlertolerantes Netzwerk mit Ausfallde-
tektion.

[0008] Wiinschenswerterweise enthalten solche
Netzwerke aber Knoten, die keine volle Fehlertole-
ranz-Fahigkeit aufweisen. Ein vielfach anzutreffen-
des Beispiel flr einen solchen nichtfehlertoleranten
Netzwerkknoten ist ein standardmaRiger Blro-Laser-
drucker mit eingebauter Netzwerkverbindung. Es
werden ein Verfahren und eine Vorrichtung zur Er-
moglichung der Kommunikation sowohl mit nichtfeh-
lertoleranten als auch mit fehlertoleranten Netzwerk-
knoten in einem fehlertoleranten Netzwerksystem
bendtigt.

[0009] Die vorliegende Erfindung schafft ein Verfah-
ren zum Verwalten des Zustands eines Compu-
ternetzwerks mit fehlertoleranten Netzwerkknoten,
wobei das Verfahren die folgenden Schritte umfalt:
in jedem fehlertoleranten Knoten wird der Zustand ei-
ner ersten Strecke zwischen jedem der fehlertoleran-
ten Knoten und anderen Netzwerkknoten bestimmt;
in jedem fehlertoleranten Knoten wird der Zustand ei-
ner zweiten Strecke zwischen jedem der fehlertole-
ranten Knoten und anderen Netzwerkknoten be-
stimmt;

in einem ersten fehlertoleranten Zwischenknoten
werden Daten von einem Ursprungsknoten empfan-
gen; und gekennzeichnet durch den folgenden
Schritt:

in dem ersten fehlertoleranten Zwischenknoten wird
zum Senden von Daten entweder die erste Strecke
oder die zweite Strecke von dem ersten fehlertoleran-
ten Zwischenknoten zu einem Zielknoten ausge-
wahlt, wobei die erste Strecke und/oder die zweite
Strecke auf andere Weise als direkt mit dem Ur-
sprungsknoten verbunden ist, dergestalt, daR die
Strecke durch den Zwischenknoten auf der Basis der
bestimmten Netzwerkzustande unabhéangig fir jeden
fehlertoleranten Knoten ausgewahlt wird.

[0010] Bei bestimmten weiteren Ausfihrungsfor-
men der Erfindung enthalten fehlertolerante Knoten
Netzwerkstatustabellen, die die Fahigkeit des fehler-
toleranten Knotens zum Empfang von Daten von und
zum Senden von Daten zu anderen Knoten uber jede
der mit den fehlertoleranten Knoten verbundenen
Strecken angeben.

[0011] Es zeigen:

[0012] Fig.1 ein Diagramm eines Netzwerks mit
fehlertoleranten Knoten, das zum Ausuben der vor-
liegenden Erfindung verwendet werden kann;

[0013] Fig.2 eine Netzwerkstatustabelle im Ein-
klang mit einer Ausfiihrungsform der vorliegenden
Erfindung;
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[0014] Fig. 3 ein FluRdiagramm eines Verfahrens
zum Betrieb eines Netzwerks mit fehlertoleranten
Zwischenknoten im Einklang mit einer Ausfiuihrungs-
form der vorliegenden Erfindung.

[0015] In der folgenden ausfihrlichen Beschreibung
beispielhafter Ausfihrungsformen der Erfindung wird
auf die beigefligten Zeichnungen verwiesen, die ei-
nen Teil dieser bilden; und in denen als Veranschau-
lichung spezifische beispielhafte Ausflihrungsformen
gezeigt sind, in denen die Erfindung ausgeubt wer-
den kann.

[0016] Die vorliegende Erfindung schafft ein Verfah-
ren und eine Vorrichtung zum Verwalten der Kommu-
nikation mit nichtfehlertoleranten Netzwerkknoten
und fehlertoleranten Knoten in einem fehlertoleran-
ten Netzwerk durch Verwendung von Zwischenkno-
ten zum Routen von Netzwerkdaten um Netzwerk-
fehler herum. Das Netzwerk umfallt bei bestimmten
Ausfuhrungsformen sowohl fehlertolerante als auch
nichtfehlertolerante Knoten und kann Daten unter
Verwendung von fehlertoleranten Knoten als Zwi-
schenknoten, die Daten um Netzwerkfehler herum
routen kdnnen, zwischen Knoten routen.

[0017] Die Erfindung wird in verschiedenen Formen
innerhalb einer existierenden Netzwerkschnittstellen-
technologie, wie etwa Ethernet, implementiert. Bei ei-
ner solchen Ausfihrungsform werden mit jedem feh-
lertoleranten Computer oder Knoten zwei Ether-
net-Verbindungen verbunden. Fir die Zwecke der Er-
findung ist es nicht kritisch, die Verbindungen vonein-
ander zu unterscheiden, da die Verbindungen phy-
sisch und funktional ahnlich sind. Das hier beschrie-
bene Netzwerk mit fehlertoleranten Zwischenknoten
kann auch eine Anzahl nichtfehlertoleranter Knoten
enthalten, die Daten durch Verwendung der fehlerto-
leranten Knoten als Zwischenknoten, die Daten wie
hier beschrieben um Netzwerkfehler herumrouten
kénnen, senden oder empfangen kénnen.

[0018] Fig. 1 zeigt ein Beispielnetzwerk mit einem
nichtfehlertoleranten Knoten 101, Switches 102 und
103 und fehlertoleranten Knoten 104, 105 und 106.
Die beiden Switches 102 und 103 sind ferner durch
eine Intra-LAN-Brickenverbindung 110 verbunden.
Diese sieben Elemente bilden ein lokales Netzwerk,
das ferner mit einem Netzwerk 107 verbunden ist,
das mit einem Dateiserver 108 und einem Drucker
109 verbunden ist. Der nichtfehlertolerante Knoten
101 kann ein Drucker, Computer oder eine andere
Einrichtung in einem fehlertoleranten Netzwerk sein,
der bzw. die keine Fehlertoleranz tiber mehrere Netz-
werkverbindungen unterstitzt.

[0019] Jeder der fehlertoleranten Knoten 104, 105
und 106 speichert Netzwerkstatusdaten wie etwa
Uber die Netzwerkstatustabelle, wie in Eig. 2 gezeigt.
Aus den Daten in den Netzwerkstatustabellen, wie
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zum Beispiel der Netzwerkstatustabelle von Fig. 2,
kann der Zustand verschiedener Netzwerkverbindun-
gen bestimmt und eine geeignete Verbindung zur
Kommunikation zwischen jedem Paar von Netzwerk-
knoten ausgewahlt werden. Die Netzwerkstatusta-
belle in Fig. 2 spiegelt Netzwerkstatusdaten fiir Kno-
ten 4 des in Fig. 1 gezeigten Beispielnetzwerks wider
und gibt den Zustand von Kommunikationsstrecken
zwischen Knoten 4 und anderen Knoten in dem Netz-
werk an.

[0020] Die Daten in der Spalte ,Empfangene Daten
OK" geben wieder, ob Knoten 4 Daten von jedem der
anderen Knoten in dem Netzwerk tber jede der Stre-
cken 1 und 2 fir beide Knoten erfolgreich empfangen
kann. Ein ,X" in der Tabelle gibt an, dal} keine Daten
empfangen werden, ein ,OK" gibt an, da® Daten
empfangen werden, und ein ,—" gibt an, dal} keine
solche Strecke existiert. AulRerdem gibt jede Spalte
an, Uber welche Verbindungen die Daten geleitet
werden, dergestalt, da® von Strecke 2 des senden-
den Knotens zu Strecke 1 des empfangenen Knotens
als ,2 - 1" bezeichnet werden wuirde. Zum Beispiel
gibtdas X" in der Tabelle ,Empfangen Daten OK" un-
ter Knoten 1, ,1 —» 2" an, daR Daten, die den Knoten
1 Uber die Strecke 1 verlassen und lber die Strecke
2 in den Knoten 4 eintreten, nicht empfangen werden
kénnen. Aullerdem sind die Striche unter Knoten 1
sowohl in ,2 -» 1" als auch in ,2 - 2" ein Ergebnis da-
von, dal} keine Strecke 2 in Knoten 1 existiert.
Schliel3lich gibt das ,OK" unter Knoten 1, ,1 > 1", an,
daf} die Kommunikation von Knoten 1, Strecke 1, zu
Knoten 4, Strecke 1, OK ist.

[0021] Diese beispielhafte Ausfihrungsform der Er-
findung enthalt auch einen Tabellenteil ,Andere Kno-
tenberichtdaten", der im wesentlichen die Daten in
dem Teil ,Empfangene Daten OK" der Tabelle anders
ausgedrickt aussagt. Der Teil ,Andere Knotenbe-
richtdaten" gibt Daten so wieder, wie sie von anderen
Knoten gemeldet werden, da die Daten in den Tabel-
len ,Empfangene Daten OK" der anderen Knoten
existieren. Die von den anderen Knoten gemeldeten
Daten werden in diesem Beispiel jedoch auch voll-
standig in dem Teil ,Empfangene Daten OK" der Ta-
belle fur Knoten 4 wiedergegeben. Zum Beispiel ge-
ben die ,Andere Knotenberichtdaten" fir Knoten 1
dieselben Daten an, die in dem Teil ,Empfangene Da-
ten OK" derselben Tabelle aufgezeichnet sind, aber
mit umgekehrten Strecken, weil die Daten von der
Perspektive des Knotens 1 gesehen und von diesem
bereitgestellt werden.

[0022] Bei bestimmten Ausfihrungsformen der Er-
findung, bei denen Strecken Daten senden, aber
nicht empfangen, oder méglicherweise empfangen,
aber nicht senden kénnen, kdnnen die Inhalte der Ta-
belle ,Andere Knotenberichtdaten" von der Tabelle
,LEmpfangene Daten OK" verschieden sein, da Daten
in einer Richtung Uber ein bestimmtes Paar von Stre-
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cken, aber nicht in der entgegengesetzten Richtung
geleitet werden kénnen. Solche Ausfiihrungsformen
ziehen sehr davon Nutzen, sowohl Gber Daten ,Emp-
fangene Daten OK" als auch ber ,Andere Knotenbe-
richtdaten" zu verfigen und liegen in dem Schutzum-
fang der Erfindung.

[0023] Unter Verwendung dieser Daten der Netz-
werkstatustabelle kann jeder Knoten Daten um viele
Netzwerkfehler herum routen und trotz mehrerer aus-
gefallener Strecken kommunizieren. Fig. 3 ist ein
FluRdiagramm eines Verfahrens, das darstellt, wie
die Netzwerkstatustabelle bei der Austibung der vor-
liegenden Erfindung verwendet werden kann. Bei
301 bestimmt der Knoten, der Daten senden méchte,
den Zustand seiner Netzwerkverbindung zu anderen
Knoten. Bei 302 verwendet der Knoten die Daten be-
zuglich des Zustands seiner Netzwerkverbindungen
zu anderen Knoten zum Auffiillen des Teils ,Empfan-
gene Daten OK" seiner Netzwerkstatustabelle. Der
Knoten kann diese Daten dann mit anderen Knoten
bei 303 austauschen und fillt den Teil ,Andere Kno-
tenberichtdaten" seiner Netzwerkstatustabelle bei
304.

[0024] Die Bestimmung, ob ein Knoten Daten von
einem anderen Knoten empfangen kann, erfolgt bei
verschiedenen Ausfihrungsformen unter Verwen-
dung spezieller diagnostischer Datensignale, unter
Verwendung von Netzwerkprotokollsignalen oder
durch Verwendung einer beliebigen anderen geeig-
neten Art von zwischen Knoten gesendeten Daten.
Die Daten, die jeder Knoten anderen Knoten zum
Fillen der ,Anderen Knotenberichtdaten" zufihrt,
mussen notwendigerweise Daten sein, die die zwi-
schen Knoten zu Ubermittelnden Daten enthalten,
und sind bei einer Ausfiihrungsform ein spezielles di-
agnostisches Datensignal, das die zu meldenden
Knotendaten umfaf3t.

[0025] Bei 305 bestimmt der fehlertolerante Knoten,
welche seiner Strecken funktionsfahig ist, um Daten
zu dem beabsichtigten Knoten zu senden. Wenn nur
eine erste Strecke funktionsfahig ist, werden bei 306
Daten Uber die erste Strecke gesendet. Wenn nur
eine zweite Strecke funktionsfahig ist, werden bei
307 Daten uber die zweite Strecke gesendet. Typi-
scherweise werden beide Strecken funktionsfahig
sein und die Daten kénnen Uber eine der Strecken
gesendet werden, die durch ein beliebiges geeigne-
tes Verfahren gewahit wird, wie etwa nach Verfugbar-
keit oder zufallig (308).

[0026] Als letztes werden die Daten Uber die ge-
wahlte Strecke gesendet und kénnen durch Zwi-
schenknoten oder Switches geroutet werden, um ihr
Endziel zu erreichen, wenn dies die Netzwerktopolo-
gie so erfordert. Die Zwischenknoten oder Switches
kénnen bei verschiedenen Ausflihrungsformen der
Erfindung Router oder Briicken sein, oder eine belie-
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bige andere Einrichtung, die eine ahnliche Funktion
in dem Netzwerk bereitstellen kann.

[0027] Als Beispiel nehme man an, daf® der bei 106
gezeigte Knoten 4 von Fig. 1 bei 101 Daten zu Kno-
ten 1 senden mdchte. Wie in Fig. 2 gezeigt muf? die
Netzwerkstatustabelle gefiillt werden, indem ausge-
wertet wird, welche Knoten Daten von welchen ande-
ren Knoten empfangen kénnen, und diese Daten zwi-
schen Knoten ausgetauscht werden. Bei 305 wird
durch Betrachten des Teils ,Andere Knotenberichtda-
ten" der Netzwerkstatustabelle von Fig. 2 bestimmt,
dal} es keine zweite mit dem Knoten 1 verbundene
Strecke gibt, und diese von Strecke 2 von Knoten 4
gesendeten Daten Knoten 1 nicht erreichen. Die Ta-
belle zeigt, dafd von Strecke 1 von Knoten 1 gesende-
te Daten Knoten 4 erreichen, und somit werden die
Daten bei 306 Uber Strecke 1 gesendet. Bei 309 wer-
den die Daten durch den bei 102 von Fig. 1 gezeig-
ten Switch 1 zu Knoten 1 geroutet und dort Gber seine
einzige Strecke, Strecke 1, empfangen.

[0028] Die vorliegende Erfindung schafft ein Verfah-
ren und eine Vorrichtung zur Verwaltung der Kommu-
nikation zwischen nichtfehlertoleranten Netzwerk-
knoten und fehlertoleranten Knoten in einem fehlerto-
leranten Netzwerk durch Verwendung einer Netz-
werkstatustabelle zum Routen von Netzwerkdaten
um Netzwerkfehler herum, wobei die Verwendung
von Zwischennetzwerkknoten eingeschlossen ist.
Das Netzwerk umfal3t bei bestimmten Ausflihrungs-
form sowohl fehlertolerante als auch nichtfehlertole-
rante Knoten und kann Daten zwischen Knoten unter
Verwendung von fehlertoleranten Zwischenknoten
oder von Switches, die Daten um Netzwerkfehler he-
rum routen kénnen, routen.

[0029] Obwohl hier spezifische Ausfiihrungsformen
dargestellt und beschrieben wurden, ist flir Durch-
schnittsfachleute erkennbar, daR jede beliebige An-
ordnung, die dafur kalkuliert wird, dieselben Zwecke
zu erzielen, die gezeigten spezifischen Ausfihrungs-
formen ersetzen kann. Die vorliegende Anmeldung
soll beliebige Anpassungen oder Varianten der Erfin-
dung abdecken. Es ist beabsichtigt, dal® die vorlie-
gende Erfindung nur durch die Anspriche und den
vollen Schutzumfang ihrer Aquivalente beschrankt
wird.

Patentanspriiche

1. Verfahren zur Verwaltung des Zustands eines
Computernetzwerks mit fehlertoleranten Netzwerk-
knoten (102, 103, 104, 105, 106), wobei das Verfah-
ren die folgenden Schritte umfaft:
in jedem fehlertoleranten Knoten wird der Zustand ei-
ner ersten Strecke zwischen jedem der fehlertoleran-
ten Knoten und anderen Netzwerkknoten bestimmt;
in jedem fehlertoleranten Knoten wird der Zustand ei-
ner zweiten Strecke zwischen jedem der fehlertole-
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ranten Knoten und anderen Netzwerkknoten be-
stimmt;

in einem ersten fehlertoleranten Zwischenknoten
werden Daten von einem Ursprungsknoten empfan-
gen; und gekennzeichnet durch den folgenden
Schritt:

in dem ersten fehlertoleranten Zwischenknoten wird
zum Senden von Daten entweder die erste Strecke
oder die zweite Strecke von dem ersten fehlertoleran-
ten Zwischenknoten zu einem Zielknoten ausge-
wahlt, wobei die erste Strecke und/oder die zweite
Strecke auf andere Weise als direkt mit dem Ur-
sprungsknoten verbunden ist, dergestalt, dal® die
Strecke durch den Zwischenknoten auf der Basis der
bestimmten Netzwerkzustande unabhangig fur jeden
fehlertoleranten Knoten ausgewahlt wird.

2. Verfahren nach Anspruch 1, wobei der erste
fehlertolerante Zwischenknoten ein Switch (102, 103)
ist.

3. Verfahren nach Anspruch 1, ferner mit dem
Schritt des Aufbauens einer unabhangigen Netz-
werkstatustabelle in jedem fehlertoleranten Knoten
(102,103, 104, 105, 106), die Ergebnisse der Bestim-
mung des Zustands der ersten und der zweiten Stre-
cke zwischen diesem Knoten und anderen Netzwerk-
knoten angibt.

4. Verfahren nach Anspruch 3, wobei die Netz-
werkstatustabelle Daten umfaldt, die den Netzwerk-
status auf der Basis von in einem fehlertoleranten
Netzwerkknoten (102, 103, 104, 105, 106) von ande-
ren Netzwerkknoten empfangenen Daten reprasen-
tieren.

5. Verfahren nach Anspruch 1, wobei der Schritt
des Bestimmens des Zustands der ersten und zwei-
ten Strecke von fehlertoleranten Knoten (102, 103,
104, 105, 106) umfaldt, zu bestimmen, ob jeder mit ei-
nem fehlertoleranten Knoten verbundene Knoten je-
weils Uber die erste und die zweite Strecke Daten zu
dem fehlertoleranten Knoten senden und Daten von
dem fehlertoleranten Knoten empfangen kann.

6. Fehlertolerante Computernetzwerkschnittstel-
le fir einen ersten fehlertoleranten Zwischenknoten,
wobei die Schnittstelle daflir ausgelegt ist, fur folgen-
des zu wirken:

Zustand einer ersten Strecke zwischen jedem der
fehlertoleranten Knoten und anderen Netzwerkkno-
ten bestimmt;

Bestimmen des Zustands einer ersten Strecke zwi-
schen der Schnittstelle und anderen Netzwerkkno-
ten;

Bestimmen des Zustands einer zweiten Strecke zwi-
schen der Schnittstelle und anderen Netzwerkkno-
ten;

Empfangen von Daten von einem Ursprungsknoten;
und dadurch gekennzeichnet, daR sie fur folgendes
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ausgelegt ist:

Auswahlen entweder der ersten Strecke oder der
zweiten Strecke von der Schnittstelle zu einem Ziel-
knoten zum Senden von Daten, wobei die erste Stre-
cke und/oder die zweite Strecke auf andere Weise
als direkt mit dem Ursprungsknoten verbunden ist,
dergestalt, dal3 die Strecke auf der Basis des be-
stimmten Netzwerkzustands ausgewahlt wird.

7. Fehlertolerante Computernetzwerkschnittstel-
le nach Anspruch 6, wobei der erste fehlertolerante
Zwischenknoten ein Switch ist.

8. Fehlertolerante Computernetzwerkschnittstel-
le nach Anspruch 6, wobei die Schnittstelle ferner da-
fur ausgelegt ist, eine Netzwerkstatustabelle aufzu-
bauen, die Ergebnisse der Bestimmung des Zu-
stands der ersten und der zweiten Strecke zwischen
der Schnittstelle und anderen Netzwerkknoten an-
gibt.

9. Fehlertolerante Computernetzwerkschnittstel-
le nach Anspruch 8, wobei die Netzwerkstatustabelle
Daten umfal3t, die den Netzwerkstatus auf der Basis
von in der Schnittstelle von anderen Netzwerkknoten
empfangenen Daten reprasentieren.

10. Fehlertolerante = Computernetzwerkschnitt-
stelle nach Anspruch 6, die dafiir ausgelegt ist, den
Zustand einer ersten und zweiten Strecke von der
Schnittstelle zu bestimmen, indem bestimmt wird, ob
jeder mit der Schnittstelle verbundene Knoten jeweils
Uber die erste und die zweite Strecke Daten zu der
Schnittstelle senden und Daten von der Schnittstelle
empfangen kann.

Es folgen 2 Blatt Zeichnungen

6/8
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Anhangende Zeichnungen

101 104 105 106
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FIG. 1
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FIG. 2
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301
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FIG. 3
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