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(57) ABSTRACT

An apparatus is provided to interface with users to perform
group assessment processing and display of results in con-
junction with selection of items. The apparatus may com-
prise a communication portion; a database; and a computer
processor, the computer processor performing processing
including: (A) storing first assessment architecture data
associated with a first assessment architecture for group
assessment processing; (B) storing second assessment archi-
tecture data associated with a second assessment architec-
ture for group assessment processing; (C) interfacing with a
user, to input linking data related to linking the first assess-
ment architecture with the second assessment architecture;
(D) based on the linking data, linking the first assessment
architecture with the second assessment architecture; (E)
identifying a data content change in the first assessment
architecture or the second assessment architecture; (F) map-
ping the data content change to an action item; and (G)
performing the action item in the other of the assessment
architectures.

13 Claims, 56 Drawing Sheets
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scove and rating” processing
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Order of Decision Criteris

Fxample Decision Model 2001 Paicwise Compparisens
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/ ;

N g

Diefiver best-in-cluss
£ services

fncreave:

Decision Criteria

2PS processing
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Comparbson T ol 18 Logout

With respent o the ducision goal, whinh
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Fig. 22

l 2101 GUI display

With raspect fo the decision goat which
criterion is more mportant?

1 2102 GUI display
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Fig. 23

Plense answer the following
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Fig. 24

13: 300, Enterprise Disaster Recovery (EDR) Support

\\\ 2400 GUI

SV display
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sefected for group assessment processing vsing
"Definitive Fro Systeny” (DPS)

2201 DPS interfaces with facilitator us

create 3 decision moded Fige 2»

2202 DPS interiaces with facilitator user to perform selection
of participants {candidate participants) for particolat
decision modeh
» manual selection, andfor
» dynamic team formation

2203 Communication, e mvitation with URL and session
code, is sent {e.g. via cmaly by DPS to the candidate
participant fuviting her o pavticipant

2204 Candidate pasticipant accesses DES via
URL/web session and interfaces with DPS

- Drvnandc team formation

2203 Candidate participant entors session code in
web session with DPS

2206 DPS further interfaces with candidate
participant 1o assess credentials of candidate
participant and confirnm access o deciston mode]
ix allowed

decision participant) to the
dectsion model e

e
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e 313 DPS performs

2400 DPS luierfaces with facilitator o

&
perform team formation processing i‘ ig’ 26
Fig. 27 '

JIS TIPS detenines i the facilitator
opted 1o perform dypamie team
formation processing, at least for some
of the participants

g
2
o
et
¢4
w:

¥ k:

2600 DPY nterfaces with candidate
participants to perform dynamic
tenm formation processiag

316 Participants for the raodel are
ranually selected - DPS finalizes team
participants for the particudar model

293

A A A s
317 DPS terminates team formation

DroCcossny

e
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perform feam formation processing
ig. 20, step 2400)

{fromw

.—’"”""MM
2400 DPS wterfaces with faeiliiator o

ot
SR ey

Fig. 27

2410 DPS interfaces with facilitator to
detesmine whether facllitator opts o
manually select any participants for

model

yes 10

1420 DPS interfaces with facilitator o
manuslly select at least some paricipants for
mode}

2430 DPS interfaces with facilitator to determine
whether factfitator opts o dynamically select
\ participants for model

10 i yes

2440 DPS inerfaces with facilitator w perform
dynamic team formation processiag

{see Fig. 38}

2436 DPS performs automated selection
of candidate participants

2460 Processiag returas 1o
Fig, 20, step 2400
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2440 DPS tnterfaces with facilitater o perform
dynamic team formation processing
27, step 24485

2441 DPS interfaces with factlitator to select commposition F* 28
of team for dynamic team formation Egn

2442 DPS interfaces with faciiitator 1o select time
duration for dynamic team formation

2443 DPS interfaces with facilitator to select invitation
channel for deaision model

2444 DPS iaterfaces with facilitator to sefect
conumunication channel (e.g. URL) for engagement by
participants in decision model

2445 DPS interfaces with facilitator to identify and/or
zeneraies credentials for dynamic team forreation

2446 Processing returns o
' step 2460
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P

2600 DTS interiaces
with eandidate participants to perform

dynamic temn formation processing
{feom Flg, 26, step 2600) e

.
\MW e A AT

2610 DPS ouipuis comumunication {e.g. e-mail mossag .
o nvited participanis (o alert each participant of his / Fig' 2§
her invitaon to the decision model ! ’
» commpnication may nehude credentials, such as 2
sessjon code.

26206 0P8 o

ans communication channel o

comsnunicate with jnvited pasticipart : T

{e.g. web channel to DPS (for decision modely with ; ) ; fm\ﬂis? with invited
. s pasticipants i

‘ {participation may be open 6 the :

' wbiic}

2630 BPS waits for cugagement (e.g. In \
web session) from invited participant

Y

2831 DPS recetves web session
interchange {rom candidate participant
useyr device

2700 DPS engages with the candidate
participant to ewroll {or grant access to) the
participast in the decision model.

3 for details)

JEVPUNURREER. .

2650 Processing returss o

/\ Fig, 26, step 2600 /




U.S. Patent Jul. 30, 2019 Sheet 30 of 56 US 10,366,361 B1

{ participant to enroll {or 85 o) the
pant in the decision model. /
fron step 2701 e
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273G IS (in web session)
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27

andidate participant jo o

i1 code l
{see Fig, 33 - tHustrative GUL display) A

2740 DR

frowm cand

S (in web session) in
fate participsnt vin GUI display

36 - sitost T display)

272G T3PS (o web session) inputs session

code via GUL display
{se 34 - lustrative GUL display)y
)
y
1
i
)
:
TR TYE japess < [ A R i
251 LIPS prompts ' identity to the candidate |
candidate participant 10 ye- ¢ sarticinant :
enter amail (R e §
%
/
2750 TIPS determines if email is A

‘ormatted?

properiy

1o

et
aQ
»

2800 DPS processes

input session code and the
i emnait
1 for details)
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AR e e,
PSSy

2RTG PSR performs
processing to determine {hased on attributes of the
idewified decision raoded) if the oandidate participsnt

is aliowed access to the identified decision model Fe 3 2
) s T -~
{from § 1. step 26?2// ' iga

e A

2871 Is the particular decision model open
the public?

L
&
w

a0

2872 Is the particular decision model open to a
particudar group of people {e.g. group within an

-

< \\
organization} - and 15 the candidate participant 3 VoS
v
member of that geoup of people?
ne
3 Is access 1o the particslar decision model
contingent on satisfaction of specific attributes
and do asttributes of the candidate participant ves
. s - - P
satisfy those required attrihotes?
no
2874 1s access to the particular decision modet
contingent on association with persons already
paxt of the decision model - and is the candidate ves
pardeipant associated with such persons?
8O
2875 Tag the candidate participant a8 2876 Tag the candidate pavtcipant as
NOT having access 1 the particular YES - has access o the particula
decision model decision model

\i' 4
/ﬂ’”wm‘m
2877 Processing returns 1o

Fig 31, step 2870

s’
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3300 Pargeipant User GUT display

DIEEINITIVE PRO

Sevig Deolvion Support
Anylime. Anywhers Any Deviie.

After clicking the dynamic team
formation URL, httn://zodirol.com/ the
Definitive Business Solutions, ne. i participant lands on this page, requesting
a session code that is provided to give
aceess to a specific decision model,
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A Z 3400 Participant User GUT displa

- play
DYEFINITIVE PRO

Group Decision Support
Anytime, Anywehere, Any Device.

Ender the sensdor vode sad click "Subeait \\\\

i The participant enters the session
i code, M282, and clicks submit.

Defintive Businesy Sclutions, ng.
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DIEFINITIVE PRO

Groug Decision Support
Anytime. Anywhere. Aay Device.
FY19 Budget Formulation
Enter vour sad address s clink "Soburdt”

Defnitive Businesy Solutions, Ine.

Fig. 35

z 3500 Participant Usey GUY display

! }

¢ promptsthe participant to enter
i an emall address, which providesa |
i unigue identity for the participant.

DIEFINETIVE PRO

Graup Devision Suppert
Anytime, Anywhers, Any Device,
F¥19 Budget Formulation
Enter your emall addrevs and click "Submit’

~ 3510 Participant User GUT display

a
The participant enters their email
i address, and clicks submit.

| Definitiva Pro™ Systermn {DPS)

chacks 1o ensure that it is properly
{ formatted.
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DIEFINITIVE PRO

Group Decision Suppart
Anytime Anywhere. Aoy Device,

FY1% Budgel Foromlation ®
Thiv sppesrs to be vour st time Figa 36

participating i o Defirdthve Pro session.

Plensy anter your Trst and lest nams. z
3600 Participant User GUY display

)

an email address already inthe

i system, Definitive Pra™ System
{DPS) prompts the participant for
i their first and last name.

FAXCHE,

......................................................................................

DIEFIGITIvE PRD

Group Desision Bugpert
Anytime. Anywhere. Any Dovice.

FY19 Budget Formulation Z
Thiv anpears o e vour Bvgt tme
Bis appears o be yous w 361 Par

i % " i s ticipant User GUY display
participating In s Definitive Pro ssssion, ticipant User GUI display

Plesgs enter vour frst and lant nams,

The participant provides their first
{ and last name, and clicks submit.
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Fig. 37

DEFINITIVE FRO

Group Renision Support

Anytime, Anpvdere. Any Device. z
3700 Pasticipant User GUI display

Walcorne in Definitive Pro.

Pleage click "Start” 1o begin providiag yous
judgments,

You may proceed Al Your own pace, \7

Definitive Pro™ System {DPS)

wealcomas the participant to the
i system and grants access to the |
decision model,

fefinitive Business Sslutions, ing.
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Fig. 39

3911 Pairwise comparison
Processing

3912 Alternative scoring

processing

Assessment architecture
processing 3908

3921 Dynamic team
processing

3922 Multi-tier data ransfer
processing
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5601 DPS interfaces with faciiBator user to
determine W facildaior us

associate mo

S
s
{ yes
| SO

5100 DPS perforras model wssociation processing
3 dely
7 for details)

5280 3PS periorns MTOG processing of
associated raodeis
{child asscciated with pareat)

{Bee Vig, 44 for details)

5506 DPS performs model atinbutes
PYOCess

a sejected mode)
(See Fig, 30 {for details)
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Fig. 42

3130 Based on the selector model selocted, DPS generates and
displays st of possible selected models fe models that the facilitator
user may associate with the selector model}

k“"””""\} §EAY

5140 DPS baputs fseibiator user selection, from the
facibitator user, of the selected modet

= sefector model may be parent model or
child model; and
« selected model may be pavent model or
child madel.

5150 DPS performs processing to establish
paramciers for association of 2 solector model with
an assoctated selected model

{sec i i3 for detailsy
:
§
s e Sne
3160 Process rotur

{step 5000 of Fi

e
Sianss DSNSIIEINIUSNRRUSRISUI e

.
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ig. 43
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facilitator user) and input selections {(from facilitator user):

-~ 3060
~
A\

Omifon presented to faciiitator user Parameters related 1o option

Eoabled

Prosoc ATIVE 1O parent upon Yes/No to

¢ approved?

Seore npon which alternativ

Promoie 2
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Fig. 49
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observed change data to enabled action item{s)

5424 DPS resolves any conflict between
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action item
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5500" Model atiributes processing is invoked:

3510 DPS performs "add/edit model” processing
for a selected model
{1n response fo facilitator user request)
{See Fig, 81 for details)

5520 DPS performs "manage model” processing
including displaying a model family
{in response to facibitator user request)
(See Fig. 52 for details)

53530 DPS performs model data display processing
inchuding displaying data for parent models and/or
child models
(in response to facilitator user request)

{See Fig, 53 and Fig. 34 for details)
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1
SYSTEMS AND METHODS FOR
PERFORMING MULTI-TIER DATA
TRANSFER IN A GROUP ASSESSMENT
PROCESSING ENVIRONMENT

FIELD

The systems and methods described herein relate to the
collection, aggregation and display of data via graphical user
interface in the context of a group decision model. The
systems and methods described herein also relate to dynamic
team formation in the context of a group decision model.
The systems and methods described herein also relate to
multi-tier data transfer in the context of group decision
models.

BACKGROUND

In the present technological environment, various systems
and methods are known to assist in the collection, aggrega-
tion and display of data related to alternative assessment
processing. In particular, such alternative assessment pro-
cessing may relate to the input, processing, and display of
diverse data associated with alternative assessment of con-
sensus data. However, known systems and methods lack in
the technical approach and efficiency with which alternative
assessment data is input, processed and displayed.

Therefore, technical improvements and solutions are
needed to overcome these shortcomings. The systems and
methods of the present disclosure provide such technical
improvements.

SUMMARY

The systems and methods of the disclosure provide an
innovative technical solution to a technical problem of
effectively inputting, effectively processing and effectively
displaying data related to the generation of alternative
assessment data, such as group consensus data, and/or the
generation of multi-criteria decisions, in accordance with at
least one embodiment of the disclosure. In particular, the
systems and methods of the disclosure generate and effec-
tively output, through novel graphical user interface, con-
sensus data through a collaborative, consistent, and trans-
parent process. The apparatus of the disclosure may be
utilized for a wide variety of purposes including personnel
selection and item selection, for example.

The systems and methods of the disclosure may utilize
aspects of the known “analytic hierarchy process” (AHP).
However, the disclosure is not limited to such particulars.
Rather, the systems and methods of the disclosure may be
utilized to effectively process and graphically represent what
might be characterized as second level parameters related to
a first level parameter—and relatedly what might be char-
acterized as third level parameters related to the second level
parameters. In turn, further levels of parameters might be
processed and graphically represented by the system.
Accordingly, the systems and methods of the disclosure
address a technical problem of effectively synthesizing
diverse parameters that are believed to affect an ultimate first
level parameter—in conjunction with effectively graphically
representing the synthesis of such diverse parameters. The
processing of the disclosure provides an efficient and effec-
tive technical approach to synthesizing and displaying data
associated with assessment processing. The processing of
the invention allows and provides for functionality that is
lacking in the art—in that needed syntheses and presentation
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of data is not satisfactorily provided in known assessment
processing. Additionally, the processing of the invention
allows and provides functionality in a manner to conserve
computer processing requirements of a processing portion
implementing the methods of the disclosure. The systems
and methods of the invention provide for detailed assess-
ment processing related data to be displayed in an efficient
and effective manner so as to conserve computer resources
and so as to limit the needed transfer of data.

In accordance with at least one embodiment of the graphi-
cal representation of data provided by the disclosure, the
disclosure provides what is herein characterized as the
“Definitive Pro System” (DPS) “facilitator interface” and
related processing that provides a technical approach to
presenting and manipulating consensus data and other group
generated data, in accordance with at least one aspect of the
disclosure.

The systems and methods of the disclosure provide an
innovative technical solution to a technical problem of
effectively inputting, effectively processing and effectively
displaying data related to the generation of assessment data,
such as group consensus data, and/or the generation of
multi-criteria decisions from a group of persons, in accor-
dance with at least one embodiment of the disclosure. In
particular, the systems and methods of the disclosure allow
a facilitator user to dynamically form a team to generate and
effectively output, through novel graphical user interface,
consensus data through a collaborative, consistent, and
transparent process. The apparatus of the disclosure may be
utilized for a wide variety of objectives including personnel
selection and item selection, for example.

In accordance with at least one embodiment of the dis-
closure, the disclosure utilizes dynamic team formation in
conjunction with the “Definitive Pro System” (DPS) “facili-
tator interface” and related processing that provides a tech-
nical approach to presenting and manipulating consensus
data and other group generated data, in conjunction with
forming a team to assess such consensus data in accordance
with at least one aspect of the disclosure.

The systems and methods of the disclosure provide an
innovative technical solution to a technical problem of
effectively inputting, effectively processing and effectively
displaying data related to the generation of assessment data,
such as group consensus data, and/or the generation of
multi-criteria decisions from a group of persons across
multiple assessment architectures, in accordance with at
least one embodiment of the disclosure. In particular, the
systems and methods of the disclosure provide for efficient
and seamless multi-tier data transfer between assessment
architectures, so as to allow group decision-making across
such assessment architectures. The apparatus and methods
of the disclosure may be utilized for a wide variety of
objectives including personnel selection and item selection,
for example.

In accordance with at least one embodiment of the dis-
closure, the disclosure utilizes multi-tier data transfer across
multiple assessment architectures in conjunction with the
“Definitive Pro System” (DPS) “facilitator interface”,
“dynamic team formation” processing, and related process-
ing that provides a technical approach to presenting and
manipulating consensus data and other group generated
data, in conjunction with forming a team to assess such
consensus data in accordance with at least one aspect of the
disclosure.
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BRIEF DESCRIPTION OF THE DRAWINGS

The present disclosure will be better understood on read-
ing the following detailed description of non-limiting
embodiments thereof, and on examining the accompanying
drawings, in which:

FIG. 1 is a high-level diagram showing the DPS process-
ing, in accordance with at least one embodiment of the
disclosure.

FIG. 2 is a block diagram showing a DPS, in accordance
with at least one embodiment of the disclosure.

FIG. 3 shows a DPS facilitator graphical user interface
(GUI) for pairwise comparison processing, in accordance
with at least one embodiment of the disclosure.

FIG. 4 shows a DPS facilitator GUI for alternative scoring
processing, in accordance with at least one embodiment of
the disclosure.

FIG. 5 is a high-level flowchart showing processing
performed by the DPS, in accordance with at least one
embodiment of the disclosure.

FIG. 6 is a flowchart showing in further detail the “DPS
performs case generation processing” (step 310 of FIG. 5),
in accordance with at least one embodiment of the disclo-
sure.

FIG. 7 is a flowchart showing in further detail the “DPS
interfaces with facilitator user to input pairwise comparison
case data and enter decision criteria ratings” step of FIG. 6,
in accordance with this one embodiment of the disclosure.

FIG. 8 is a flowchart showing in further detail the “DPS
interfaces with facilitator user to input alternative scoring
case data” (step 312 of FIG. 6), in accordance with at least
one embodiment of the disclosure.

FIG. 9 is a flowchart showing in further detail the “DPS
performs facilitator user engagement processing” (step 320
of FIG. 5), in accordance with at least one embodiment of
the disclosure.

FIG. 10 is a flowchart showing in further detail the “DPS
engages with the facilitator user to process the selected case
and save generated data in data records” (step 326 of FIG.
9), in accordance with at least one embodiment of the
disclosure.

FIG. 11 is a flowchart showing in further detail the “DPS
engages with facilitator user to perform pairwise comparison
processing for selected case” (step 400 of FIG. 10), in
accordance with at least one embodiment of the disclosure.

FIG. 12 is a flowchart showing the “DPS generates DC
combinations including “next” DC combination” (step 420
of the FIG. 11), in accordance with at least one embodiment
of the disclosure.

FIG. 13 is a diagram showing a database structure, in
accordance with at least one embodiment of the disclosure.

FIG. 14 shows a graphical user interface (GUI 1400)
showing the results of the pairwise comparison processing,
in accordance with at least one embodiment of the disclo-
sure.

FIG. 15 is a flowchart showing in further detail the “DPS
engages with facilitator user to perform alternative scoring
processing for selected case” (step 500 of FIG. 10), in
accordance with at least one embodiment of the disclosure.

FIG. 16 is a flowchart showing “DPS, based on case data,
generates “criteria-alternative” combinations including
“next” criteria-alternative (CA) combination” (step 520 of
FIG. 14), in accordance with at least one embodiment of the
disclosure.

FIG. 17 is a diagram showing further database structure of
the database portion, in accordance with at least one embodi-
ment of the disclosure.
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FIG. 18 is a flowchart showing in further detail “DPS
performs display generation processing” (step 330 of FIG.
5), in accordance with at least one embodiment of the
disclosure.

FIG. 19 is a flowchart showing in further detail “DPS
performs facilitator interface processing for pairwise com-
parison processing” (step 700 of FIG. 18), in accordance
with at least one embodiment of the disclosure.

FIG. 20 is a flowchart showing in further detail “DPS
performs facilitator interface processing for alternative scor-
ing processing” (step 800 of FIG. 18), in accordance with at
least one embodiment of the disclosure.

FIG. 21 is a diagram showing a decision model that may
be utilized in the processing of the disclosure, in accordance
with at least one embodiment of the disclosure.

FIG. 22 is a diagram showing user interface windows
related to pairwise comparison processing, in accordance
with at least one embodiment of the disclosure.

FIG. 23 is a diagram showing user interface windows
related to alternative scoring processing, in accordance with
at least one embodiment of the disclosure.

FIG. 24 shows a graphical user interface (GUI 2400")
showing results of the alternative scoring processing, in
accordance with at least one embodiment of the disclosure.

FIG. 25 is a high-level flowchart showing aspects of
dynamic team formation, in accordance with at least one
embodiment of the disclosure.

FIG. 26 is a flowchart showing further details of the DPS
performs team formation processing (step 313 of FIG. 6), in
accordance with at least one embodiment of the disclosure.

FIG. 27 is a flowchart showing in further detail the DPS
interfaces with the facilitator user to perform team formation
processing (step 2400 of FIG. 26), in accordance with at
least one embodiment of the disclosure.

FIG. 28 is a flowchart showing in further detail the DPS
interfaces with the facilitator user to perform dynamic team
formation processing (step 2440 of FIG. 27), in accordance
with at least one embodiment of the disclosure.

FIG. 29 is a flowchart showing in further detail the DPS
interfaces with participants to perform dynamic team for-
mation processing (step 2600 of FIG. 26), in accordance
with at least one embodiment of the disclosure.

FIG. 30 shows further details of the DPS engages with the
candidate participant to enroll (or grant access to) the
participant in the decision model (step 2700 of FIG. 29), in
accordance with at least one embodiment of the disclosure.

FIG. 31 is a flowchart showing in further detail the DPS
processes the input session code and the input email address
(step 2800 of FIG. 30), in accordance with at least one
embodiment of the disclosure.

FIG. 32 is a flowchart showing in further detail the DPS
performs processing (step 2870 of FIG. 31) to determine if
the candidate participant is allowed access to the identified
decision model, in accordance with at least one embodiment
of the disclosure.

FIG. 33 is a further Participant User GUI display in
accordance with at least one embodiment of the disclosure.

FIG. 34 is a further Participant User GUI display in
accordance with at least one embodiment of the disclosure.

FIG. 35 are further Participant User GUI displays in
accordance with at least one embodiment of the disclosure.

FIG. 36 are further Participant User GUI displays in
accordance with at least one embodiment of the disclosure.

FIG. 37 is a further Participant User GUI display in
accordance with at least one embodiment of the disclosure.

FIG. 38 is a further Participant User GUI display in
accordance with at least one embodiment of the disclosure.
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FIG. 39 is a diagram showing aspects of assessment
architecture processing, in accordance with at least one
embodiment of the disclosure.

FIG. 40 is a diagram directed to multi-tier data transfer, in
accordance with at least one embodiment of the disclosure.

FIG. 41 is a flowchart showing details of multi-tier data
transfer (MDT) processing performed by the DPS, in accor-
dance with at least one embodiment of the disclosure.

FIG. 42 is a flowchart showing in further detail the system
“performs model association processing” for what is herein
characterized as a “selector” model step 5100 of FIG. 41, in
accordance with at least one embodiment of the disclosure.

FIG. 43 is a flowchart showing in further detail the DPS
performs processing to establish parameters for association
of a selector model with an associated selected model step
5050 of FIG. 42, in accordance with at least one embodiment
of the disclosure.

FIG. 44 is a flowchart showing in further detail the system
performs “MDT processing of associated models™ step 5200
of FIG. 41, in accordance with at least one embodiment of
the disclosure.

FIG. 45 is a flowchart showing further details the system
performs “MDT processing of a child model” step 5300 of
FIG. 44, in accordance with at least one embodiment of the
disclosure.

FIG. 46 is a flowchart showing in further detail the system
performs mapping process to map observed change data
(regarding an alternative in a child model) to an associated
action item step 5320 of FIG. 45, in accordance with at least
one embodiment of the disclosure.

FIG. 47 is a flowchart showing in further detail the system
performs mapping process to map observed change data
(regarding a change in a child model) to an associated action
item step 5330 of FIG. 45, in accordance with at least one
embodiment of the disclosure.

FIG. 48 is a flowchart showing further details of the “DPS
performs MDT processing of a parent model” step 5400 of
FIG. 44 in accordance with at least one embodiment of the
disclosure.

FIG. 49 is a flowchart showing “DPS performs mapping
process to map the observed change (of parent model) to
associated action item step 5420 of FIG. 45, in accordance
with at least one embodiment of the disclosure.

FIG. 50 is a flowchart showing further details of the
system performs model attributes processing for a selected
model(s) step 5500 of FIG. 41, in accordance with at least
one embodiment of the disclosure.

FIG. 51 is a diagram showing a GUI 4800, in accordance
with at least one embodiment of the disclosure.

FIG. 52 is a diagram showing a GUI 4900, in accordance
with at least one embodiment of the disclosure.

FIG. 53 is a diagram showing a further GUI 5000 showing
details of a “child” model, in accordance with at least one
embodiment of the disclosure.

FIG. 54 is a diagram showing a GUI 5100 showing details
of a “parent” model 5101, in accordance with at least one
embodiment of the disclosure.

FIG. 55 is a table showing mapping between “mean
score” windows or ranges and a “group rating” in accor-
dance with at least one embodiment of the disclosure.

FIG. 56 is a table of acronyms used in this disclosure, in
accordance with at least one embodiment of the disclosure.

DETAILED DESCRIPTION

Hereinafter, aspects of the systems and methods of the
disclosure will be described in accordance with various
embodiments.
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The systems and methods of the disclosure provide an
innovative technical solution to a technical problem of
effectively inputting, effectively processing and effectively
displaying data related to the generation of group consensus
data and/or the generation of multi-criteria decisions, in
accordance with at least one embodiment of the disclosure.
In particular, the systems and methods of the disclosure
generate and effectively output, through novel graphic user
interface, consensus data through a collaborative, consistent,
and transparent process. The apparatus of the disclosure may
be utilized for a wide variety of purposes including person-
nel selection and item selection, for example.

The systems and methods of the disclosure may utilize
aspects of the known “analytic hierarchy process” (AHP).
However, the disclosure is not limited to such particulars.
Rather, the systems and methods of the disclosure may be
utilized to effectively process and effectively graphically
represent what might be characterized as second level
parameters related to a first level parameter—and relatedly
what might be characterized as third level parameters related
to the second level parameters. In turn, further levels of
parameters might be processed and effectively graphically
represented by the system. Accordingly, the systems and
methods of the disclosure address a technical problem of
effectively synthesizing diverse parameters that are believed
to affect an ultimate first level parameter—in conjunction
with effectively graphically representing the synthesis of
such diverse parameters.

In accordance with at least one embodiment of the graphi-
cal representation provided by the disclosure, the disclosure
provides what is herein characterized as a “facilitator inter-
face” and related processing that provides a technical
approach to presenting and manipulating assessment data,
such as consensus data, and other group generated data, in
accordance with at least one aspect of the disclosure.

In at least one embodiment of the disclosure, a facilitator
interface enables a team, for example, to review judgments
provided by a group of decision participants and determine
a level of consensus that exists within the group of decision
participants. The disclosure provides a technical solution to
capturing judgment data and displaying that judgment data
utilizing a technical methodology in the environment of a
graphical user interface.

Tustratively, the facilitator interface of the disclosure
supports pairwise comparison processing. In pairwise com-
parison processing, the relative importance (i.e., weighting)
of decision criteria is determined. With the disclosure, a
facilitator user can choose to display judgments received by
participants in what may be characterized as a bar graph
format, such as by selecting what may be characterized as a
response graph option. Alternatively, with the disclosure, a
facilitator user can choose to display judgments received by
participants in what may be characterized as a grid format
that shows each participant users’ response, such as by
selecting what may be characterized as a response grid
option. Various technical processing of such features is
described further below.

Various additional display options are provided by the
systems and methods of the disclosure. For example, a
display option is provided that shows which judgments have
not yet been submitted. A further display option is provided
that displays a group rating that provides, through the
processing of the disclosure, what is deemed the most
important criterion and the degree to which such most
important criteria is more important than the other criteria.
For example, degree may be characterized by the gradations
of: “Slightly”, “Moderately”, “Strongly”, and “Extremely”,
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for example. Such display may be invoked by a facilitator
user selecting a suitable icon on a GUI generated by the
system. Further, the system of the disclosure may generate
and display “mean score” data as described further below.
Additionally, the system of the disclosure may provide a
“participant list” display option that provides a list of
relevant participants. As described below, such display
options may be invoked by suitable buttons, or more gen-
erally icons, on a GUI (i.e., facilitator interface) generated
by the system.

Tlustratively, the facilitator interface of the disclosure
also supports alternative scoring processing. In alternative
scoring processing, in accord with at least one embodiment
of the disclosure, alternatives are scored and presented to a
facilitator user. With the system of the disclosure, a facili-
tator can choose to display judgments received by partici-
pants in what may be characterized as a bar graph format,
such as by selecting what may be characterized as a
“response graph” option on a GUI generated by the system.
In addition, a facilitator can choose to display judgments
received by participants in what may be characterized as a
grid format that is provided to show each participant’s
response. Such display may be invoked by selecting a
suitable icon, such as what may be characterized as a
“response grid” option.

Various additional display options are provided by the
systems and methods of the disclosure. For example, with
alternative scoring processing, the system provides a display
option that shows which judgments have not yet been
submitted, by selecting a suitable icon. Additionally, with
alternative scoring processing, the system provides a display
option that displays a group rating that provides, through the
processing of the disclosure, the degree to which the selected
alternative contributes to the criterion. For example, degree
may be characterized by gradations of: “Does Not Contrib-
ute”, Low, Medium, and High, for example. Such display
may be invoked by a facilitator user selecting a suitable icon
on a GUI generated by the system. Further, the system of the
disclosure may generate and display “mean score” data as
described further below. Additionally, the system of the
disclosure may provide a “participant list” display option
that provides a list of relevant participants. Additionally, the
system of the disclosure may provide a “strategic alignment
assessment score and rating” option is described further
below.

The systems and methods of the disclosure provide a
technical approach to the synthesis and presentation of
group and/or consensus data, in accordance with at least one
embodiment of the disclosure. In particular, the disclosure
provides a methodical, technical approach to synthesizing
and presenting data that is difficult to otherwise present,
through graphical user interface.

FIG. 1 is a high-level diagram showing what is herein
characterized as “Definitive Pro System” (DPS) processing
10', in accordance with at least one embodiment of the
disclosure. Accordingly, as noted, the processing depicted in
FIG. 1 is a high-level representation of the disclosure.
Various further details are described in the disclosure below.
As illustratively shown in FIG. 1, processing of the disclo-
sure may, in at least one aspect, include pairwise comparison
processing (01) for a particular goal with decision criteria
and decision criteria ratings that are used to calculate the
weighting factors (expressed in percentages) associated with
such decision criteria (i.e., decision criteria (weighted)), for
example. As illustratively shown in FIG. 1, processing of the
disclosure may, in at least one aspect, further include alter-
native scoring processing (02) utilizing decision criteria
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(weighted) assessed against criteria-alternatives using alter-
native scoring ratings. Criteria-alternative may also be char-
acterized as “considered alternatives”.

The DPS processing of the disclosure, in accordance with
embodiments, performs a variety of system processing (03)
that includes various data aggregation of decision criteria
ratings, and alternative scoring ratings using decision crite-
ria, which may be weighted in such processing. In particular,
as reflected at (04) the systems and methods of the disclosure
provide what is herein characterized as “facilitator interface
processing” with functional variability between group rat-
ings and individual (i.e., participant) ratings, for example. In
particular, as described in detail below, the disclosure pro-
vides graphics processing for both pairwise comparison
processing and alternative scoring processing.

FIG. 2 is a block diagram showing a “DPS 10, in
accordance with at least one embodiment of the disclosure.
As shown, the DPS 10 includes a central processing portion
(CPP) 20. Additionally, the DPS 10 includes a database
portion (DP) 30.

The CPP 20, as shown in FIG. 2, may include a variety of
specialized processing components to perform the various
processing described herein. Specifically, the CPP 20 may
include a case generation processing portion 21 that per-
forms processing associated with the generation of a case, as
described herein. A user engagement processing portion 22
handles various processing associated with user engage-
ment. For example, such processing portion 22 may handle
the on-boarding of new users to the system including both
facilitator users and participant users. Additionally, process-
ing portion 22 may handle the processing of user credentials
and access to various cases and other data provided by such
user credentials. The CPP 20 also includes a pairwise
comparison processing portion 23 that handles the various
aspects of pairwise comparison processing as described in
detail below. The CPP 20 also includes an alternative score
processing portion 24 that handles various aspects of alter-
native score processing as described in detail below.

Further, the CPP 20 may include a Facilitator GUI pre-
sentation processing portion 25. In particular, such process-
ing portion 25 may perform processing associated with
various innovative aspects of the facilitator interface of the
systems and methods of disclosure.

The CPP 20 of FIG. 2 also includes a dynamic team
formation processing portion 26 and a multi-tier data trans-
fer processing portion 27. The dynamic team formation
processing portion 26 handles various dynamic team forma-
tion processing as described herein. The multi-tier data
transfer processing portion handles various dynamic team
formation processing as described herein.

The database portion (DP) 30 may include a variety of
specialized database portions as shown. A user database 31
may be provided that stores a variety of user data. A pairwise
comparison database 32 may be provided to store data that
is both utilized and generated in connection with the various
pairwise processing described herein. An alternative scoring
database 33 may be provided to store data that is both
utilized and generated in connection with the various alter-
native scoring processing described herein. Lastly, the DP 30
may include a Facilitator GUI component database 34. The
Facilitator GUI component database 34 may store a variety
of data associated with the generation of the GUIs of the
facilitator interface processing of the disclosure. In particu-
lar, such Facilitator GUIs of the disclosure are illustratively
shown in FIG. 3 and in FIG. 4, in accordance with at least
one embodiment of the disclosure.
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The DP 30 also includes a dynamic team formation
database 36 and a multi-tier data transfer database 37. The
dynamic team formation database 36 includes various data
used and generated by dynamic team formation processing,
in accordance with at least one embodiment of the disclo-
sure. The multi-tier data transfer database 36 includes vari-
ous data used and generated by multi-tier data transfer
processing, in accordance with at least one embodiment of
the disclosure. Various further details are described below.

FIG. 3 shows a Facilitator GUI 100 for pairwise com-
parison processing, in accordance with at least one embodi-
ment of the disclosure. The Facilitator GUI 100 includes
various content, icons, and other graphics as shown. Content
101, as shown, is a screen name reflecting the nature of
Facilitator GUI 100 and the processing provided by Facili-
tator GUI 100. Content 102 reflects a number of “pairwise”
comparisons completed out of a total of pairwise compari-
sons solicited. Content 103' shows a number of participants
who have submitted a judgment. Checkbox icon 103 may be
utilized by a facilitator user to control attributes of the listing
of participants. For example, when checkbox icon 103 is
checked, the DPS distinguishes between the participants
who have submitted a judgment and those participants who
have not yet responded (i.e., awaiting participants). Relat-
edly, the Facilitator GUI includes a listing of participants
106'. In the list 106, participants who have completed his or
her pairwise comparisons may be distinguished from par-
ticipants who have not completed his or her pairwise com-
parisons by different coloration, different bolding, or some
other graphical distinction. Functionality may also be pro-
vided for a user to not show the listing of participants 106',
as may be desired. Various additional functionality provided
by the DPS via the Facilitator GUI 100 is described below
with reference to FIG. 19.

In general, the Facilitator GUI 100 provides various
pairwise comparison processing functionality to a user that
is provided by the processing performed by the DPS 10. In
accordance with at least one aspect of the disclosure, two
objectives are efficiently and effectively compared (with
respect to a decision goal) and judgments are provided
through the GUI of FIG. 3. Various further aspects of
functionality are described in detail below. However, prior to
such aspects of functionality (of the Facilitator GUI) being
described, related aspects of processing performed by the
DPS will be described with reference to FIG. 4, FIG. 5 and
subsequent figures. This further processing serves to support
the functionality provided by the Facilitator GUI of FIG. 3.

FIG. 4 shows a Facilitator GUI 200 for alternative scoring
processing, in accordance with at least one embodiment of
the disclosure. The Facilitator GUI 200 includes various
content and icons as shown. Content 201, as shown, is a
screen name “conduct scoring” reflecting the nature of
Facilitator GUI 200 and the processing provided by Facili-
tator GUI 200. Content 202 provides identification of the
alternative and the particular criterion that the alternative is
being evaluated against. For example, identification of the
alternative may be provided by an alternative identification
number. Additionally, the particular criterion (that the alter-
native is being evaluated against) may be identified in some
suitable manner such as “criterion 1 of 6” as is shown.
Content 203' reflects a number of participants who have
submitted a judgment. Checkbox icon 203 may be utilized
by auser to control attributes of a listing of participants. For
example, when checkbox icon 203 is checked, the DPS
distinguishes between a number of participants who have
submitted a judgment and those participants who have not
yet responded (i.e., awaiting participants). Relatedly, the
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Facilitator GUI 200 includes a listing of participants 206'. In
the list 206', participants who have completed his or her
pairwise comparisons may be distinguished from partici-
pants who have not completed his or her pairwise compari-
sons by different coloration, different bolding, or some other
graphical distinction. Functionality may also be provided for
a facilitator user to not show the listing of participants 206',
as may be desired. In accordance with at least one aspect of
the disclosure, alternatives are efficiently and effectively
evaluated against criterion using a rating scale with defini-
tions for high, medium, low, not applicable, for example.
Each participant user may submit a judgment using a device
of his or her choice. Various additional functionality pro-
vided by the DPS via the Facilitator GUI 200 is described
below.

In general, the Facilitator GUI 200 provides various
pairwise processing functionality to a facilitator user that is
provided by the processing performed by the DPS 10. These
further aspects of functionality are described in detail below.
However, prior to such aspects of functionality (of the
Facilitator GUI) being described, aspects of related process-
ing performed by the DPS will be described with reference
to FIG. 5 and subsequent figures.

As described herein, quantifiers such as rating, weight,
scale, and similar quantifiers are used herein. It is appreci-
ated that one (or more) of such quantifier may be used in lieu
of one (or more) of another of such quantifiers, as may be
desired and/or that such quantifiers may be interchanged as
may be desired, in accordance with at least one embodiment
of the disclosure,

FIG. 5 is a high-level flowchart showing processing
performed by the DPS, in accordance with at least one
embodiment of the disclosure. The initial step 300 of FIG.
5 reflects that “DPS processing is performed” that includes
invoking various processes as shown. The high-level pro-
cesses that may be invoked, in this illustration of the
processing, include step 310, 320, 330, and 340. In step 310,
the “DPS performs case generation processing”. Such step
310 may be invoked by a facilitator user engaging the DPS.
In accord with one embodiment of the disclosure, it is in step
310 that a facilitator user inputs the various data for a
particular case. Further details are described below with
reference to FIG. 6.

As shown in FIG. 5, in step 320, the “DPS performs
participant engagement processing”. Such participant
engagement processing may be invoked by a participant user
engaging the DPS.

Further details are described below with reference to FIG.
9. In particular, it is in the processing of step 320 that a
participant user may engage the system in conjunction with
both pairwise comparison processing and alternative score
processing.

As shown in FIG. 5, in step 330, the “DPS performs
display generation processing”. The processing of step 330
may be invoked by a facilitator user engaging the DPS. In
particular, in the processing of step 330, a facilitator user
may engage the DPS to display data associated with the
input received from the participant users. In particular, the
processing of step 330 relates to the innovative facilitator
interface processing of the disclosure as reflected at 330" in
FIG. 5.

Lastly, as shown in FIG. 5, in step 340, the “DPS performs
system event processing”. The processing of step 340 may
be invoked by various system events. [llustratively, system
events may utilize time windows and/or thresholds in which
to perform tasks in a predetermined manner. In addition,
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system events may include predetermined processing that is
performed upon the observed completion of predetermined
tasks, for example.

It is noted that features of the disclosure are described
herein as being performed by a user, a facilitator user, and/or
a participant user, for example. However, it is appreciated
that such terminology, with reference to a human user, and
aparticular type of human user, are merely used for purposes
of illustration regarding the functionality provided by the
system. Indeed, such users need not be human users. Rather,
for example, the functionality described herein as being
performed in conjunction with interface with a user (be that
a facilitator user or a participant user or other type of user)
may, if desired, indeed be performed through interface with
another computer processing machine. Accordingly, in
embodiments of the disclosure, a user may be constituted by
a human user and/or another machine.

FIG. 6 is a flowchart showing in further detail the “DPS
performs case generation processing” step 310 of FIG. 5, in
accordance with at least one embodiment of the disclosure.
The processing of FIG. 6 starts in step 310 and passes to step
310'. Step 310" illustratively shows different types of case
generation processing as well as other processing that may
be performed, in this illustration, by the DPS.

Specifically, in step 311, the “DPS interfaces with the
facilitator user to input pairwise comparison case data”. As
described below with reference to FIG. 7 and other figures,
such pairwise comparison data is utilized in pairwise com-
parison processing of the disclosure. As shown in FIG. 6, in
step 312, the “DPS interfaces with the facilitator user to
input alternative scoring case data”. As described below,
such alternative scoring case data is utilized by the DPS in
alternative scoring processing of the disclosure. Further
details are described below with reference to FIG. 8 and
subsequent figures.

FIG. 6 also includes the processing of step 313. In step
313, the DPS system performs dynamic team formation
processing. Such processing provides a technical approach
to presenting and manipulating consensus data and other
group generated data, in conjunction with forming a team to
assess such consensus data, in accordance with at least one
aspect of the disclosure. Further details are described below
with reference to FIG. 26 and related figures.

FIG. 6 also includes the processing of step 314. In step
314, the DPS system performs Multi-tier Data Transfer
(MDT) processing. Such processing provides a technical
approach to presenting and manipulating consensus data and
other group generated data, in conjunction with associating
different models, and in particular a parent model and a child
model, in accordance with at least one aspect of the disclo-
sure. Further details are described below with reference to
FIG. 41 and related figures. It is appreciated that processing
of the disclosure is not limited to vertical linearity or any
other order as illustrated in FIG. 6 between the processing of
steps 311, 312, 313, and/or 314. Rather, for example, in
embodiments of the disclosure, the interfacing performed in
step 312 may be performed in advance of the interfacing
performed in step 311. Further, such interfacing of step 311
and step 312, so as to input data utilized by the system, may
be intermixed and/or integrated in some manner. Further, in
accordance with at least one embodiment of the disclosure,
the processing of any, some, or all of steps 311, 312, 313,
and/or 314 may be performed as desired.

Upon completion of the processing of step 310", the
process passes to step 315. In step 315, the DPS processes
the case data or other data that was input in steps 311, 312,
313, and/or 314. In particular, the data may be processed, by

10

15

20

25

30

35

40

45

50

55

60

65

12

the DPS, so as to prepare for participant engagement pro-
cessing. Such processing of data may include the population
of data records utilized in pairwise comparison processing
and/or alternative scoring processing, in accordance with
embodiments of the disclosure. Such data records, as well as
other data described herein, may be stored in suitable data
records and/or on a suitable server, such as an SQL server
database, for example.

After step 315, the process passes to step 316. In step 316,
the processing ends—and processing returns to FIG. 5.

FIG. 7 is a flowchart showing in further detail the “DPS
interfaces with facilitator user to input pairwise comparison
case data” in step 311 of FIG. 6, in accordance with this
embodiment of the disclosure. Illustratively, FIG. 21 is a
diagram showing a decision model 2001 that may be utilized
in the processing of the disclosure, in accordance with at
least one embodiment of the disclosure.

As shown in FIG. 7, processing starts in step 311 and
passes to step 311-1. In step 311-1, the “DPS interfaces with
the facilitator user to input a designated decision goal (DG)”.
For example, as reflected in step 311-1', a DG may be
constituted by a parameter such as “choose a leader”.

After the processing of step 311-1, the process passes to
step 311-2. In step 311-2, the “DPS interfaces with the
facilitator user to input decision criteria (DC)”. As is shown
at 311-2', for example, such DC might be constituted by
parameters such as experience, leadership, and/or charisma.

After the processing of step 311-2, the process passes to
step 311-3. In step 311-3, the “DPS interfaces with the
participant user to input decision criteria ratings (DCR)”. As
reflected at 311-3', for example, DCR might be constituted
by such parameters as “Slightly”, “Moderately”, “Strongly”,
and “Extremely”. In accordance with a technical aspect of
the disclosure, natural language type parameters of FIG. 7
are substantively captured digitally, in the form of data, hand
in hand with effectively graphically displaying such cap-
tured data.

After the processing of step 311-3 in FIG. 7, the process
passes to step 311-4. In step 311-4, the sub process ends—
and processing returns to step 311 in FIG. 6. It is appreciated
that the linearity of the processing illustrated in FIG. 7 is not
limiting. Indeed, the order of the processing between steps
311-1, 311-2, and 311-3 may be adjusted in order as desired.

FIG. 8 is a flowchart showing in further detail the “DPS
interfaces with facilitator user to input alternative scoring
case data” step 312 of FIG. 6, in accordance with at least one
embodiment of the disclosure. The processing starts in step
312 and passes to step 312-1. In step 312-1, the “DPS
interfaces with the facilitator user to input alternative scor-
ing ratings (ASR)”. As is shown at 312-1', for example, such
ASR might be constituted by such parameters as “Does Not
Contribute”, “Low”, “Medium”, and “High”.

After the processing of step 312-1, the process passes to
step 312-2. In step 312-2, the “DPS interfaces with the
facilitator user to input alternative scoring rating definitions
(ASRD) for each decision criterion”. As is shown at 312-2',
for example, such ASRD might be constituted by low,
medium and high experience parameters.

Then the process passes to step 312-3. In step 312-3, the
“DPS interfaces with the facilitator user to input or import
criteria-alternatives (CAs)”. In accordance with one aspect
of the disclosure, the criteria-alternatives may be constituted
by the alternatives that are presented to satisfy the decision
goal input in step 311-1 (FIG. 7). In the example of FIG. 8,
for example as reflected at 312-3', criteria-alternatives (CAs)
might be constituted by two alternatives illustratively rep-
resented as Joy Jones and Bob Day.
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Relatedly, as reflected at 312-1", the CAs may also be
imported from the processing of step 311-2 of FIG. 7, if
desired. Accordingly, as described throughout this disclo-
sure, alternative scoring of the disclosure may be performed,
in some embodiments, in conjunction with the DPS per-
forming pairwise comparison processing. However, such is
not necessarily required. That is, in embodiments of the
disclosure, alternative scoring processing may be performed
independently and separately from pairwise comparison
processing. Further, in embodiments of the disclosure, pair-
wise comparison processing may be performed indepen-
dently and separately from alternative scoring processing.

After the processing of step 312-3, the process passes to
step 312-4. In step 312-4, the sub-process ends. Processing
then returns to step 312 in FIG. 6 and proceeds as described
above.

FIG. 9 is a flowchart showing in further detail the “DPS
performs participant user engagement processing” step 320
of FIG. 5, in accordance with at least one embodiment of the
disclosure. As described above, the processing of step 320
might be invoked by a facilitator user engaging the DPS. As
shown, the processing starts in step 320 and passes to step
321. In step 321, the “DPS waits for the facilitator user to
initiate engagement processing”. Relatedly, in step 322, the
DPS determines if data has been received indicating that
engagement processing has been initiated by a participant
user”. If “no”, the processing loops back to step 321 and
continues to wait. On the other hand, if “yes” in step 322,
then the processing passes to step 323.

In step 323, the “DPS secures credentials of the particular
participant user” being engaged. For example, the creden-
tials might be obtained through input by the participant user,
such as credentials in the form of a username and/or pass-
word and/or the credentials might be obtained through
engagement with the participant user’s device itself, such as
leveraging unique attributes of the participant user’s device
s0 as to authenticate the particular participant user. Then, the
process passes to step 324.

In step 324, the “DPS, based on the input participant user
credentials, maps the participant user credentials to case(s)
that are associated with the particular participant user”. In
the processing of step 324, it may be that only one case is
associated (i.e., to be acted upon) by the participant user. On
the other hand, a particular participant user may be associ-
ated with multiple cases that he or she has been requested to
provide feedback. Relatedly, in step 325, the “DPS inter-
faces with the facilitator user to select a case to engage”.
Then, processing passes to step 326.

In step 326, the “DPS engages with the facilitator user to
process the selected case”. In conjunction with the process-
ing of the selected case, the DPS saves a variety of data
related to the processing. Various further details are
described below with reference to FIG. 10 and related
figures. After the processing of step 326, the process passes
to step 327.

In step 327, the “DPS generates and outputs an electronic
communication to the facilitator user”. This communication
might be in the form of an alert indicating that a participant
user has engaged with the system. Additionally, such elec-
tronic communication may be in the form of updated data to
the Facilitator GUI 100 of FIG. 3 and/or the Facilitator GUI
200 of FIG. 4.

After the processing of step 327, the process passes to step
328. In step 328, the sub-process of FIG. 9 ends. Accord-
ingly, processing returns to step in FIG. 5.

FIG. 10 is a flowchart showing in further detail the “DPS
engages with the facilitator user to process the selected case
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and save generated data in data record(s)” in step 326 of
FIG. 9, in accordance with at least one embodiment of the
disclosure. As shown, the process starts in step 326 and
passes to step 326'. Step 326' includes and invokes the
processing of step 400 and/or step 500, as shown in FIG. 10.

In the processing of step 400, the “DPS engages the
facilitator user to perform pairwise comparison processing
for a selected case”. Various details of such processing are
described below with reference to FIG. 11, as well as FIG.
12 and FIG. 13. As reflected at 400", the processing of step
400 includes progressive evolvement of one or more data
records.

In the processing of step 500, the “DPS engages the
facilitator user to perform alternative scoring processing for
a selected case”. Various details of such processing are
described below with reference to FIG. 14, as well as related
FIG. 15 and FIG. 16. As reflected at 500", the processing of
step 500 includes progressive evolvement of one or more
data records.

As reflected at 500", shown in FIG. 10, the decision
criterion utilized in the processing of pairwise comparison
cases may be the same criteria utilized in the processing of
an alternative scoring case.

After the processing of step 400 and/or step 500 (in step
326' of FIG. 10) the processing passes to step 326(1). In step
326(1), the DPS finalizes the various data generated in the
processing of step 400 and/or step 500. Then, the process
passes to step 326(2). After such step 326(2), the processing
returns to step 326 in FIG. 9.

FIG. 11 is a flowchart showing in further detail the “DPS
engages with user to perform pairwise comparison process-
ing for the selected case” step 400 of FIG. 10, in accordance
with at least one embodiment of the disclosure. As shown,
the process starts in step 400 and passes to step 410.

In step 410, the “DPS, for the selected case, retrieves case
data associated with the particular case”. In particular, in
accord with one embodiment of the disclosure, the case data
includes decision goal (DG) data, decision criteria (DC)
data, and decision criteria ratings (DCR) data.

After step 410, the process passes to step 420. In step 420,
the “DPS, based on the case data, generates decision criteria
(DC) combinations”. In accordance with one embodiment of
the disclosure, the DC combinations are constituted by the
various permutations of the decision criteria. The system
processes each of these permutations in turn—and desig-
nates each permutation progressively as a “current” DC
combination. Accordingly, the processing of step 420 itera-
tively provides a “current” DC combination for processing
in step 430 and step 440. Accordingly, after the processing
of step 420, the process passes to step 430.

In step 430, the “DPS generates and presents a GUI
display to the participant user that includes both the decision
goal, the next DC combination, and decision criteria ratings
associated with such next DC combination. In one embodi-
ment of the disclosure, the participant user may be presented
with a DC combination with respective selectable icons for
each decision criterion in the DC combination. The partici-
pant user then chooses (step 440 of FIG. 11) one of the
decision criteria out of two decision criteria in this example.
Subsequent to such selection, the participant user may then
be presented with decision criteria ratings (with respective
selectable icons) (step 440) so that the participant user is
provided the opportunity to “rate” the selected criterion.
Alternatively, the DC combination (presented to the partici-
pant user for selection of one of the decision criteria of the
combination) may be presented to the participant user along
with ratings for a selection. FIG. 22 illustrates processing
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with GUI display 2101 by which a participant user selects a
decision criterion, as well as GUI display 2102 by which a
participant user selects a rating associated with the selected
decision criterion. Accordingly, FIG. 22 is a diagram show-
ing participant user interface windows related to pairwise
processing, in accordance with at least one embodiment of
the disclosure. The systems and methods of the disclosure
are not limited to those shown in FIG. 22, and other GUI
representations may be used.

In summary, in step 440 of FIG. 11, the “DPS interfaces
with the participant user to input data selection”. Such input
of data includes (1) a selected decision criterion of the
combination, and (2) a rating for the selected DC. Such
rating may also be characterized as a decision gradation—
that measures a spectrum of degree of the decision as
opposed to merely the conclusory end decision of the
selection.

After the process of step 440, the process passes to step
450. In step 450, the “DPS stores the input data selection
from the current iteration”, that is the current iteration
constituted by step 430 and step 440. Then, the process
passes to step 460.

In step 460, the DPS retrieves data to determine if the
current iteration of the processing of FIG. 11 indeed pro-
cessed the last DC combination (i.e., the last permutation of
the decision criteria). In this illustrative example, to perform
this determination in step 460, the DPS retrieves a variable
that dictates if the “current” DC combination is indeed the
last DC combination. Such a variable is illustratively
denoted last_DC? in this example. If the system determines
in step 460 that the current DC combination is not the last
DC combination (i.e., “no” in step 460), the processing then
returns to step 420 and continues as described above.

On the other hand, the determination in step 460 may be
“yes” indicating that the system determines that the “cur-
rent” DC combination is the last DC combination. Accord-
ingly, processing passes from step 460 to step 470. In step
470, the processing ends. Accordingly, the process returns to
step 400 in FIG. 10.

FIG. 12 is a flowchart showing the “DPS generates DC
combinations including “current” DC combination” step
420 of FIG. 11, in accordance with at least one embodiment
of the disclosure. As shown, the process starts in step 420
and passes to step 421.

In step 421 of FIG. 12, the DPS determines if the various
DC combinations have previously been determined in a
prior iteration, and specifically such will be determined in
the first iteration of processing of case data. Accordingly, in
the methodology of this example, the various DC combina-
tions are generated in conjunction with the first iteration.
Accordingly, if the DPS determines that the DC combina-
tions have not previously been determined, then the pro-
cessing passes from step 421 to step 422. In step 422, the
DPS generates the DC combinations using a suitable meth-
odology. The total number of DC combinations may be
determined by the formula (N*(N-1)/2), where N is the
number of criteria. For example, there are 15 DC combina-
tions when there are 6 decision criteria (6*(6-1)/2=30/
2=15). Relatedly, the disclosure provides effective and effi-
cient processing in the manner that the DC combinations or
permutations are generated and processed by the system of
the disclosure, as such processing is illustrated in FIG. 12,
for example. Additionally, the disclosure provides effective
and efficient processing in the manner that DC-Alt combi-
nations or permutations are generated and processed by the
system of the disclosure, as such processing is illustrated in
FIG. 16, for example. Accordingly, in particular, the disclo-
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sure provides novel processing that generates and displays
GUIs with substantial content. Such processing conserves
computer processing resources and requires less data trans-
fer in operation—in that, for example, a user does not have
to switch between multiple screens to secure and/or review
data of interest, i.e. in that data represented in the GUIs may
be substantial.

Then, in step 423, the DPS associates each of the com-
binations with a sequential tag: 1, 2, . . . up to the tag of
number (N*(N-1))/2). Then, the process passes to step 424.
In step 424, the DPS clears the “current_tag” variable so as
to be populated with an initiation value such as 0 (ie.,
current_tag=0). Then, the process passes to step 426.

On the other hand, if yes in step 421, i.e. the DC
combinations have been determined in a prior iteration, the
process then passes to step 425. In step 425, the DPS
modifies “current_tag” number to (current_tag+l). Such
reflects processing of a further permutation. Then, the pro-
cess passes to step 426.

In step 426, the DPS determines: if (current_tag=(N*(N-
1))/2)). In other words, the processing of step 426 deter-
mines if the last iteration to process the current case has been
attained (i.e., since in the last iteration, the sequential tag
associated with a particular DC combination would indeed
be the same as the value (N*(N-1))/2). If the determination
in step 426 is “no”, then the processing passes to step 427.
In step 427, the variable last_DC? is assigned “no”. On the
other hand, if the determination in step 426 is “yes”, then
processing passes to step 428. In step 428, the variable
last_DC? is assigned “yes”.

After either of step 427 or step 428 FIG. 12, the process
passes to step 429. In step 429, the DPS retrieves and queues
the particular DC combination associated with current_
tag—as such DC combination will subsequently be pro-
cessed (in further processing of FIG. 11). Accordingly, even
if the DPS determines in step 428 that the last decision
criteria combination has been attained, such last decision
criteria combination remains to be processed by the pro-
cessing of FIG. 11. Accordingly, in step 429 of FIG. 12, such
DC combination is effectively returned (from the subroutine
of FIG. 12) for the processing of FIG. 11.

As shown in FIG. 12, after the processing of step 429, the
process passes to step 429'. In step 429', the sub-process
ends. Processing then returns to FIG. 11, step 430.

FIG. 13 is a diagram showing a database structure, in
accordance with at least one embodiment of the disclosure.
The database structure may be provided on a computer
readable medium in a database portion 600, in DP 30, for
example. As shown, the database structure of FIG. 13
includes table 610 denoted by tableAD1001. The table 610
includes a plurality of data records 6011DR. While one data
record 611DR is shown, in accord with one embodiment, the
table 610 may include many data records 611 DR that
respectively correspond to a particular case. Indeed, the
number of data records in data table 610 may number in the
hundreds, thousands, or more. Each data record 611DR
includes a plurality of database fields. Such database fields
includes database field 611, 612, 613, 614, 615, 616, 617.
The database field 611 is populated with data of the par-
ticular case number. The database field 612 is populated with
data of the particular case description. The database field
613 is populated with data of the decision goal for the
particular case. The database field 614 is populated with data
of the various decision criteria for the particular case.
Further, the database field 615 is populated with data of the
various decision criteria ratings of the particular case.
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In contrast to the text content of database fields 611-615,
the database field 616 contains data referencing a further
table 620, which represents “DC response” aggregated data
(i.e., tableAD101 620 as shown in FIG. 13). Such data in
database field 616 may be in the form of a suitable pointer
in the environment of a relational database, for example.

As is shown in FIG. 13, the data table 610 further includes
database field 617. Database field 617 contains data refer-
encing a yet further data table shown in FIG. 17 and
described below. Such data in database field 617 may be in
the form of a suitable pointer in the environment of a
relational database, for example.

The data table 620 (denoted tableAD101) includes vari-
ous aggregated data associated with pairwise comparison
processing. In the processing of the DPS, in generation of
the GUI of FIG. 3, in accord with one embodiment, the DPS
“pulls” data from data table 610 and data table 620, such
data tables being populated from source data in data table
630.

The data in table 620 may include a plurality of data
records corresponding respectively to each DC combination
number. Such data records are illustrated in FIG. 13 (table
620) as data record 621DR, data record 622DR, data record
623DR. Each data record includes a plurality of database
fields. As shown, such database fields include database field
621, 622, 623, 624, 625. The database field 621 includes a
DC combination number. The processing of step 423 (FIG.
12) may utilize such DC combination number and/or a
variant of such DC combination number.

As also shown in FIG. 13, in data table 620, the database
field 622 includes indicia reflecting the particular permuta-
tions of decision criteria. For example, the indicia DC1 may
be mapped by the system to “experience” by the system—
utilizing the data in database field 614 of data table 610.

As also shown in FIG. 13, in data table 620, the database
fields 623 and 624 include what might be characterized as a
“count” for the particular decision criteria (DC) with asso-
ciated decision criteria ratings (DCR) for the particular DC.
Relatedly, database field 625 includes participant data asso-
ciated with respective DC combination numbers. More
specifically, the participant data is constituted by data ref-
erencing the yet further data table 630. Such data in database
field 625 may be in the form of a suitable pointer in the
environment of a relational database, for example.

Lastly, the database structure of FIG. 13 includes the data
table 630, in accordance with at least one embodiment of the
disclosure. The data table 630 corresponds to DC combina-
tion R1001—of data record 621DR of data table 620. That
is, the data table 630 provides source data to populate the
data field 623 and field 624 of the data table 620. For the
other DC combination numbers (including R1002 and
R1003), there would be provided separate data tables akin to
data table 630, in accordance with embodiments of the
disclosure. As shown, the data table 630 includes a plurality
of data records associated with each participant ID. Each
data record includes a plurality of fields that contain data of
the particular vote (i.e., judgment) of each respective par-
ticipant in the particular case.

FIG. 14 shows a DPS facilitator graphical user interface
(GUI 1400) showing the results of the pairwise comparison
processing, in accordance with at least one embodiment of
the disclosure. Such results may be graphically illustrated
using a bar graph, as shown, or using other graphical
representation.

FIG. 15 is a flowchart showing in further detail the “DPS
engages with facilitator user to perform alternative scoring
processing for a selected case” step 500 of FIG. 10, in
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accordance with at least one embodiment of the disclosure.
As reflected at 500", the processing of step 500 includes the
progressive evolvement of data records as shown in FIG. 17.
As shown, the processing of FIG. 15 starts in step 500 and
passes to step 510. In step 510, the “DPS retrieves case data,
for the particular case that has been selected by the facilitator
user”. In particular, in this example, the case data includes
decision criteria (DC) data, alternative scoring ratings
(ASR) data, alternative scoring rating definitions (ASRD)
data, and criteria-alternatives (CA) data. Accordingly, in
summary, the DPS retrieves various data utilized in the
alternative scoring processing. After step 510, the process
passes to step 520.

In step 520, the “DPS, based on case data, generates
various decision criteria-alternative combinations”. Further
details (of the processing of step 520) are described below
with reference to FIG. 16. In particular, the processing of
step 520 provides the “current” decision criterion-alternative
(DC-Alt) combination. After the processing of step 520, the
data processing passes to step 530.

In step 530, the “DPS generates and presents a GUI
display to the participant user. The GUI display includes the
“current” DC-Alt combination, with respective selectable
icons associated with each alternative. Additionally, the GUI
presents alternative scoring ratings (ASR) (with respective
selectable icons) that reflect a matter of degree to which the
particular user deems the particular alternative relevant, for
example, to the criteria to which the particular alternative is
being compared. Accordingly, step 530 provides generation
and display of such data to the participant user. As otherwise
described herein, each alternative may be respectively pre-
sented to the participant user in conjunction with each
decision criterion.

Relatedly, the processing of step 540 of FIG. 15 reflects
the input of an ASR selection. Specifically, in step 540, the
“DPS interfaces with the participant user to select an alter-
native scoring rating reflecting the degree to which the
“current” alternative contributes to the decision criterion. In
other words, the DPS inputs an alternative scoring rating, or
in other words a decision gradation, for the particular
alternative. The input of such data may be performed
utilizing a suitable icon and/or multiple icons. After the
processing of step 540, the process passes to step 550. In
step 550, the DPS stores the input data selection (input in
step 540) in a database. Specifically, such data may be stored
in data table 670 of FIG. 17. After the processing of step 550,
the process performed by the DPS passes to step 560.

In step 560, the DPS, illustratively, retrieves a variable
last_DC-Alt? regarding if the “current” DC-Alt combination
is the last DC-Alt combination. If the system determines a
“no” determination in step 560, the processing passes back
to step 520. That is, such “no” determination is indicative
that the current DC-Alt combination is not the last DC-Alt
combination—so that further processing is required so as to
process all the DC-Alt combinations.

On the other hand, the system may determine “yes” in
step 560 (i.e., the current DC-Alt combination is indeed the
last DC-Alt combination). As a result, the process passes to
step 570. In step 570, the sub-process of FIG. 15 termi-
nates—with the return of the processing to FIG. 10.

FIG. 16 is a flowchart showing “DPS, based on case data,
generates “decision criteria-alternative” combinations
including the “next” decision criterion-alternative (DC-Alt)
combination” step 520 of FIG. 15, in accordance with at
least one embodiment of the disclosure. Accordingly, the
functionality provided by the processing of FIG. 15 in step
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520 is to generate various decision criteria-alternative com-
binations and respectively pass back such data to the higher-
level processing of FIG. 15.

As shown in FIG. 16, the process starts in step 520 and
passes to step 521. In step 521, the DPS retrieves the
“current” decision criteria (DC) from the plurality of deci-
sion criteria associated with the case. Then, in step 522, the
DPS retrieves the “current” alternative from the alternatives
associated with the case. The current decision criterion
retrieved in step 521 and the current alternative data
retrieved in step 522 are determined (as described below) in
the processing identified at 524'.

After step 522, the process passes to step 523. In step 523,
the DPS utilizes the retrieved current decision criterion (DC)
and the retrieved current alternative (Alt) so as to generate
a DC-Alt combination. Specifically, utilizing the current
decision criterion and current alternative, the DPS generates
the “current” criteria-alternative combination and saves such
generated data in storage. That is, as reflected at 523", in step
523 the DPS generates and saves the data that is later used
in step 530 of FIG. 14. In general, as reflected at 521', the
processing of steps 521, 522, 523 retrieves “current” data for
processing of such data upon return to FIG. 15, and spe-
cifically in step 530.

After the processing of step 523 of FIG. 16, the process
passes to step 524. More generally, the processing block
identified as 524' shows processing to determine if there will
be a next iteration, and if so, the parameters of such next
iteration. Such “next” iteration is distinct from the “current”
iteration (i.e., the current iteration with current values will be
performed upon return to the processing of FIG. 14) even if
the processing of step 524' determines that there will not be
a further iteration (after the current iteration).

As shown in FIG. 16, in step 524 the DPS determines if
the “current” alternative is the last alternative. In other
words, have all the alternatives been considered for the
particular decision criteria. To explain further, in this
embodiment, each alternative is presented, respectively,
with a particular decision criteria-prior to the processing
moving on to the next decision criteria. However, the
systems and methods of the disclosure are not limited to
such particular processing, and the particular manner in
which processing is progressed through the various decision
criteria-alternative permutations may be varied as desired.

The system may determine in step 524 that the current
alternative is not the last alternative. That is, a “no” deter-
mination is returned in the determination processing of step
524. As a result, the process passes from step 524 to step
525. In step 525, the DPS retrieves a next alternative and
assigns such next alternative as the “current” alternative (for
the next iteration). As reflected at 525', given the method-
ology of the processing of FIG. 16, the “current” decision
criteria (DC) is already saved in memory-since it is the same
DC that was utilized in the last iteration of the processing of
FIG. 16. Thus, step 525 reflects that both a current DC and
a current alternative have been attained. As a result, the
process passes from step 525 to step 529. In step 529, the
sub-process ends with a return to FIG. 15 step 530.

On the other hand, it may be determined in the determi-
nation processing of step 524 that the “current” alternative
is indeed the last alternative for the particular decision
criteria. In other words, step 524 determines that all the
alternatives under consideration have been presented to the
user in combination with the particular decision criteria. As
a result, a “yes” is determined in step 524—and the process
passes to step 526. Advancement of the processing to step
526 reflects processing to determine a new “current” deci-
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sion criteria. Thus, in step 526, the DPS determines whether
or not the “current” decision criteria is the last criteria. In
other words, have all the decision criteria been considered.
It may be determined in step 526 that the current decision
criterion is not the last decision criteria. Accordingly, the
process passes from step 526 on to step 528.

In step 528, the DPS retrieves the next decision criteria
and assigns such next decision criteria as the “current” DC
(for the next iteration). Relatedly, in step 528', the DPS
retrieves what may be characterized as a first alternative that
will be considered against the now “current” decision cri-
teria. This first alternative is tagged as the “current” alter-
native (for the next iteration). Thereafter, the processing
again passes to step 529. In step 529, with a current DC and
a current alternative in store, the processing returns to FIG.
15.

On the other hand, it may be determined in the processing
of step 526, that the “current” DC is indeed the last criteria.
That is, a determination is made by the system that all
decision criteria have been considered. As a result a “yes”
determination is achieved in step 526—and the process
passes to step 527. In step 527, the system toggles a variable
such that a “yes” determination will be found in the pro-
cessing of step 560 (FIG. 15). More specifically, the DPS
assigns the variable last_ DC-Alt? as “yes”—regarding if the
“current” DC-Alt combination is the last DC-Alt combina-
tion. With such determination in store, the processing passes
to step 529 of FIG. 16. Processing then continues as
described above.

FIG. 17 is a diagram showing further database structure of
the database portion 600, in accordance with at least one
embodiment of the disclosure. As described above with
reference to FIG. 13, data table 610 includes database field
617. Database field 617 contains data referencing the further
data table shown in FIG. 17. As noted above, such data in
database field 617 may be in the form of a suitable pointer
in the environment of a relational database, for example.

Accordingly, FIG. 17 includes a data table 650 (i.e., the
table AC101 as referenced in the data field 617 of the data
table 610 of FIG. 13). The data table 650 contains various
data associated with alternative scoring processing of the
disclosure. Specifically, the data of FIG. 17 results from the
processing of, in particular, steps 520, 530 and 540 of FIG.
15. Relatedly, the storage of data in step 550 of FIG. 15 may
be constituted by the storage of data in the data structure of
FIG. 17.

The data table 650 includes a data record 651DR that
corresponds to a particular case. That is, the data record
651DR holds data corresponding to one case in which
alternative scoring is performed. As shown in FIG. 17, such
data record may be indexed in a suitable manner, such as
referenced by the same case number (here case_1234) as is
displayed in database field 611 of the data table 610 (FIG.
13).

The data table 650 includes a plurality of other database
fields associated with alternative scoring processing. Data-
base field 651 is populated with the case number, as
described above. Database field 622 is populated with data
of the criteria-alternatives. In this illustrative example, the
criteria-alternatives include participant’s Joy Jones and Bob
Day. It is these criteria-alternatives in the field 622 that will
be considered against the decision criteria shown in data
field 614 (of the data table 610 of FIG. 13).

Database field 623 is populated with data of alternative
scoring ratings of which a participant user may choose in
performing alternative scoring processing. In this illustrative
example, possible alternative scoring ratings provided
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include “Does Not Contribute”, Low, Medium, and High. In
accordance with embodiments of the disclosure, the partici-
pant user utilizes such ratings so as to convey a rating of a
particular criteria-alternative vis-a-vis particular decision
criteria.

The data table 650 of FIG. 17 further includes database
field 624 that includes participant data. Database field 624
contains data referencing a yet further data table (i.e.,
table_Aggregatel01). Such data in database field 624 may
be in the form of a suitable pointer in the environment of a
relational database, for example.

Relatedly, FIG. 17 shows such data table (table_Aggre-
gatel01) as data table 660, in accordance with at least one
embodiment of the disclosure. Data table 660 includes a
plurality of data records 661DR, 662DR, and 663DR. Each
of such data records respectively correspond to a particular
decision criterion—alternative (DC-Alt) combination. Data-
base field 662 is populated with the particular decision
criteria/criteria-alternative combination. Such data may be
represented as indicia (as shown in the field 662) that is in
turn associated with the actual decision criteria/criteria-
alternatives. Alternatively, the field 662 in the data table 660
may be populated with the actual decision criteria—alter-
native. Note that the content of field 662 shows or reflects
data records in which a particular decision criteria (DC1) is
being considered respectively against three alternatives
(Altl, Alt2, Alt3).

As shown in FIG. 17, the data table 660 further includes
database field 663. Database field 663 is populated with data
regarding the judgments for a particular considered alterna-
tive for the corresponding combination shown in field 662.

The data table 650 of FIG. 17 further includes database
field 664 that includes participant data relating to alternative
scoring processing. Database field 664 contains data refer-
encing a yet further data table, e.g. table_PD101. Such data
in database field 664 may be in the form of a suitable pointer
in the environment of a relational database, for example.

Such illustrative referenced table_PD101 is constituted by
data table 670 of FIG. 17. Such data table 670 contains data
of the judgments for DC/Alt combination number R1001 (of
table 660), in accordance with at least one embodiment of
the disclosure. The other DC-Alt combination numbers
(shown in field 661 of table 660) may be associated with
respective participant data tables akin to table 670.

Tlustrative data table 670 includes a plurality of records
671DR, 672DR, 673DR for respective participants. Further,
the data table 670 includes various database fields. Database
field 671 is populated with data identifying a particular
participant. Database fields 672, 673, 674, and 675 are
populated with actual judgment content associated with
judgment of the particular participant user. That is, for
example, for the particular DC-Alt combination for which
table 670 represents—the participant with ID P1001 opted
for a “low” vote or judgment for the degree that the
particular criteria-alternative, i.e. considered alternative,
contributed to the particular decision criteria. Accordingly,
table 670 provides the source data utilized to populate field
663 of table 660 (as shown in FIG. 17).

In accord with embodiments of the disclosure, various
aspects of the systems and methods of the disclosure are
described above relating to the input of data by a facilitator
user to perform one or more cases for pairwise comparison
processing and/or alternative scoring processing; the
engagement of participant users to participate in pairwise
comparison processing and/or alternative scoring process-
ing, as well as the generation and display of data resulting
from such engagement processing. In particular, various
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details are described above regarding the innovative facili-
tator interface of the disclosure and the illustrative GUIs of
FIG. 3 and FIG. 4.

Relatedly, FIG. 18 is a flowchart showing in further detail
“DPS performs display generation processing” step 330 of
FIG. 5, in accordance with at least one embodiment of the
disclosure. The processing step 330 may be invoked by a
user engaging the DPS. The processing of step 330 may
include the illustrated step 700 and/or step 800.

In step 700, the DPS performs facilitator interface pro-
cessing for pairwise comparison processing. Further details
are described below with reference to FIG. 19. In an
embodiment, it is the processing of step 700 in part that
renders the GUI of FIG. 3.

In step 800, the DPS performs facilitator interface pro-
cessing for alternative scoring processing. Further details are
described below with reference to FIG. 20. In an embodi-
ment, it is the processing of step 800 in part that renders the
GUI of FIG. 4.

FIG. 19 is a flowchart showing in further detail “DPS
performs facilitator interface processing for pairwise com-
parison processing” step 700 of FIG. 18, in accordance with
at least one embodiment of the disclosure. The processing of
step 700 may be constituted by a variety of processing as
shown in FIG. 19. Such processing of FIG. 19 need not be
performed in any particular linear manner and/or in any
particular order.

Step 710 of FIG. 19 shows the DPS may perform response
graph processing. Step 720 of FIG. 19 shows the DPS may
perform response grid processing. Further details are
described below and otherwise herein.

Various other processing may be performed by the DPS.
In step 730, the DPS performs awaiting participants pro-
cessing. In step 740, the DPS performs mean score process-
ing. In step 750, the DPS performs group rating processing.
In step 760, the DPS performs participant list processing.
Various further details of such processing are described
below with further reference to the GUI of FIG. 3, in
accordance with at least one embodiment of the disclosure.

As described above, the GUI 100 of FIG. 3 provides
various “pairwise comparison” processing functionality to a
facilitator user that is provided by the processing performed
by the DPS 10. In general, the DPS performs various
processing so as to support the innovative facilitator inter-
face as illustratively shown in FIG. 3, as well as FIG. 4.

In addition to the various features of the FIG. 3 GUI 100,
as described above, the processing of the disclosure provides
additional features to perform synthesis of the various
diverse data collected in operation of the DPS. The example
of the GUI of FIG. 3 illustrates decision criteria 119 and
decision criteria 120.

In accordance with at least one embodiment, functionality
provided includes the generation and display of a group
rating. That is, the GUI 100 of FIG. 3 includes checkbox
icon 104. When checked, the DPS generates and displays a
group rating 104'. In accordance with at least one embodi-
ment of the disclosure, for example, the group rating may be
characterized as a group result expressed in verbal terms. In
the example shown, “reduce operational and cyber security
risks” is “Moderately more important” then “deliver new
and enhanced and user capabilities”.

The GUI 100 also includes checkbox icon 105. When
checked, the DPS displays an arithmetic mean score as
shown at 105'. In general, the checkbox icon 105 may
prompt the generation of mathematical relationship infor-
mation that may be helpful to understand and synthesize
information. For example, a scoring regime may be utilized
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by the system that is constituted by: (Scoring: Slightly:
-3/+3, Moderately: -5/5; Strongly: -7/+7; Extremely:
-9/9). In other words, for example, an observed response of
“Slightly” for decision criteria 119 (FIG. 3) from a particular
participant user will result, by the processing of the DPS, in
a =3 value that reflects a favor toward the particular decision
criteria 119. In the example of FIG. 3, all judgments were in
favor of decision criteria 119. Utilizing the facilitator inter-
face of the disclosure, the DPS effectively and efficiently,
from a processing perspective in particular, conveys a syn-
thesis of such varied information by providing the data 105'.
Accordingly, in this example: 2 responsesx(-3)+4
responsesx(-5)+1 responsex(-7)=(-33)/7=-4.71 (as is
reflected at 105'). Accordingly, less processing and data
transfer are needed to provide the novel functionality and
presentation of desired content—as compared to known
systems.

The facilitator GUI 100 also includes checkbox icon 106.
When such is checked, the DPS displays a list of partici-
pants. Relatedly, in accord with one embodiment of the
disclosure, when checkbox icon 103 is checked along with
checkbox icon 106 being checked, the DPS displays a list of
participants—including a differentiator for those partici-
pants who have not yet engaged with the particular case (i.e.,
have not submitted the responses). Such differentiator might
be color coding or some other mechanism and/or indicia.

The facilitator GUI 100 also includes checkbox icon 107.
Upon the checkbox icon 107 being checked, the DPS
displays a response graph in bar chart format as reflected at
107" of FIG. 3. Such functionality provides highly diverse
data in a very effective and efficient manner, from a pro-
cessing perspective in particular.

The facilitator GUI also includes checkbox icon 108.
Upon the checkbox icon 108 being checked, the DPS
displays what is herein characterized as a response grid that
shows the responses by each participant. Such functionality
is illustrated in FIG. 3 at 108'. Such functionality serves to
provide a substantial amount of information in a highly
efficient and effective manner (from a processing perspec-
tive in particular), due to the processing of the DPS. As
shown, in this illustrative example, no participants deemed
that the decision criteria 120 was more important than the
decision criteria 119.

As shown in FIG. 3, content 109 may be provided to
further illustrate the nature of the data generated in the
facilitator GUI 100.

The GUI 100 further includes checkbox icon 110 (i.e., a
“lock” icon). When checkbox icon 110 is checked, the
“show” options (checkbox icons 103-108) stay selected (i.e.,
locked) when moving to the previous pairwise comparison
and/or remain the same when moving to the next pairwise
comparison. That is, in the latter embodiment, some check-
box icons may be checked and some checkbox icons may
not be checked—and the icon 110 allows such to remain
unchanged when moving to a previous or next pairwise
comparison, in accordance with one embodiment.

The GUI 100 also includes button 111, in accordance with
one embodiment. The button 111 may toggle between
selected and not selected. The status of such toggle may be
conveyed to the user by varied coloration and/or “grey-out”
of the button 111. The button 111, when selected, provides
functionality to stop the DPS from checking for new judg-
ments that have been entered, in accordance with one
embodiment. For example, this functionality might be uti-
lized when all scores or a desired number of scores have
been entered. Such may be desirable in conjunction with
discussions regarding a particular case.
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The GUI 100 also includes button 112 that reflects
whether the particular decision model is open or closed for
pairwise comparison (i.e., for the criteria prioritization of the
disclosure). Accordingly, such button 112 may provide func-
tionality to provide the ability to toggle the criteria priori-
tization state—between a first state in which pairwise pro-
cessing is not provided for the particular case vis-a-vis a
second state in which pairwise processing is provided for the
particular case.

The GUI 100 is also provided with button 113 denoted
“reset scores”. The button 113 provides functionality to clear
all pairwise comparison judgments from the particular
model (i.e., from the particular case). Further, the GUI 100
includes button 114. In accord with an embodiment, the
button 114 re-calculates the weighting factors of the various
criteria based on all the judgments received. Further, the
GUI 100 includes button 115. Button 115 is provided to
refresh the screen (of the GUI 100) if desired and/or nec-
essary. Further, the GUI 100 includes button 116. The button
116 provides functionality to return to the previous pairwise
comparison. In accord with one embodiment, the button 116
may also serve to automatically save data as viewed at a
particular point in time. Button 117 may provide function-
ality to advance to a next pairwise comparison. Button 117
may also invoke a save process if desired. Lastly, button 118
of the GUI 100 may be provided to save judgments, as
displayed on the GUI 100, at a particular point in time, as
may be desired.

FIG. 20 is a flowchart showing in further detail “DPS
performs facilitator interface processing for alternative scor-
ing processing” step 800 of FIG. 18, in accordance with at
least one embodiment of the disclosure. The processing of
step 800 may be constituted by a variety of processing as
shown in FIG. 20. Such processing of FIG. 20 need not be
performed in any particular linear manner and/or in any
particular order.

Step 810 of FIG. 20 shows the DPS may perform response
graph processing. Step 820 FIG. 20 shows the DPS may
perform response grid processing. Further details are
described below and otherwise herein.

Various other processing may be performed by the DPS.
In step 830, the DPS performs awaiting participants pro-
cessing. In step 840, the DPS performs mean score process-
ing. In step 850, the DPS performs group rating processing.
In step 860, the DPS performs participant list processing. In
step 870, the DPS performs “strategic alignment assessment
score and rating” processing. Various further details of such
processing are described below with further reference to the
GUI of FIG. 4, in accordance with at least one embodiment
of the disclosure.

In general, the GUI 200 of FIG. 4 provides various
alternative scoring processing functionality to a facilitator
user that is provided by the processing performed by the
DPS 10. Various aspects of functionality are described
above. Additional functionality is described below.

Processing performed by the DPS further includes pro-
viding group rating functionality. Such group rating func-
tionality may be invoked by a facilitator user checking the
checkbox icon 204 of FIG. 4. When checked, the checkbox
icon 204 displays a group rating 204', which may be
characterized as a group result expressed in verbal terms. In
this example, the “Build an Enterprise Disaster Recovery
(EDR) Capability” alternative scored “Medium-High” when
evaluated against the “Reduce operational and cyber secu-
rity risks” criterion.

The facilitator GUI 200 further includes checkbox icon
205. When this icon is checked, the DPS displays the
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arithmetic mean score in accord with a predetermined
regime such as: (Scoring: Does Not Contribute: 0; Low: 1;
Medium: 2; High: 3). In this example at graphic 208" 2
mediumsx(2)+5 highsx(3)=(193)/7=2.71. Such is displayed
and illustrated at 205" in FIG. 4.

The facilitator GUI 200 further includes checkbox icon
206. In accordance with one embodiment, when this icon is
checked, the system displays a color-coded list (or other
indicative indicia) of participants (206")—with color coding
indicating participants who have contributed their judg-
ments vis-a-vis participants who have not contributed their
judgments.

The facilitator GUI 200 further includes checkbox icon
207. When this icon is checked, the system displays the
response graph in bar chart format, as shown at 207" in FIG.

The facilitator GUI 200 further includes checkbox icon
208. When this icon is checked, displays the response grid
which shows the responses by each participant, as shown at
208 in FIG. 4.

The facilitator GUI 200 further includes checkbox icon
209, (i.e., characterized as an “alignment score”). When this
icon 209 is checked, the DPS displays the total weighted
score for the particular alternative—as indicated at 209' of
FIG. 4.

The GUI 200 may include a variety of content related to
the data that is presented on such GUI. Illustratively, the
GUI 200 may include content 210 that reflects that scoring
of the alternative “Build an Enterprise Disaster Recovery
(EDR) Capability” relates to the degree to which it contrib-
utes to the criterion “Reduce operational and cyber security
risks”.

Functionality may be provided whereby documents and/
or other media are associated with the GUI 200 and/or icons
disposed on the GUI 200. For example, an icon 211, here
illustratively in the form of a paperclip, when clicked, will
display an uploaded document associated with the particular
alternative.

The GUI further includes checkbox icon 212 (i.e. a
“lock” icon). When checkbox icon 212 is checked, the
“show” options (checkbox items 203-209) stay selected (i.e.,
locked) when moving to the previous or next criterion or
maintain some other status, in accordance with at least one
embodiment of the disclosure.

The GUI 200 provides further functionality, in accordance
with at least one embodiment of the disclosure. A button 213
may be provided to stop the system from checking for new
judgments that have been entered. Such may address a
possible problem of the GUI 200 “pulsing” as additional
participants contribute to the data associated with the case.
Such “pulsing” provides a technical solution to such pulsing
problem (and is also addressed by checkbox icon 110 in the
processing of the facilitator GUI 100 of FIG. 3). For
example, this functionality may be used when all scores or
sufficient number of scores have been entered and the team
is having a discussion, in accordance with at least one
embodiment of the disclosure.

The GUI 200 provides further functionality, in accordance
with at least one embodiment of the disclosure. The GUI 200
further includes button 214 that reflects whether the decision
model is open or closed for alternative scoring, and that can
be used to change the status of the “Alternative Scoring
State” by clicking it. The GUI 200 further includes button
215 that will clear all alternative scores from the model. The
GUI 200 further includes button 216 that will clear the
scores for the current alternatives from the model. The GUI
200 further includes button 217 that recalculates the alter-
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native scores based on all of the judgments received. The
GUI 200 further includes button 218 to refresh the screen,
should it become necessary.

The GUI 200 further includes button 219 to return to the
previous alternative, and that also performs a save, in
accordance with at least one embodiment of the disclosure.
The GUI 200 further includes button 220 to return to the
previous criterion for the current alternative, and that also
performs a save. The GUI 200 further includes button 221 to
go to a specific alternative by selecting from a pop-up list of
alternatives. The GUI 200 further includes button 222 to
advance to the next criterion for the current alternative, and
that also performs a save. The GUI 200 further includes
button 223 to advance to the next alternative, and that also
performs a save, in accordance with at least one embodiment
of the disclosure.

FIG. 23 is a diagram showing a user interface window
2300 related to alternative scoring processing, in accordance
with at least one embodiment of the disclosure. FIG. 24
shows a graphical user interface (GUI 2400") showing the
results of the alternative scoring processing, in accordance
with at least one embodiment of the disclosure.

Various details of group assessment processing are
described throughout this disclosure. The group assessment
processing of the disclosure may include, in particular, a
decision model. To perform the group assessment processing
of the disclosure, in accordance with at least one embodi-
ment of the disclosure, participant users in the group assess-
ment processing must be selected in some manner.

In accordance with at least one aspect of the disclosure, a
facilitator user may identify the participant users for a
particular decision model and/or for multiple decision mod-
els. A facilitator user may identify participant users by
selecting them if they are already in the particular system/
database being utilized, and/or by adding them to the sys-
tem/database by entering their name, contact information
such as email address and/or other information associated
with the particular participant. In other words, participant
users (i.e., decision participants) may be added manually—
so as to be associated with one or more decision models. In
such manner, a facilitator user associates each decision
participant with the specific decision model. However, the
systems and methods of the disclosure also provide for what
is herein characterized as “dynamic team formation.” For
example, dynamic team formation, may be utilized for
situations where a team (associated with the particular
decision model) is being formed dynamically and there is a
large number of participants, and insufficient time to add the
decision participants manually. In such a situation and other
similar situations dynamic team formation may be utilized.
In dynamic team formation, in accordance with at least one
embodiment, the decision participants are provided with a
suitable Uniform Resource Locator (URL) (e.g. https:/
go.dprol.com/) and a unique session code to access a
specific decision model. As described in detail below, the
participant users can then self-register and participate. Par-
ticipation can be done anonymously if so allowed by selec-
tion of the facilitator user. In particular, for example,
dynamic team formation allows a facilitator user to post an
invitation to a decision model on social media for open
participation, or to spontaneously facilitate a decision with
a large group decision (i.e., with a large number of partici-
pants).

FIG. 25 is a high-level flowchart showing aspects of
dynamic team formation, in accordance with at least one
embodiment of the disclosure. In particular, as reflected at
2200, the processing of FIG. 25 includes creation of a
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decision model and the selection of participants for group
assessment processing utilizing the decision model. In this
embodiment, processing is performed by the DPS.

The processing starts in step 2200 and passes to step 2201.
In step 2201, the DPS interfaces with a facilitator user to
create the decision model, as is described in detail above.
Then, in step 2202, the DPS interfaces with the facilitator
user to perform manual selection of participant users for the
particular decision model. The DPS may also display the
unique session code for the decision model. In accord with
one aspect of the disclosure, as characterized herein, a
“candidate participant” is used to designate a participant
who is in process to engage with a particular decision model
but has not yet been authorized, authenticated, or otherwise
cleared to access and participate in the particular decision
model.

Selection of participants may be performed manually as
described above. FIG. 26, on the other hand, relates in
particular to dynamic team formation of participants for a
decision model.

After step 2202 of FIG. 25, the process passes to step
2203. In step 2203, the facilitator user shares the URL and
the unique session code with the candidate participants. For
example, the URL and unique session code may be emailed,
displayed electronically at a conference or posted on social
media, for example. Then, in step 2204, the candidate
participant accesses the DPS in a web session utilizing the
predetermined URL.

In the web session, as reflected in step 2205, the candidate
participant enters the session code, which the candidate
participant previously received. Then, in step 2206, the DPS
further interfaces with the candidate participant to assess
credentials of the candidate participant. In particular, the
DPS assesses whether the candidate participant is allowed
access to the particular decision model. This assessment may
be performed based both on attributes of the particular
decision model as well as attributes of the particular candi-
date participant.

After step 2206, the process passes to step 2207. In step
2207, the DPS provides access, to the decision participant,
to the particular decision model. Further details of dynamic
team formation are described below.

As described above, FIG. 26 is a flowchart showing
further details of the DPS performs team formation process-
ing step 313 of FIG. 6, in accordance with at least one
embodiment of the disclosure. As shown, the process starts
in step 313 and passes to step 2400. In step 2400, the DPS
interfaces with the facilitator user to perform team formation
processing. Further details are described below with refer-
ence to FIG. 27. After the processing step 2400, the process
passes to step 315 FIG. 26.

In step 315 of FIG. 26, the DPS determines if the
facilitator user opted to perform dynamic team formation
processing, for at least some of the desired participants. That
is, the DPS provides the option for a facilitator user to
manually select some decision participants in conjunction
with selecting other participants using the dynamic team
formation capabilities of the system. It may be the case that
the facilitator user did not opt to perform dynamic team
formation for any participants. Accordingly, the process
passes from step 315 to step 316. In step 316, participant
users for the model are selected manually by the facilitator
user. The DPS then finalizes the team participants for the
particular decision model.

Then, the process passes to step 317. In step 317, the DPS
terminates team formation processing.
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On the other hand, in the processing of step 315, the DPS
may determine that the facilitator user did indeed opt to
perform dynamic team formation for at least some of the
participants in the particular decision model. Accordingly,
the processing passes to step 2600. In step 2600, the DPS
interfaces with candidate participants to perform dynamic
team formation processing. Further details are described
below with reference to FIG. 29.

After the processing of step 2600, the processing per-
formed by the DPS passes to step 317. As described above,
in step 317, the system terminates the information process-
ing.

FIG. 27 is a flowchart showing in further detail the DPS
interfaces with the facilitator user to perform team formation
processing step 2400 of FIG. 26, in accordance with at least
one embodiment of the disclosure. As shown, process starts
in step 2400 and passes to step 2410.

In step 2410, the DPS interfaces with the facilitator user
to determine whether the facilitator user opts to “manually”
select any participants for the particular decision model. If
yes, the process passes to step 2420. In step 2420, the DPS
interfaces with the facilitator to manually select at least
some participants for the model. Then, the process passes to
step 2430.

On the other hand, it may be the case that the facilitator
user (in step 2410) determines that the facilitator did not opt
to manually select any participants for the model. Accord-
ingly, the process passes directly from step 2410 to step
2430. It is appreciated that the linearity illustratively
described with reference to FIG. 27, as well as with other
processing described herein, is not a requisite. That is, as
may be desired, the particular order of processing may be
adjusted and/or varied.

In step 2430, the DPS interfaces with the facilitator user
to determine whether the facilitator user opts to dynamically
select participants for the model. If no, then the processing
passes to step 2450. Step 2450 reflects that selection of
decision model participants may indeed be performed in
some automated manner based on attributes of the particular
decision model and/or attributes of particular participants.
Accordingly, selection of participants might be performed
without manual selection or dynamic team formation pro-
cessing. After step 2450, the process passes to step 2460.

On the other hand, in step 2430, the DPS determines that
the facilitator user did indeed opt to dynamically select
participants for the particular decision model. As a result,
processing passes to step 2440. In step 2440, the DPS
interfaces with the facilitator user to perform dynamic team
formation processing. Further details are described below
with reference to FIG. 28. After the process of step 2440, the
process passes to step 2460.

In step 2460, the processing returns to FIG. 26—and
specifically passes to step 317 of FIG. 26 which reflects that
the decision participants for the particular decision model
have been determined and/or that processing as been initi-
ated so as to determine such decision participants.

FIG. 28 is a flowchart showing in further detail the DPS
interfaces with the facilitator user to perform dynamic team
formation processing step 2240 of FIG. 27, in accordance
with at least one embodiment of the disclosure.

As shown, the process starts in step 2440 and passes to
step 2441. In step 2441, the DPS interfaces with the facili-
tator user to select the composition of the team for dynamic
team formation. Composition of a team of participants for a
particular decision model might be based on an association
with a particular group or organization, for example. On the
other hand, or in addition to, composition of a team of
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participants might be based on certain requisite attributes of
persons and/or constrained in a desired manner. Certain
requisite attributes might include: age, sex, organization,
role, and geographic location, for example. Accordingly, the
processing may include tagging or associating a person or a
group of persons to a particular decision model based on
attributes of those persons. Additionally, such attributes
might leverage particular available data reflecting associa-
tion of a person to a particular group and/or a particular
permutation of available data reflecting association of a
particular person. Such processing may provide the further
technical benefit that available data is effectively leveraged,
as opposed to requiring further data to be retrieved and/or
input, i.e. thus requiring the transmission and/or input of less
data in order to perform processing to attain a desired result
and/or provide novel functionality, in accordance with at
least one further embodiment of the disclosure.

On the other hand, a particular decision model might
simply be open to the public.

After step 2441 of FIG. 28, the process passes to step
2442. In step 2442, the DPS interfaces with the facilitator
user to select a time duration for the dynamic team forma-
tion. In other words, step 2442 reflects that a time constraint
may be imposed to engage with a particular decision model.
One or more time-constraints might be imposed for an
invited participant to initially engage with a particular
decision model and/or for an invited participant to complete
a particular decision model, for example.

Then, in step 2443 of F1G. 28, the DPS interfaces with the
facilitator user to select an invitation channel for the par-
ticular decision model. Such invitation channel relates to the
particular mode of communication on which the initial
invitation is transmitted to invite a candidate participant to
participate in a particular decision model. In accordance
with one embodiment, such invitation channel might be via
email or may be via web browser from a smartphone, tablet,
laptop, desktop computer, or other device, for example.
However, other electronic communication channels may be
utilized. For example, the invitation channel might be via
telephonic transmission, pop-up such as via a smart phone,
text messaging, social media (e.g., LinkedIn, Facebook, and
Twitter) and/or some other form of electronic communica-
tion. Then, after step 2443, the process passes to step 2444.

In step 2444, the DPS interfaces with the facilitator user
to select a communication channel for engagement by
participants in the decision model. In this processing of step
2444, a facilitator user is provided the ability to control the
one or more communication channels through which par-
ticipants engage with a decision model. One communication
channel that might be utilized is via URL so that the
participant may engage the DPS via a web browser session
over the Internet or other network. For example, an internal
network and/or closed network may be an internal intranet,
such as a government classified intranet or other intranet.
Various attributes of such engagement might be controllable
by the facilitator, such control being provided by the DPS.
For example, the communication channel afforded to engage
with a particular decision model might be limited to a
particular internal network and/or closed network. For
example, the particular network used may be behind a
firewall such that the particular decision model would not be
accessible to external candidate participants. After step 2444
of FIG. 28, the process passes to step 2445.

In step 2445, the DPS interfaces with the facilitator user
to identify and/or generate credentials for the dynamic team
formation. For example, the processing of step 2445 may
include the generation of a session code. The DPS may then

20

25

30

40

45

30

require the session code for engagement with the particular
decision model. However other credentials and/or alterna-
tive credentials may be utilized and/or required. After step
2445, the process passes to step 2446. In step 2446, pro-
cessing returns to FIG. 27.

FIG. 29 is a flowchart showing in further detail the DPS
interfaces with participants to perform dynamic team for-
mation processing step 2600 of FIG. 26, in accordance with
at least one embodiment of the disclosure. As shown, the
process starts in step 2600 and passes to step 2610. In step
2610, the DPS outputs a communication, such as an email
message, to invited participants to alert each participant of
his or her invitation to the decision model. The communi-
cation may include credentials, such as a unique login link
for the particular participant user. In accordance with at least
one embodiment of the disclosure, email session codes may
be used when the public is invited and/or when forming a
team dynamically (i.e., when the system does not know who
the actual participants are or their email addresses. The
system may send a unique login link by email to team
members that have been selected manually. By using a
unique login link, the system may then know who that
participant user is—when the particular participant user
engages with the DPS.

Then, in FIG. 29, in step 2620, the DPS opens the
communication channel to communicate with the invited
participants. For example, such opening of a communication
channel might include the activation of a particular URL or
web channel to the DPS for the particular decision model—
so as to allow a participant to engage with a particular
decision model, assuming that any predetermined con-
straints are satisfied—such as the input of requisite creden-
tials. As reflected in FIG. 29 at 2201', step 2610 and step
2620 reflects initial engagement with invited participants to
engage in a particular decision model.

After the processing of step 2620, the process passes to
step 2630. In step 2630, the DPS waits for engagement from
an invited participant via the activated specified URL or
other web link.

Then, step 2631 of FIG. 29 reflects the DPS receives a
web session interchange from a user device of the candidate
participant. That is, a candidate participant, via a user device
of the candidate participant, establishes a web session with
the DPS.

Then, in step 2700, the DPS engages with the candidate
participant to enroll (or otherwise grant access to) the
candidate participant in the particular decision model. Fur-
ther details are described below with reference to FIG. 30.
Then, process passes to step 2650. In step 2650, the pro-
cessing returns to FIG. 26.

FIG. 30 shows further details of the DPS engages with the
candidate participant to enroll (or grant access to) the
participant in the decision model step 2700 of FIG. 29, in
accordance with at least one embodiment of the disclosure.
As shown, the process starts in step 2700 and passes to step
2710.

In step 2710, the DPS (in a web session illustratively)
generates a Participant User GUI prompting the candidate
participant to input a session code. An illustrative Participant
User GUI 3300 is shown in FIG. 33. Then, the process
passes to step 2720. In step 2720, the DPS, in the web
session, inputs the session code via the Participant User GUI
display. An illustrative Participant User GUI display 3400 is
shown in FIG. 34. Then, the process passes to step 2730.

In step 2730, the DPS, in the web session, generates a
Participant User GUI prompting the candidate participant to
input the candidate participant email address. Such Partici-
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pant User GUI display is shown in FIG. 35 as Participant
User GUI display 3500. Then, the process passes to step
2740. In step 2740, the DPS, in the web session, inputs an
email address from the candidate participant. FIG. 35 also
shows an illustrative Participant User GUI display 3510. As
reflected at 2740' in FIG. 30, the participant’s email address
or some other primary credential provides a unique identity
to the particular candidate participant.

After step 2740, the process passes to step 2750. In step
2750, the DPS determines if the email address that was
entered by the candidate participant (or whether another type
of primary credential that is being utilized) is properly
formatted and/or confirms to any requisite protocols. If no,
then in step 2751, the DPS prompts the candidate participant
to reenter the email information of the candidate participant
and/or to reenter some other primary credential or credential.
Processing then returns to step 2730 and continues as
described above.

On the other hand, if yes in step 2750, the processing
passes to step 2800. In step 2800, the DPS processes the
input session code and the input email address. Further
details are described below with reference to FIG. 31.

Then, the process passes to step 2870. In step 2870, the
processing returns to FIG. 29.

FIG. 31 is a flowchart showing in further detail the DPS
processes the input session code and the input email address
step 2800 of FIG. 30, in accordance with at least one
embodiment of the disclosure.

As shown, the process starts in step 2800 and passes to
step 2810. In step 2810, the DPS compares the candidate
participant email address, which was input from the candi-
date participant, against verified email addresses of verified
users of the system. Such verified email addresses may be
disposed in suitable database records in the DPS. Then, the
process passes to step 2820.

In step 2820, the DPS determines if there is a match
between the input candidate participant email address vis-
a-vis any of the verified emails (of verified users). If yes,
then the process passes to step 2830. In step 2830, the DPS
associates the candidate participant with the matched user
record for that candidate participant. Then, in step 2840, the
DPS determines if the input session code (provided by the
candidate participant) matches with a system session code
associated with the matched user record. In other words,
does the user record of the particular candidate participant
include attributes, such as the session code, that associates
that particular user with the particular decision model to
which access is sought (by the particular candidate partici-
pant). If yes, as reflected at 2801, such reflects that the
candidate participant is a known user of the system and that
the candidate participant is associated with the particular
decision model for which access is requested. Accordingly,
the process passes from step 2840 to step 2890A.

In step 2890A, the DPS grants access to the decision
model or decision models that are associated with the
particular system session code and/or the user based on the
above processing. An illustrative Participant User GUI dis-
play 3700 is shown in FIG. 37. Relatedly, as reflected at
2890A', the DPS generates a “Manage Team” screen that is
illustratively shown in the Participant User GUI 3800 of
FIG. 38. The “Manage Team” screen provides a portal
through which the facilitator can view the list of participants,
as well as various other data associated with the particular
decision model. Illustratively, the Participant User GUI 3800
shows a person “John Doe” who self-registered for the
particular decision model, and who is reflected in the name
list.
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In accordance with at least one embodiment of the dis-
closure and this example, each model may be provided with
two unique session codes, one for Group Mode: M281 and
one for Individual Model, M282 (in this case as shown in
FIG. 38). The system may then be configured to selectively
share one or both codes with candidate participants—and
such sharing may depend on the attributes of the particular
candidate participant.

Those that self-register with the individual code session
code are set up in “Individual” mode for pairwise compari-
sons (see the Criteria Prioritization Mode column 3810 in
FIG. 38) and “Individual” mode for alternative scoring (see
the Alternative Scoring Mode column 3820 in FIG. 38). For
example, when in individual mode, participant users can
proceed at their own pace.

In accordance with at least one embodiment of the dis-
closure, those that self-register with the group code session
code are set up in “Group” mode for pairwise comparisons
(see the Pairwise Comparison Mode column 3810 of FIG.
38) and “Group” mode for alternative scoring (see the
Alternative Scoring Mode column 3820 of FIG. 38). In such
processing, for example, the participants move through the
process at the pace of the facilitator who controls which
pairwise comparison or alternative is being processed.

In accordance with at least one embodiment of the dis-
closure, all users who enter a session code and self-register
using dynamic team formation have a voting weight of 1.0
or other baseline weight. However, the system may be
configured to adjust voting weight, for example, in con-
trolled sessions where it is known who is participating in
advance and so as to ensure balanced representation from
various organizations and/or various persons, for example,
as may be desired.

It is appreciated that additional session codes may be
provided for a particular model. Each of such additional
session codes may be associated with particular attributes,
manners or particulars of processing. Accordingly, process-
ing of the same model by may be administered in different
manners using different session codes, in accordance with at
least one embodiment of the disclosure.

The Participant User GUI 3800 of FIG. 38, which is
presented to the facilitator user, also includes the function-
ality to add a further team member. Such functionality
allows the facilitator to add team members during the course
of implementing a decision model, in accordance with at
least one embodiment of the disclosure. It is appreciated that
the addition of participants, as well as the deletion of
participants, may be subject to constraints and/or limitations
as may be desired.

The GUI of FIG. 38 includes “action” 3831 and “select”
3832 drop-down menus associated with the “add team
member”. In accordance with at least one embodiment of the
disclosure, the “Select” selection menu has a list of users in
the system, that have previously added by the facilitator
user. When manually adding participant users to the team,
they may be selected in the menu and added to the team
when the “Add” button is clicked.

In accordance with at least one embodiment of the dis-
closure, the “Add Team Member” button 3840 opens a menu
to manually add a new user to the system and team. This
may require, in some embodiments, adding a first name, last
name, email address, role (participant), criteria prioritization
mode, alternative scoring mode, and voting weight, for
example.

In accordance with at least one embodiment of the dis-
closure, the facilitator user can import a list of team mem-
bers (button 3850 of FIG. 38) using a template and/or
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existing database data—to avoid manual data entry. For
example, the template may be made available for download
when the button is clicked. This may ensure that the template
is properly and uniformly formatted. Such processing con-
serves computer processing, that is required, and/or requires
less transfer of data to provide the novel functionality of the
invention. With further reference to FIG. 31, it may be
determined in step 2840 that the input session code provided
by the candidate participant did not match with a system
session code associated with the particular user’s record (in
the system database). Accordingly, the process passes from
step 2840 to step 2860. As reflected at 2802, such processing
reflects that the candidate participant is a known user of the
system, but is not associated with that particular decision
model requested.

In step 2860, the DPS retrieves decision model data for
the identified decision model, which is associated with the
input session code. In other words, while the data record of
the particular candidate participant may not reflect associa-
tion with a given decision model, the data associated with
the decision model itself may indeed dictate, by system
processing, that the particular candidate participant should
or may be provided access to the particular decision model.

Accordingly, in step 2870, the DPS performs processing
to determine if the candidate participant user is allowed
access to the identified decision model. Such processing of
step 2870 is based on attributes of the identified decision
model, attributes of the particular candidate participant,
and/or other data. Further details of the processing of step
2870 are described below with reference to FIG. 32.

Based on such processing in step 2870, in step 2880, the
system identifies if the candidate participant is allowed
access to the decision model. If yes, then the process passes
to step 2890A—and processing continues as described
above. On the other hand, if no in step 2880, then the process
passes to step 2890N. In step 2890N, the DPS outputs a
communication to the candidate participant regarding non-
access to the particular decision model requested by the
candidate participant. In other words, the system may gen-
erate and output a suitable communication to the candidate
participant indicating such non-access and that the user
should contact the administrator and/or check the informa-
tion utilized in the attempt to access the decision model, for
example.

With further reference to step 2820 of FIG. 31, the DPS
may determine that there is not a match between the input
candidate participant email vis-a-vis verified emails of veri-
fied users. As a result, processing passes from step 2820 on
to step 2850. Accordingly, such processing (as reflected at
2803) reflects that the candidate participant is not a known
user of the system and is not associated with the particular
decision model requested.

In step 2850 of FIG. 31, the DPS interfaces with the
candidate participant, who is not recognized by the DPS, to
input new candidate participant information. For example,
such new candidate information might include name infor-
mation, as well as a variety of other information. Such
processing to input such data is reflected in FIG. 36 that
includes an illustrative Participant User GUI display 3600
and illustrative Participant User GUI display 3610.

After the processing in step 2850, in step 2851, the DPS
creates a new user account based on the candidate partici-
pant’s submitted email address and any further candidate
participant information that was input by the system. Then,
the process passes to step 2860. In step 2860, the processing
advances as described above—to determine if the new user
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is provided access to the decision model, in accordance with
at least one embodiment of the disclosure.

FIG. 32 is a flowchart showing in further detail the DPS
performs processing to determine if the candidate participant
is allowed access to the identified decision model, in accor-
dance with at least one embodiment of the disclosure. Such
processing may be based on attributes of the identified
decision model, attributes of the candidate participant, as
well as other information as may be desired.

The processing starts in step 2870 and passes to step 2871.
In step 2871, the DPS determines if the particular decision
model is indeed open to the public. If yes, the process passes
to step 2876. In step 2876, the particular candidate partici-
pant is tagged as “yes” for subsequent processing in step
2880. That is, the particular candidate participant is indeed
provided access to participate in the particular decision
model.

If no in step 2871, then the process passes to step 2872.
In step 2872, a determination is made by the DPS of whether
the particular decision model is open to a particular group of
people and is the candidate participant a member of that
group of people. For example, the group of people might be
an organization or a sub-group of people within an organi-
zation.

Ifyes in step 2872, the process passes to step 2876. In step
2876, the participant candidate is provided access as
described above.

If no in step 2872, then the process passes to step 2873.
In step 2873, a determination is made of whether access to
the particular decision model is contingent on satisfaction of
specific attributes and do attributes of the candidate partici-
pant satisfy those required attributes.

Ifyes in step 2873, the process passes to step 2876. In step
2876, the participant candidate is provided access as
described above.

If no in step 2873, then further processing is performed to
determine if the candidate participant is otherwise allowed
access to the requested decision model. Specifically, the
process passes to step 2874. In step 2874, the DPS deter-
mines, for example, whether access to the particular decision
model is contingent on association with persons already part
of the decision model and is a candidate participant indeed
associated with such persons. Accordingly, such processing
assesses a relationship between one or more persons and the
requested decision model, as well as processes a relationship
between the participant candidate vis-a-vis the one or more
persons.

Ifyes in step 2874, the process passes to step 2876. In step
2876, the participant candidate is provided access as
described above.

If no in step 2874, then the process passes to step 2875.
In step 2875, the candidate participant is tagged as not
having access to the particular decision model. In other
words, such tagging is subsequently utilized in step 2880.
After either of step 2875 or step 2876, the process passes to
step 2877.

In step 2877, the processing returns to FIG. 31. In
particular, the processing passes to step 2880 FIG. 31—and
continues as described above.

In accordance with at least one embodiment of the dis-
closure, the processing may include a decisioning process of
whether a candidate participant is or is not provided access
to a decision model. For example, key attributes of a
particular candidate participant vis-a-vis a particular deci-
sion model may be used to determine access and/or allowed
manipulation of a decision model. In some embodiments, an
email address, i.e. email attribute, may be used to grant and
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control access. As otherwise noted herein, other attributes
that may be used (to control access and allowed action of a
participant user) may include sex, age, organization, role,
and/or geographic location, for example.

It should be appreciated that the decisioning shown in
FIG. 32 is for purposes of illustration. Other processing
and/or decisioning and be utilized to determine whether a
particular candidate participant is provided access to—or is
not provided access to—a particular decision model. Fur-
ther, the disclosure is not limited to the particular linearity
and/or order of processing depicted in FIG. 32.

FIG. 39 is a diagram showing aspects of assessment
architecture processing 3900, in accordance with at least one
embodiment of the disclosure. As shown, the assessment
architecture 3900 may be associated with or include pair-
wise comparison processing 3911. For example, such pair-
wise comparison processing is illustrated in FIG. 3 and
otherwise described in detail herein. As shown, the assess-
ment architecture 3900 may be associated with or include
alternative scoring processing 3912. For example, such
alternative scoring processing 3912 is illustrated in FIG. 4
and otherwise described in detail herein. Additionally, as
shown in FIG. 39, assessment architecture processing 3900
may also include or be associated with dynamic team
processing 30 921. Additionally, assessment architecture
processing 3900 may also include or be associated with
multi-tier data transfer processing 3922.

It is appreciated that the systems and methods of the
invention may include any combination of the processing
illustrated in FIG. 39, as well as other processing described
herein. Also, it is appreciated that the systems and methods
of the invention may include any combination of portions of
the processing illustrated in FIG. 39 and otherwise herein.
Accordingly, for example, alternative scoring processing
3912 may be used in conjunction with dynamic team pro-
cessing 3921 and/or in conjunction with multi-tier data
transfer processing 3922.

The processing as described herein throughout, and
reflected at a high level in FIG. 39, provides functionality
that is lacking in known systems. Additionally, due to the
efficient and effective synthesis and presentation of data
described herein, the systems and methods of the invention
provide desired functionality while conserving limited
resources of available computer processing. For example,
the GUIs of FIGS. 3 and 4 provide substantial data in an
organized and digestible manner. As a result, for example,
the innovative GUIs of FIGS. 3 and 4, for example, conserve
computer processing requirements since a user need not
switch or toggle back and forth (between different GUIs) so
as to access the data—including volume of data—as pre-
sented on the GUIs of either FIG. 3 or FIG. 4.

In accordance with further aspects, this disclosure pro-
vides “multi-tier data transfer” (MDT) processing, as char-
acterized herein. In such processing, a decision model may
be selected to be the parent of another model (i.e., a child
model). As a result of such association, the decision models
become linked or associated with each other.

FIG. 40 is a diagram showing such processing and fea-
tures of the disclosure with regard to “multi-tier data trans-
fer” (MDT) processing. The diagram of FIG. 40 includes a
parent decision model 4010. The diagram of FIG. 40 also
includes a plurality of child decision models 4021, 4022.
Each child model 4021, 4022 is linked to the parent decision
model 4010.

In MDT processing of the disclosure, after an alternative
is scored in a child model, and a decision is made to approve
the alternative in the child model, the particular alternative
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is promoted to the parent model, in accord with an embodi-
ment of the disclosure. Further, the alternative, which was
promoted, may be automatically added to the list of alter-
natives in the parent model.

Relatedly, when a promoted alternative is scored in the
parent model (typically against a different set of criteria with
a different set of decision participants), the resulting decision
to approve or reject the promoted alternative is recorded in
the parent model. This decision, obtained through the pro-
cessing in the parent model, is then sent back to the
child/promoting model, in accordance with at least one
embodiment of the disclosure. Such MDT processing pro-
vides for multi-tier group decision-making that is efficient
and seamless. It is appreciated that any number of models
may be linked together. Various further features are
described below. The disclosure provides effective and effi-
cient processing in the manner that multi-tier data transfer is
performed in that, as described in detail below, changes in a
1°* model need not be manually extrapolated to a 2"¢ model
through a burdensome and processor intensive series of
steps. Rather, in accordance with embodiments of the dis-
closure related to multi-tier data transfer processing,
changes in a child model are automatically passed on to a
parent model, as well as changes in a parent model are
automatically passed on to a child model, for example. Such
processing conserves computer processing, that is required,
and/or requires less transfer of data to provide the novel
functionality of the invention. FIG. 41 is a flowchart show-
ing details of multi-tier data transfer (MDT) processing
performed by the DPS, in accordance with at least one
embodiment of the disclosure. The processing starts in step
313, as shown in FIG. 41, and passes to step 5000. In step
5000, the system waits for invocation of requested MDT
processing. As shown, various processing may be invoked or
called upon in the processing of step 5000.

In accordance with at least one embodiment of the dis-
closure, in step 5001 of FIG. 41, the system interfaces with
the facilitator user to determine if the facilitator user wants
to “associate” models. If an input of “yes” is received in step
5001, the processing passes to step 5100. In step 5100, the
system performs model association processing for the par-
ticular model selected by the facilitator user. More specifi-
cally—a “selector” model is associated with a “selected”
model. In other words, a “selector” model is a model to
which another model (the “selected” model is associated).
The “selector” model may be either a parent model or a child
model. The “selected” model may be either a parent model
or a child model. Further details of such processing are
described below with reference to FIG. 42.

As also shown in FIG. 41, further processing that may be
invoked includes the processing of step 5200. In step 5200,
the system performs MDT processing of associated models.
In particular, such processing relates to (1) various process-
ing and related exchange of data for a child model associated
with a parent model and relatedly, (2) various processing and
related exchange of data for a parent model associated with
a child model. Further details of the processing of step 5500
are described below with reference to FIG. 44.

Yet further processing that may be invoked includes the
processing of step 5500. In step 5500, the system performs
model attributes processing for one or more selected models.
In such processing, various details of selected models may
be provided, as well as details regarding association(s)
between such models. Further details of such processing are
described below with reference to FIG. 50.

As described above, FIG. 42 is a flowchart showing in
further detail the system “performs model association pro-
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cessing” for what is herein characterized as a “selector”
model step 5100 of FIG. 41, in accordance with at least one
embodiment of the disclosure. The processing of FIG. 42
starts in step 5100 and passes to step 5110. In step 5110, the
DPS displays a list of models that are associated with the
facilitator user. Then, in step 5120, the system inputs a
selection from the facilitator user of a “selector” model. As
used herein, the “selector” model is a model to which a
“selected” model will be associated. Then, the processing
passes to step 5130.

In step 5130, based on the selector model selected (by the
facilitator user through interface with the system), the sys-
tem generates and displays a list of possible “selected”
models. That is, the list of possible selected models may
include models that the facilitator user may associate with
the selector model. As shown in FIG. 42 at 5130', the
“selector” model may be a parent model or a child model.
Also, the “selected” model may be parent model or a child
model.

However, it is appreciated that in accordance with some
embodiments of the disclosure, a “selector” model can only
be a child model, where the parent model is selected. In
some embodiments, each model can have only one parent. In
embodiments in which a selector model is a parent model,
i.e. where the child model is selected, processing may be
provided to ensure that the child model doesn’t already have
a parent model. In accordance with some embodiments of
the disclosure, a parent model may select multiple child
models.

After the processing of step 5130 as shown in FIG. 42, the
process passes to step 5140. In step 5140, the system inputs
a selection, from the facilitator user, of the selected model.
Then, in step 5150, the system performs processing to
establish parameters for association between the “selector”
model and the associated “selected” model. Further details
are described below with reference to FIG. 43. After the
processing of step 5150, the process passes to step 5160.

In step 5160, the process returns to FIG. 41. Specifically,
the processing passes back to step 5000 of FIG. 41. Pro-
cessing then continues as described above.

FIG. 43 is a flowchart showing in further detail the DPS
performs processing to establish parameters for association
of a selector model with an associated selected model step
5050 of FIG. 42, in accordance with at least one embodiment
of the disclosure. The processing starts in step 5050 and
passes to step 5060.

In step 5060, the DPS interfaces with the facilitator user
to present options, to the facilitator user, and to input
selections of those options, from the facilitator user. In other
words, upon a child model being associated with a parent
model and/or a parent model being associated with a child
model, various parameters may be utilized to control the
association. Accordingly, as reflected in FIG. 43 at 5060,
various options may be presented to a facilitator user in
conjunction with parameters that relate to the particular
option. Additionally, each option may be either enabled or
not enabled. Whether or not each option is enabled or not
enabled may be hard-coded into the system such that a
particular facilitator user is dictated whether she or he is
provided the option. Whether an option is enabled or dis-
abled may vary between facilitator users based on attributes
associated with each respective facilitator user. On the other
hand, whether or not an option is enabled may be selectable
by a facilitator user. This too may depend on particular
attributes of the facilitator user. It is appreciated that some
facilitator users may be able to select options, while other
facilitator users are not able or restricted in selecting options.
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One option presented to the facilitator user, as shown in
FIG. 43, may include the option to promote an alternative to
an associated parent upon the alternative being approved in
the child model. The parameters related to such option may
include a yes/no toggle. The option may be enabled or not
enabled. In this example, if such option is enabled, then the
facilitator user may be presented with a selection box by
which the facilitator user may choose yes or no.

As shown in FIG. 43, in accordance with at least one
embodiment of the disclosure, a further option is to promote
a particular alternative (to an associated parent) upon the
alternative attaining a prescribed score. A parameter related
to such option is the particular score upon which the
alternative is promoted to the parent model. If the option is
enabled, then the facilitator user may be presented with a
dialog box to input the particular score upon which the
alternative will be promoted to the parent model. In general,
the DSP may interface with the facilitator user to input
various operating parameters including thresholds, time
criteria and/or time windows, for example.

As shown in FIG. 43, a further option is to remove a
particular alternative from an associated parent upon the
alternative falling below a prescribed score. A parameter
related to such option is the particular score upon which the
alternative is removed from the parent model. If the option
is enabled, then the facilitator user may be presented with a
dialog box to input the particular score upon which the
alternative will be removed from the parent model.

As reflected in FIG. 43, processing of options selected by
the facilitator user is performed in the processing of FIG. 46
and FIG. 47, for example. Various other options to control
processing of an association (between parent and child) may
be utilized as well as parameters associated with such
additional options. For example, such additional options
may relate to time criteria and/or time windows, for
example. For example, a particular alternative might be
removed from a parent after a specified time has passed. The
parameter associated with such option would be the speci-
fied time.

As shown in FIG. 43, after options are presented and
selected by the facilitator user in step 5060, the processing
passes to step 5070. In step 5070, the process returns to FI1G.
41. Specifically, the process passes to step 5160 FIG. 41.

FIG. 44 is a flowchart showing in further detail the system
performs “MDT processing of associated models™ step 5200
of FIG. 41, in accordance with at least one embodiment of
the disclosure. As shown in FIG. 44, the processing may
invoke step 5300 and/or step 5400. Such step 5300 and/or
step 5400 may be invoked in parallel or in serial, as well as
invoked in multiple instances of one or the other of such
steps 5300 and 5400.

In step 5300, the system performs MDT processing of a
child model. Further details are described below with ref-
erence to FIG. 45. On the other hand, in step 5400, the
system performs MDT processing of a parent model. Further
details are described below with reference to FIG. 48. FIG.
45 is a flowchart showing further details of the system
performs “MDT processing of a child model” step 5300 of
FIG. 44, in accordance with at least one embodiment of the
disclosure. As shown, the processing starts in step 5300 and
passes to step 5310. As reflected at 5300, parallel processing
and/or multiple instances of step 5300 may be performed for
multiple child models.

In step 5310, the DPS monitors a child model for changes
in the child model. Such changes of the child model, may
include changes in data record(s) associated with the par-
ticular model, changes in the particular model, and/or
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changes associated with the particular model, for example.
Relatedly, step 5311 reflects that the system performs deci-
sioning to determine if a change of the child model is
observed by the system. Upon the decisioning in step 5311
determining “yes” (i.e., there is an observed change of the
child model), the processing passes to step 5318.

In step 5318, the system determines if the status of an
alternative, in the child model, has changed. For example,
the change in the child model might be an alternative that
has been promoted. If the decision of step 5318 is deter-
mined to be “yes”, then the processing passes to step 5319.
In step 5319, the DPS saves the observed change as
observed change data. Such information may be saved in an
appropriate data record. The processing then passes to step
5320.

In step 5320, the DPS performs a mapping process to map
the observed change data (regarding the particular change in
the alternative of the child model) to one or more associated
action items. Further details are described below with ref-
erence to FIG. 46. Then, the process passes to step 5326.

In step 5326, the action item that was identified in step
5320 is performed. In other words, the action item that was
identified based on the mapping processing of step 5320 is
performed. For example, in response to an alternative being
promoted in the child model, a corresponding action item
might be that the particular alternative is added to one or
more parent models (that is/are associated with the child).

After the processing of step 5326, the process returns to
step 5310. In step 5310, the DPS continues to monitor the
child model for additional changes in the child model, as
described above.

With further reference to step 5318 of FIG. 45, on the
other hand, the decision of step 5318 may be that the status
of an alternative, in the child model, has not changed (i.e.,
the determination is “no” in step 5318). As result, the
processing passes to step 5328. In step 5328, the DPS
determines if a “general” status of the child model has
changed. In other words, the processing of step 5328 relates
to the processing or disposition of the child model overall
and not particularly to an alternative in the child model. For
example, a “general” change in disposition of the overall
child model might be that the child model has been termi-
nated. If the decision of step 5328 is yes (the status of the
child model has changed) the processing passes to step 5329.
In step 5329, the DPS saves the observed change as
observed change data in a suitable data record. The process-
ing then passes to step 5330.

In step 5330, the system performs a mapping process to
map the observed change data (regarding the particular child
model) to one or more associated action items. Further
details are described below with reference to FIG. 47. After
the processing of step 5330, the process passes to step 5336.
In step 5336, the action item, as determined in step 5330, is
performed. Thereafter, the processing passes back to step
5310. Monitoring is then performed in the manner as
described above.

With further reference to step 5328 of FIG. 45, on the
other hand, the decision of step 5328 may be that the status
of the child model has not changed (i.e., the determination
is “no” in step 5328). As a result, the process then passes to
step 5339 of FIG. 45.

In step 5339, the system determines if the observed
change in the child model is otherwise actionable. In other
words, the processing of step 5339 reflects the possibility
that changes might be observed in the child model, or
associated with the child model, that may not fit into the
processing of steps 5318, 5320 or steps 5328, 5330. Illus-
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tratively, a change in the interrelationship between two
associated child models might be captured in the processing
of step 5339 and, in the case of a yes determination in step
5339—the resulting processing of step 5340. Accordingly, in
step 5340, the DPS performs the prescribed action based on
the observed change, i.e. based on a mapping of the par-
ticular observed change to an action item.

On the other hand, if “no” in step 5339, processing passes
to step 5350, and the DPS saves the determination, that the
observed change is not actionable, in a suitable data record.
After the processing of step 5350, the process returns to step
5310.

FIG. 46 is a flowchart showing in further detail the system
performs mapping process to map observed change data
(regarding an alternative in a child model) to an associated
action item—step 5320 of FIG. 45, in accordance with at
least one embodiment of the disclosure. In other words, the
processing of FIG. 46 relates to identifying a change in an
alternative (of a child model) and associating such observed
change with an action item to be performed.

The processing of FIG. 46 starts in step 5320 and passes
to step 5321. In step 5321, the system retrieves observed
change data from a suitable data record, as was saved in step
5319 of FIG. 54.

Then, in step 5322, the system retrieves mapping data
from a mapping data record. Then, the process passes to step
5323.

In step 5323, based on the observed change in the
particular alternative, the DPS maps the observed change to
an enabled action item or items. Table 5323' includes various
data associated with such mapping in accordance with an
embodiment. Specifically, table 5323' includes the data
relating to the observed change, one or more constraints
associated with the observed change, whether or not the
action is enabled, and the associated action item. Accord-
ingly, in one embodiment, if a specified change is observed
and that change satisfies predetermined constraints or crite-
ria—then the observed change will be mapped to an action
item, assuming the action item is enabled.

In particular, it is appreciated that a particular change in
an alternative that may be observed is a “promotion” of an
alternative. Relatedly, in accordance with embodiments of
the disclosure, promotions of alternatives in a child model
may be done automatically based setting predetermined
thresholds and/or the observation of predetermined events.
The promotion of alternatives in a model may or may not
have manual components, i.e. such as certain “gates” at
which processing performed by the system engages with an
administrator user—prior to proceeding on to further pro-
cessing.

After the processing of step 5323, the process passes to
step 5324, as shown in FIG. 46. In step 5324, the system
resolves any conflict between conflicting action items. Such
resolution of conflict(s) might be based on priority of
observed change and/or priority of each action item. Then,
the process passes to step 5325. In step 5325, the process
returns to FIG. 45. Specifically, the process passes to step
5320 of FIG. 45.

FIG. 47 is a flowchart showing in further detail the system
performs a mapping process to map observed change data
(regarding a change in a child model) to an associated action
item—step 5330 of FIG. 45, in accordance with at least one
embodiment of the disclosure. In other words, the process-
ing of FIG. 46 relates to identifying a “general” change in a
child model and associating such observed “general” change
with an action item.
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The processing of FIG. 47 starts in step 5330 and passes
to step 5331. In step 5331, the system retrieves observed
change data from a suitable data record. Then, in step 5332,
the system retrieves mapping data from a mapping data
record. Then, the process passes to step 5333.

In step 5333, based on the observed change in the child
model, the DPS maps the observed change to enabled action
item or action items. Table 5333' includes various data
associated with such mapping in accordance with an
embodiment. Specifically, table 5333 includes data relating
to the observed change, one or more constraints associated
with the observed change, whether or not the action is
enabled, and the associated, or mapped to, action item.
Accordingly, in one embodiment, if a specified change is
observed and that change satisfies predetermined constraints
or criteria—then the observed change will be mapped to an
action item, assuming the action is enabled.

After the processing of step 5333, the process passes to
step 5334 as shown in FIG. 47. In step 5334, the system
resolves any conflict between conflicting action items. Such
resolution of conflict might be based on priority of observed
change and/or priority of each action item. Then, the process
passes to step 5335. In step 5335, the process returns to FIG.
45. Specifically, the process passes back to step 5330 of FIG.
45 and processing further proceeds as described herein. FIG.
48 is a flowchart showing further details of the “DPS
performs MDT processing of a parent model” step 5400 of
FIG. 44, in accordance with at least one embodiment of the
disclosure. As reflected at 5400, parallel processing and/or
multiple instances of step 5400 may be performed for
multiple child models.

As shown, the process starts in step 5400 and passes to
step 5410. In step 5410, the DPS monitors the parent model
for changes in the parent model” such as changes in or
associated with the parent model. Relatedly, decisioning is
performed in step 5411 of whether a change in the parent
model has been observed. If “no” in step 5411, then the
processing continues to monitor the parent model in step
5410.

On the other hand, if “yes” in step 5411, then the process
passes to step 5418. In step 5418, the DPS determines if
status of an alternative, which has been promoted to the
parent model from a child model, (i.e., a child model
associated with the particular parent model), has changed.
For example, the particular alternative may have been scored
in the parent model. If yes in step 5418, then the processing
passes to step 5419. In step 5419, the DPS saves the
observed change as observed change data, which may
include saving data in a suitable data record, for example.
Then, the process passes to step 5420.

In step 5420, the system performs a mapping process to
map the observed change data (reflecting the change of the
parent) to one to more associated action item(s). Further
details are described below with reference to FIG. 49. The
processing then passes to step 5426.

In step 5426, one of more action item(s) are performed
based on the mapping process of step 5420 (i.e., based on
what action items were identified in step 5420), as corre-
sponding to the observed change in the alternative, in the
parent model.

After the processing step 5426, the process passes back to
step 5410. In step 5410, the system continues to monitor the
parent model for further changes, as described above.

On the other hand, the decisioning of step 5418 may yield
a result of “no” in that the system determines that an
alternative has not experienced a status change in the parent
model. As a result, the process passes to step 5428.
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In step 5428, the system determines if a parent model has
experienced a “general” change that may affect the parent
model in general. For example, such a change might be
constituted by the parent model being terminated. If “yes” in
step 5428, then the processing passes to step 5429. In step
5429, DPS takes action based on the general change in the
parent, e.g. the system outputs updated status (e.g. termi-
nated) of the parent model to the child model. That is, such
action is, in this example, the prescribed action that is taken
based on the parent model being terminated, for example.
The processing of step 5429 may also or alternatively
include other processing that is performed based on other
observed general changes in the parent model.

After the processing of step 5429, the process passes back
to step 5410. In step 5410, as described above, the DPS
monitors the parent model for further changes of the parent
model, such as changes in or associated with the parent
model.

With further reference to step 5428 (of FIG. 48), on the
other hand, the decisioning of step 5428 may yield a result
of “no” (i.e., the parent model has not experienced a
“general” status change). Accordingly, the process passes to
step 5439.

In step 5439, the system determines if the observed
change in or associated with, the parent model is otherwise
actionable. If yes, then the process passes to step 5440. In
step 5440, the system performs a prescribed action based on
the observed change associated with the parent model. Then,
the process passes again to step 5410, with the system
monitoring changes associated with the parent model, as
described above.

On the other, if “no” in step 5439, the processing passes
to step 5450. In step 5450, the system determines that the
observed change in the parent model is not actionable.
Accordingly, the process passes to step 5410. In step 5410,
as described above, the DPS monitors the parent model for
changes in or associated with the parent model.

FIG. 49 is a flowchart showing “DPS performs mapping
process to map the observed change (of parent model) to
associated action item step 5420 of FIG. 48, in accordance
with at least one embodiment of the disclosure.

As shown, the process starts in step 5420 and passes to
step 5421. In step 5421, DPS retrieves observed change data
from the appropriate data record. Then, in step 5422, the
DPS retrieves mapping data from a mapping data record.
Then, the process passes to step 5423. In step 5423, for the
observed change in the parent, the DPS maps observed
change data to enabled action items. For example, an
observed change in the parent might indeed be the termi-
nation of the parent. As a result, the action item may be
disassociation of the parent model with the child model.
Various other observed change(s) may be identified, result-
ing in associated, predetermined action items.

After the processing of step 5423, the process passes to
step 5424. In step 5424, the DPS resolves any conflict
between conflicting action items based on priority of the
action item, for example. Then, the process passes to step
5425. In step 5425, the process returns to FIG. 48. Specifi-
cally, the process passes to step 5320 of FIG. 48, and
processing further proceeds as described herein.

FIG. 50 is a flowchart showing further details of the
system performs model attributes processing for a selected
model(s) step 5500 of FIG. 41, in accordance with at least
one embodiment of the disclosure. As shown in FIG. 50, the
processing starts in step 5500 and passes to step 5500'. In
step 5500', various model attributes processing may be
invoked, as selected by the facilitator user.
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Tlustratively, in step 5510, the DPS may be invoked to
perform add/edit processing for a selected model or models,
in accordance with at least one embodiment of the disclo-
sure. Further details are described below with reference to
FIG. 51.

Tlustratively, in step 5520 of FIG. 50, the DPS may be
invoked to perform “manage model” processing including
displaying a model family—in response to a facilitator user
request. Further details of the display of such information
and related content are described below with reference to the
GUI of FIG. 52.

Tlustratively, in step 5530 of FIG. 50, the DPS may be
invoked to perform model data display processing including
displaying data for parent models and/or child models—in
response to a facilitator user request. Further details of such
processing are described below with reference to the GUI of
FIG. 53 and the GUI of FIG. 54.

As referenced above, FIG. 51 is a diagram showing a GUI
5100, in accordance with at least one embodiment of the
disclosure. The GUI 5100 illustrates add/edit model pro-
cessing of the disclosure. The example of FIG. 51 relates to
a model 5130 entitled Cyber Security Office. As shown, the
GUI 5100 may include a variety of information relating to
such model.

As reflected at 5100', when a facilitator user adds a new
decision model, or edits an existing decision model, a parent
model can be established by selecting another model using
a “parent model” selection menu. In the example of FIG. 51,
a parent model 5120 has been selected to be the parent
model to the child model cyber security office, illustratively.
In this example, the parent model is FY19 Budget Formu-
lation.

It is appreciated that a particular parent model may be
associated with multiple child models. On the other hand, a
particular child model may be associated with multiple
parent models. Different parent models may be associated
with different alternatives in a particular child model, for
example. With further reference to the GUI 5100 of FIG. 51
and the GUI 5200 of F1G. 52, three child models 5231, 5232,
5233 have been associated with the parent model, FY19
Budget Formulation 5220.

As referenced above, in step 5520 of FIG. 50, the DPS
may be invoked to perform “manage model” processing
including displaying a model family—in response to a
facilitator user request. Further details of the display of such
information and related content are described below with
reference to the GUI of FIG. 52. Accordingly, FIG. 52 is a
diagram showing a GUI 5200, in accordance with at least
one embodiment of the disclosure.

With reference to FIG. 52, the GUI 5200 is directed to
“manage model” processing and displays various informa-
tion regarding what might be characterized as a family of
models 5210. In this illustrative example, the family of
models includes parent model 5220, child model 5231, child
model 5232, and child model 5233. Further details of the
interrelated processing of the parent model and the child
models are described below with reference to FIG. 53 and
FIG. 54.

As shown in FIG. 52, the GUI 5200 includes selection
boxes 5250. The selection boxes 5250 are provided to check
one or more models and processing may be provided to use
“action” drop-down menus, for example, to perform a
desired action on the one or more models. The possible
actions may be Copy, Delete, Lock, Review Log, and
Unlock, for example, in accordance with at least one
embodiment of the disclosure.
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With further reference to FIG. 52, the GUI 5200 may
include “Locked” column or option 5251. In accordance
with at least one embodiment of the disclosure models that
are locked can’t be edited, updated, or deleted. The GUI
5200 may also include “Exclude from Progression Status”
column or option 5252. This option may be used to selec-
tively exclude one or more models from system analysis and
statistics, e.g. such as might be used to enforce a quota. For
example, this functionality might be used when a facilitator
user wants to make a copy of an existing model for backup
purposes.

With further reference to FIG. 52, the GUI 5200 may
include “Show Secondary Models” option 5253. This option
is associated with associating a further model. By adding a
further or secondary model, the facilitator user can score the
same set of alternatives against a second set of criteria (e.g.,
risk) to produce a richer analysis. Checking the box will
display associated secondary models. In accordance with at
least one embodiment of the disclosure, a model can have or
be associated with only one secondary model.

As referenced above, FIG. 53 is a diagram showing a
further GUI 5300 showing details of a “child” model, in
accordance with at least one embodiment of the disclosure.
The GUI 5300 includes the name of the decision model
5301. As reflected at 5301', Cyber Security Office is the
name of the decision model, to which the shown data relates.
The model Cyber Security Office is a child model to the
FY19 Budget Formulation model, in this example. Accord-
ingly, the FY19 Budget Formulation model is the parent
model in this example.

As is shown in FIG. 53, the GUI 5300 includes a plurality
of decisions 5302. As reflected at 5302', the decisions 5302
are the decisions made for this particular child model. More
specifically, the decisions 5302 are respective decisions
made for each alternative 5310 in the particular decision
model 5301. Each alternative in the decision model 5301
may be associated with an ID 5311. As reflected at 5302,
promoted alternatives are automatically added to the asso-
ciated parent model.

Once an alternative is promoted to a parent model, that
alternative is processed in the parent model, in accordance
with at least one embodiment of the disclosure. In particular,
such processing in the parent model may result in the
particular alternative being approved or not approved, as
reflected in FIG. 53. Prior to approval or disapproval, as
shown by the decision indicia 5303, an alternative may be
reflected as pending.

As shown at 5303' in FIG. 53, once a decision regarding
a particular alternative is made in the parent and saved in the
parent model, that decision may, in accordance with at least
one embodiment of the disclosure, the automatically sent
back to the child model. The decisions 5303 of FIG. 53 show
such disposition (as rendered in the parent model) being sent
back to the child model.

As described above, FIG. 53 is a GUI showing details of
an illustrative child model. On the other hand, FIG. 54 is a
diagram showing a GUI 5400 of a parent model 5401, in
accordance with at least one embodiment of the disclosure.
As reflected at 5401', the model 5401 is the parent model for
three models, in this example. Various details of the decision
model 5401 are shown in FIG. 54, including a listing of
alternatives 5410 that are associated with the decision model
5401. Each alternative may be associated with an 1D 5411 as
shown in FIG. 54.

The GUI 5400 also includes a listing that includes the
name of 5402 of the various promoting models that are
associated with the parent model 5401. That is, as reflected
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at 5402', the GUI 5400 includes a listing of promoting
models for each of the alternatives that have been promoted
from a child model. Not all the alternatives shown in the
GUI 5400 are associated with a child model. In other words,
not all of the alternatives shown in the GUI 5400 have been
promoted from a child model. Illustratively, the alternative
identified by the ID 405 has not been promoted from a child
model in this example. Relatedly, the GUI 5400 may include
indicia 5403 that reflects whether a particular alternative has
or has not been promoted from a child model. In this
example, the alternatives with a [P] in front of the model
name have been promoted from a child model.

As shown in FIG. 54 and reflected at 5404', once a
decision regarding a particular alternative is made in the
parent model and saved in the parent model, each decision
may be automatically sent back to the child/promoting
model. For example, as shown in FIG. 54, the alternative
with ID 134 has been approved in the parent model 5401. As
a result, this decision (based on the processing and the parent
model) is sent back to the child model. As a result, FIG. 53
shows that alternative 134 has been approved.

The GUIs of FIG. 53 and FIG. 54 show various data
associated with a child model and a parent model, respec-
tively. It is appreciated that various other data may also be
included as may be desired.

With further reference to F1G. 54, the GUI 5400 includes
a “Select Alternatives™ option 5421. This indicia is a screen-
name. In accordance with at least one embodiment of the
disclosure, every screen may be provided with a name in the
upper-left corner that corresponds to the menu/sub-menu
item, for example.

With further reference to F1G. 54, the GUI 5400 includes
an “Objective-Group Rating” link or option 5422. Such
option may be provided to provide relationship data between
mathematical scores and conversion of such (mathematical
scores) into a group rating. In particular, link 5422 provides
a table 5500 (as shown in FIG. 55) to show how mathemati-
cal scores are converted into a group rating for scoring an
alternative against a criteria (in this case an objective). In
particular, FIG. 55 is a table 5500 showing association or
mapping between “mean score” windows or ranges and a
“group rating” in accordance with at least one embodiment
of the disclosure.

With further reference to FIG. 54, the GUI 5400 further
includes a “sort by” selection menu option 5423. Such
option 5423 provides functionality such that the facilitator
user can sort a list of alternatives, as presented on the GUI
5400, by any of various provided column headers, i.e. by
selecting the desired sort option from the drop-down list.
Sort options may be provided as desired.

Various aspects of the disclosure will now be described.

According to the present disclosure, an apparatus is
provided to interface with users to perform group assess-
ment processing and display of results in conjunction with
the selection of items, the apparatus in the form of a tangibly
embodied computer processor, the computer processor
implementing instructions on a non-transitory computer
medium disposed in a database, the database in communi-
cation with the computer processor, the apparatus compris-
ing: a communication portion that provides communication
between the computer processor and electronic user devices;
the database; and the computer processor, the computer
processor performing processing including: (A) storing an
assessment architecture; (B) interfacing with a first facilita-
tor user to populate the assessment architecture, such inter-
facing including: populating a decision goal parameter of the
architecture, populating a plurality of decision criteria asso-
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ciated with the decision goal parameter, and populating a
plurality of decision weight parameters; (C) generating,
based on the decision criteria, a plurality of decision criteria
pairs, and each decision criteria pair including at least two
of the decision criteria; (D) interfacing, respectively, with a
plurality of participant users, to fulfill the assessment archi-
tecture for each decision criteria pair, such interfacing
including: (a) outputting a decision criteria pair, in conjunc-
tion with the decision goal parameter, (b) inputting a selec-
tion of a selected decision criteria, of the output decision
criteria pair, (c) inputting, for the selection, a decision
weight, and (d) associating the decision weight with the
particular selection; (E) saving the selection, along with the
associated decision weight, as discrete judgment data, and
each discrete judgment data, obtained from the plurality of
participant users, being collectively aggregated to constitute
response aggregated data; and (F) interfacing with a first
case observing user to output the response aggregated data,
such interfacing including: displaying, for the first case
observing user, the response aggregated data including a
collection of the selections, of the selected decision criteria,
along with the weight associated with such selected decision
criteria.

According to the present disclosure, each decision criteria
pair may include only two decision criteria.

According to the present disclosure, the response aggre-
gated data may be in the form of a response graph.

According to the present disclosure, the response aggre-
gated data may be in the form of a response grid.

According to the present disclosure, the computer pro-
cessor may perform further processing including: further
interfacing, respectively with the plurality of participant
users, including: (a) presenting respectively each of a plu-
rality of criteria-alternatives, for each decision criteria, along
with a plurality of alternative scoring ratings (ASRs); (b)
inputting a selected ASR, of the plurality of ASRs, in
conjunction with each respective presenting of a correspond-
ing criteria-alternative, and (c) saving the selected ASR in
association with the corresponding criteria-alternative and
decision criteria, as discrete alternative judgment data, and
each, of such discrete alternative judgment data obtained
from the plurality of participant users, being collectively
aggregated to constitute alternative response aggregated
data.

According to the present disclosure, the computer pro-
cessor may perform further processing including: interfac-
ing with the first case observing user to output the alternative
response aggregated data.

According to the present disclosure, the interfacing with
the first case observing user, to output the alternative
response aggregated data, may include: displaying, for the
first case observing user, the alternative response aggregated
data including a collection of the selected ASRs, with
corresponding criteria-alternative and decision criteria.

According to the present disclosure, each of the plurality
of ASR ratings may be associated with natural language
content.

According to the present disclosure, each of the natural
language content may be associated with a numerical value.

According to the present disclosure, alternative response
aggregated data may be in the form of a response graph.

According to the present disclosure, the alternative
response aggregated data may be in the form of a response
grid.



US 10,366,361 B1

47

According to the present disclosure, the computer pro-
cessor displaying, for the first case observing user, the
response aggregated data may include displaying the deci-
sion goal parameter.

According to the present disclosure, the communication
portion may provide communication, between the computer
processor and electronic user devices, over a network.

According to the present disclosure, the electronic user
devices may each utilize a web browser that interfaces with
the computer processor over the network, and the network is
the Internet.

According to the present disclosure, each decision weight
may be associated with natural language content.

According to the present disclosure, each of the natural
language content may be associated with a numerical value.

According to the present disclosure, the displaying the
response aggregated data including a collection of the selec-
tions, of the selected decision criteria, along with the weight
associated with such selected decision criteria, may include,
respectively, associating weights with the participant users
in the displaying.

According to the present disclosure, an apparatus is
provided to interface with users to perform group assess-
ment processing and display of results in conjunction with
selection of items, the apparatus in the form of a tangibly
embodied computer processor, the computer processor
implementing instructions on a non-transitory computer
medium disposed in a database, the database in communi-
cation with the computer processor, the apparatus compris-
ing: a communication portion that provides communication
between the computer processor and electronic user devices;
the database; and the computer processor, the computer
processor performing processing including: (A) storing an
assessment architecture associated with the group assess-
ment processing; (B) interfacing with a facilitator user to
input team formation data for the assessment architecture,
the team formation data dictating selection of a plurality of
candidate participants for the assessment architecture; (C)
generating a respective communication for each of the
plurality of candidate participants to invite each candidate
participant to participate in the assessment architecture, and
the plurality of candidate participants including a first can-
didate participant; (D) sending the respective communica-
tion to each of the plurality of candidate participants, includ-
ing the first candidate participant, to invite each candidate
participant to participate in the assessment model; and (E)
engaging with each of the plurality of candidate participants,
including the first candidate participant, over an electronic
network to populate the assessment architecture.

According to the present disclosure, the computer pro-
cessor generating the respective communication, for each of
the plurality of candidate participants, including generating
a session code; and the sending the respective communica-
tion, to each of the plurality of candidate participants, may
include sending the session code.

According to the present disclosure, the computer pro-
cessor may perform decisioning to determine that the first
candidate participant, of the plurality of candidate partici-
pants, is provided access to the assessment architecture.

According to the present disclosure, the assessment archi-
tecture may be constituted by a decision model.

According to the present disclosure, the team formation
data may include at least one selected from the group
consisting of duration attributes, communication channel
selection attributes, participant composition attributes, and
requisite credential attributes.
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According to the present disclosure, the team formation
data may include participant composition attributes that
identifies a group, and the sending the respective commu-
nication, to each of the plurality of candidate participants,
may include sending an invitation to each candidate partici-
pant based on association with the group.

According to the present disclosure, the team formation
data may include communication channel selection attri-
butes that include data regarding (a) a first communication
channel, and (b) a second communication channel; and the
sending the communication to each of the plurality of
candidate participants including sending a respective invi-
tation, for the assessment architecture, over the first com-
munication channel; and the computer processor engaging
with each of the plurality of candidate participants, to
populate the assessment architecture, performed over the
second communication channel.

According to the present disclosure, the first communi-
cation channel may be constituted by an email channel and
the second communication channel constituted by web
browser engagement over the Internet.

According to the present disclosure, the computer pro-
cessor may generate the respective communication includ-
ing generating a first session code, the first session code for
associating the first candidate participant with the assess-
ment architecture.

According to the present disclosure, the sending the
respective communication may include sending the first
session code to the first candidate participant.

According to the present disclosure, the engaging with
each of the plurality of candidate participants, to populate
the assessment architecture, may include the computer pro-
cessor engaging the first candidate participant using the first
session code to associate the first candidate participant with
the assessment architecture.

According to the present disclosure, the engaging with
each of the plurality of candidate participants, to populate
the assessment architecture, may include the computer pro-
cessor using the same first session code for the other
plurality of candidate participants, such that the same ses-
sion code is used for all the plurality of candidate partici-
pants.

According to the present disclosure, the engaging with
each of the plurality of candidate participants, to populate
the assessment architecture, may include the computer pro-
cessor using a respective different session codes for each of
the other plurality of candidate participants.

According to the present disclosure, the computer pro-
cessor performing further processing may include (A) inter-
facing with a first facilitator user to populate the assessment
architecture, such interfacing including: populating a deci-
sion goal parameter of the architecture, populating a plural-
ity of decision criteria associated with the decision goal
parameter, and populating a plurality of decision weight
parameters; (B) generating, based on the decision criteria, a
plurality of decision criteria pairs, and each decision criteria
pair including at least two of the decision criteria; (C)
interfacing, respectively with a plurality of participant users,
to fulfill the assessment architecture for each decision cri-
teria pair, such interfacing including: (a) outputting a deci-
sion criteria pair, in conjunction with the decision goal
parameter, (b) inputting, a selection of a selected decision
criteria, of the output decision criteria pair, (¢) inputting, for
the selection, a decision weight, and (d) associating the
decision weight with the particular selection; (D) saving the
selection, along with the associated decision weight, as
discrete judgement data, and each discrete judgement data,
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obtained from the plurality of participant users, being col-
lectively aggregated to constitute response aggregated data.

According to the present disclosure, the processor: inter-
facing with a first case observing user to output the response
aggregated data, such interfacing including: displaying, for
the first case observing user, the response aggregated data
including a collection of the selected decision criteria, along
with the weight associated with such selected decision
criteria.

According to the present disclosure, the decision criteria
pair may consist of two decision criteria.

According to the present disclosure, the response aggre-
gated data may be in the form of a response graph.

According to the present disclosure, the computer pro-
cessor performing further processing may include: further
interfacing, respectively with the plurality of participant
users, including: (A) presenting respectively each of a
plurality of criteria-alternatives, for each decision criteria,
along with a plurality of alternative scoring ratings (ASRs);
(B) inputting a selected ASR, of the plurality of ASRs, in
conjunction with each respective presenting of a correspond-
ing criteria-alternative, and (C) saving the selected ASR in
association with the corresponding criteria-alternative and
decision criteria, as discrete alternative judgement data, and
each, of such discrete alternative judgement data obtained
from the plurality of participant users, being collectively
aggregated to constitute alternative response aggregated
data.

According to the present disclosure, the engaging with the
first candidate participant may include inputting a request,
from the first participant user, to engage the assessment
architecture.

According to the present disclosure, an apparatus is
provided to interface with users to perform group assess-
ment processing and display of results in conjunction with
selection of items, the apparatus in the form of a tangibly
embodied computer processor, the computer processor
implementing instructions on a non-transitory computer
medium disposed in a database, the database in communi-
cation with the computer processor, the apparatus compris-
ing: a communication portion that provides communication
between the computer processor and electronic user devices;
the database; and the computer processor, the computer
processor performing processing including: (A) storing first
assessment architecture data associated with a first assess-
ment architecture for group assessment processing; (B)
storing second assessment architecture data associated with
a second assessment architecture for group assessment pro-
cessing; (C) interfacing with a user, to input linking data
related to linking the first assessment architecture with the
second assessment architecture; (D) based on the linking
data, linking the first assessment architecture with the sec-
ond assessment architecture; (E) identifying a data content
change in either the first assessment architecture or the
second assessment architecture; (F) mapping the data con-
tent change to an action item; and (G) performing the action
item in the other of the first assessment architecture or the
second assessment architecture.

According to the present disclosure, the interfacing with
the user, to input linking data related to linking the first
assessment architecture with the second assessment archi-
tecture, may include: (a) providing the user with a listing of
the second assessment architecture; (b) retrieving, in
response to a user selection, a plurality of candidate selected
architectures, one of which is the first assessment architec-
ture; and (c) inputting a selection from the user to select the
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first assessment architecture, as a selected architecture, to
link to the second assessment architecture.

According to the present disclosure, the first assessment
architecture may be a parent model to the second assessment
architecture, and the second assessment architecture may be
a child model to the first assessment architecture.

According to the present disclosure, the data content
change may relate to a first alternative being processed in the
second assessment architecture.

According to the present disclosure, the data content
change may relate to a first alternative being approved in the
second assessment architecture.

According to the present disclosure, the action item may
include promoting the first alternative, which was approved,
to the first assessment architecture.

According to the present disclosure, the action item may
further include adding the first alternative to a list of
alternatives in the first assessment architecture, which is the
parent model.

According to the present disclosure, a further data content
change may relate to the first alternative being approved in
the first assessment architecture.

According to the present disclosure, a further action item
may include outputting data to the second assessment archi-
tecture, indicating that the first alternative was approved in
the first assessment architecture.

According to the present disclosure, the data content
change may relate to an alternative being approved in the
first assessment architecture.

According to the present disclosure, the action item may
include outputting data to the second assessment architec-
ture, indicating that the alternative was approved in the first
assessment architecture.

According to the present disclosure, the content change
may relate to the second assessment architecture experienc-
ing a change, and the action item includes the apparatus
outputting data, representing the second assessment archi-
tecture experiencing the change, to the first assessment
architecture.

According to the present disclosure, the second assess-
ment architecture experiencing a change may be constituted
by termination of the second assessment architecture.

According to the present disclosure, the first assessment
architecture may be a parent model to the second assessment
architecture, and the second assessment architecture may be
a child model to the first assessment architecture.

According to the present disclosure, the first assessment
architecture may be a child model to the second assessment
architecture, and the second assessment architecture may be
a parent model to the first assessment architecture.

According to the present disclosure, the data content
change may relate to a first alternative being processed in the
second assessment architecture; and the first alternative
being processed in the second assessment architecture may
be constituted by scoring the first alternative in the second
assessment architecture.

Hereinafter, further aspects of the disclosure will be
described.

As used herein, any term in the singular may be inter-
preted to be in the plural, and alternatively, any term in the
plural may be interpreted to be in the singular.

It is appreciated that a feature of one embodiment of the
disclosure as described herein may be used in conjunction
with features of one or more other embodiments as may be
desired.

Hereinafter, further aspects of implementation of the
systems and methods of the disclosure will be described.
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As described herein, at least some embodiments of the
system of the disclosure and various processes, of embodi-
ments, are described as being performed by one or more
computer processors. Such one or more computer processors
may be in the form of a “processing machine,” i.e. a tangibly
embodied machine. As used herein, the term “processing
machine” is to be understood to include at least one pro-
cessor that uses at least one memory. The at least one
memory stores a set of instructions. The instructions may be
either permanently or temporarily stored in the memory or
memories of the processing machine. The processor
executes the instructions that are stored in the memory or
memories in order to process data. The set of instructions
may include various instructions that perform a particular
task or tasks, such as any of the processing as described
herein. Such a set of instructions for performing a particular
task may be characterized as a program, software program,
code or simply software.

As noted above, the processing machine, which may be
constituted, for example, by the particular system and/or
systems described above, executes the instructions that are
stored in the memory or memories to process data. This
processing of data may be in response to commands by a
user or users of the processing machine, in response to
previous processing, in response to a request by another
processing machine and/or any other input, for example.

As noted above, the machine used to implement the
disclosure may be in the form of a processing machine. The
processing machine may also utilize (or be in the form of)
any of a wide variety of other technologies including a
special purpose computer, a computer system including a
microcomputer, mini-computer or mainframe for example, a
programmed microprocessor, a micro-controller, a periph-
eral integrated circuit element, a CSIC (Consumer Specific
Integrated Circuit) or ASIC (Application Specific Integrated
Circuit) or other integrated circuit, a logic circuit, a digital
signal processor, a programmable logic device such as a
FPGA, PLD, PLA or PAL, or any other device or arrange-
ment of devices that is capable of implementing the steps of
the processes of the disclosure.

The processing machine used to implement the disclosure
may utilize a suitable operating system. Thus, embodiments
of the disclosure may include a processing machine running
the Windows 10 operating system, the Windows 8 operating
system, Microsoft Windows™ Vista™ operating system, the
Microsoft Windows™ XP™ operating system, the Micro-
soft Windows™ NT™ operating system, the Windows™
2000 operating system, the Unix operating system, the
Linux operating system, the Xenix operating system, the
IBM AIX™ operating system, the Hewlett-Packard UX™
operating system, the Novell Netware™ operating system,
the Sun Microsystems Solaris™ operating system, the
OS/2™ operating system, the BeOS™ operating system, the
Macintosh operating system, the Apache operating system,
an OpenStep™ operating system or another operating sys-
tem or platform.

It is appreciated that in order to practice the method of the
disclosure as described above, it is not necessary that the
processors and/or the memories of the processing machine
be physically located in the same geographical place. That
is, each of the processors and the memories used by the
processing machine may be located in geographically dis-
tinct locations and connected so as to communicate in any
suitable manner. Additionally, it is appreciated that each of
the processor and/or the memory may be composed of
different physical pieces of equipment. Accordingly, it is not
necessary that the processor be one single piece of equip-
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ment in one location and that the memory be another single
piece of equipment in another location. That is, it is con-
templated that the processor may be two pieces of equip-
ment in two different physical locations. The two distinct
pieces of equipment may be connected in any suitable
manner. Additionally, the memory may include two or more
portions of memory in two or more physical locations.

To explain further, processing as described above is
performed by various components and various memories.
However, it is appreciated that the processing performed by
two distinct components as described above may, in accor-
dance with a further embodiment of the disclosure, be
performed by a single component. Further, the processing
performed by one distinct component as described above
may be performed by two distinct components. In a similar
manner, the memory storage performed by two distinct
memory portions as described above may, in accordance
with a further embodiment of the disclosure, be performed
by a single memory portion. Further, the memory storage
performed by one distinct memory portion as described
above may be performed by two memory portions.

Further, as also described above, various technologies
may be used to provide communication between the various
processors and/or memories, as well as to allow the proces-
sors and/or the memories of the disclosure to communicate
with any other entity; i.e., so as to obtain further instructions
or to access and use remote memory stores, for example.
Such technologies used to provide such communication
might include a network, the Internet, Intranet, Extranet,
LAN, an Ethernet, or any client server system that provides
communication, for example. Such communications tech-
nologies may use any suitable protocol such as TCP/IP,
UDP, or OS], for example.

As described above, a set of instructions is used in the
processing of the disclosure on the processing machine, for
example. The set of instructions may be in the form of a
program or software. The software may be in the form of
system software or application software, for example. The
software might also be in the form of a collection of separate
programs, a program module within a larger program, or a
portion of a program module, for example. The software
used might also include modular programming in the form
of object oriented programming. The software tells the
processing machine what to do with the data being pro-
cessed.

Further, it is appreciated that the instructions or set of
instructions used in the implementation and operation of the
disclosure may be in a suitable form such that the processing
machine may read the instructions. For example, the instruc-
tions that form a program may be in the form of a suitable
programming language, which is converted to machine
language or object code to allow the processor or processors
to read the instructions. That is, written lines of program-
ming code or source code, in a particular programming
language, are converted to machine language using a com-
piler, assembler or interpreter. The machine language is
binary coded machine instructions that are specific to a
particular type of processing machine, i.e., to a particular
type of computer, for example. The computer understands
the machine language.

A suitable programming language may be used in accor-
dance with the various embodiments of the disclosure.
Tlustratively, the programming language used may include
assembly language, Ada, APL, Basic, C, C++, COBOL,
dBase, Forth, Fortran, Java, Modula-2, Pascal, Prolog,
REXX, Visual Basic, and/or JavaScript, for example. Fur-
ther, it is not necessary that a single type of instructions or
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single programming language be utilized in conjunction
with the operation of the system and method of the disclo-
sure. Rather, any number of different programming lan-
guages may be utilized as is necessary or desirable.

Also, the instructions and/or data used in the practice of
the disclosure may utilize any compression or encryption
technique or algorithm, as may be desired. An encryption
module might be used to encrypt data. Further, files or other
data may be decrypted using a suitable decryption module,
for example.

As described above, the disclosure may illustratively be
embodied in the form of a processing machine, including a
computer or computer system, for example, that includes at
least one memory. It is to be appreciated that the set of
instructions, i.e., the software for example, that enables the
computer operating system to perform the operations
described above may be contained on any of a wide variety
of media or medium, as desired. Further, the data that is
processed by the set of instructions might also be contained
on any of a wide variety of media or medium. That is, the
particular medium, i.e., the memory in the processing
machine, utilized to hold the set of instructions and/or the
data used in the disclosure may take on any of a variety of
physical forms or transmissions, for example. Illustratively,
as also described above, the medium may be in the form of
paper, paper transparencies, a compact disk, a DVD, an
integrated circuit, a hard disk, a floppy disk, an optical disk,
a magnetic tape, a RAM, a ROM, a PROM, a EPROM, a
wire, a cable, a fiber, communications channel, a satellite
transmissions or other remote transmission, as well as any
other medium or source of data that may be read by the
processors of the disclosure.

Further, the memory or memories used in the processing
machine that implements the disclosure may be in any of a
wide variety of forms to allow the memory to hold instruc-
tions, data, or other information, as is desired. Thus, the
memory might be in the form of a database to hold data. The
database might use any desired arrangement of files such as
a flat file arrangement or a relational database arrangement,
for example.

In the system and method of the disclosure, a variety of
“user interfaces” may be utilized to allow a user to interface
with the processing machine or machines that are used to
implement the disclosure. As used herein, a user interface
includes any hardware, software, or combination of hard-
ware and software used by the processing machine that
allows a user to interact with the processing machine. A user
interface may be in the form of a dialogue screen for
example. A user interface may also include any of a mouse,
touch screen, keyboard, voice reader, voice recognizer,
dialogue screen, menu box, list, checkbox, toggle switch, a
pushbutton or any other device that allows a user to receive
information regarding the operation of the processing
machine as it processes a set of instructions and/or provide
the processing machine with information. Accordingly, the
user interface is any device that provides communication
between a user and a processing machine. The information
provided by the user to the processing machine through the
user interface may be in the form of a command, a selection
of data, or some other input, for example.

As discussed above, a user interface is utilized by the
processing machine that performs a set of instructions such
that the processing machine processes data for a user. The
user interface is typically used by the processing machine
for interacting with a user either to convey information or
receive information from the user. However, it should be
appreciated that in accordance with some embodiments of

10

25

30

40

45

60

54

the system and method of the disclosure, it is not necessary
that a human user actually interact with a user interface used
by the processing machine of the disclosure. Rather, it is also
contemplated that the user interface of the disclosure might
interact, i.e., convey and receive information, with another
processing machine, rather than a human user. Accordingly,
the other processing machine might be characterized as a
user. Further, it is contemplated that a user interface utilized
in the system and method of the disclosure may interact
partially with another processing machine or processing
machines, while also interacting partially with a human user.

It will be appreciated that features, elements and/or char-
acteristics described with respect to one embodiment of the
disclosure may be variously used with other embodiments of
the disclosure as may be desired.

It will be appreciated that the effects of the present
disclosure are not limited to the above-mentioned effects,
and other effects, which are not mentioned herein, will be
apparent to those in the art from the disclosure and accom-
panying claims.

Although the preferred embodiments of the present dis-
closure have been disclosed for illustrative purposes, those
skilled in the art will appreciate that various modifications,
additions and substitutions are possible, without departing
from the scope and spirit of the disclosure and accompany-
ing claims.

As used herein, the term “and/or” includes any and all
combinations of one or more of the associated listed items.

It will be understood that, although the terms first, second,
third, etc., may be used herein to describe various elements,
components, regions, layers and/or sections, these elements,
components, regions, layers and/or sections should not be
limited by these terms. These terms are only used to distin-
guish one element, component, process step, region, layer or
section from another region, layer or section. Thus, a first
element, component, process step, region, layer or section
could be termed a second element, component, process step,
region, layer or section without departing from the teachings
of the present disclosure.

Spatially and organizationally relative terms, such as
“lower”, “upper”, “top”, “bottom”, “left”, “right” and the
like, may be used herein for ease of description to describe
the relationship of one element or feature to another
element(s) or feature(s) as illustrated in the drawing figures.
It will be understood that spatially and organizationally
relative terms are intended to encompass different orienta-
tions of or organizational aspects of components in use or in
operation, in addition to the orientation or particular orga-
nization depicted in the drawing figures.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of the disclosure. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms
as well, unless the context clearly indicates otherwise.

It will be further understood that the terms “comprises”
and/or “comprising,” when used in this specification, specify
the presence of stated features, integers, process steps,
operations, elements, and/or components, but do not pre-
clude the presence or addition of one or more other features,
integers, process steps, operations, elements, components,
and/or groups thereof.

Embodiments of the disclosure are described herein with
reference to diagrams, flowcharts and/or other illustrations,
for example, that are schematic illustrations of idealized
embodiments (and intermediate components) of the disclo-
sure. As such, variations from the illustrations are to be
expected. Thus, embodiments of the disclosure should not
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be construed as limited to the particular organizational
depiction of components and/or processing illustrated herein
but are to include deviations in organization of components
and/or processing.

Unless otherwise defined, all terms (including technical
and scientific terms) used herein have the same meaning as
commonly understood by one of ordinary skill in the art to
which this disclosure belongs. It will be further understood
that terms, such as those defined in commonly used diction-
aries, should be interpreted as having a meaning that is
consistent with their meaning in the context of the relevant
art and will not be interpreted in an idealized or overly
formal sense unless expressly so defined herein.

Any reference in this specification to “one embodiment,”
“an embodiment,” “example embodiment,” etc., means that
a particular feature, structure, or characteristic described in
connection with the embodiment is included in at least one
embodiment of the disclosure. The appearances of such
phrases in various places in the specification are not neces-
sarily all referring to the same embodiment. Further, as
otherwise noted herein, when a particular feature, structure,
or characteristic is described in connection with any embodi-
ment, it is submitted that it is within the purview of one
skilled in the art to effect and/or use such feature, structure,
or characteristic in connection with other ones of the
embodiments.

While the subject matter has been described in detail with
reference to exemplary embodiments thereof, it will be
apparent to one skilled in the art that various changes can be
made, and equivalents employed, without departing from the
scope of the disclosure.

All references and/or documents referenced herein are
hereby incorporated by reference in their entirety.

It will be readily understood by those persons skilled in
the art that the present disclosure is susceptible to broad
utility and application. Many embodiments and adaptations
of the present disclosure other than those herein described,
as well as many variations, modifications and equivalent
arrangements, will be apparent from or reasonably sug-
gested by the present disclosure and foregoing description
thereof, without departing from the substance or scope of the
disclosure.

Accordingly, while the present disclosure has been
described here in detail in relation to its exemplary embodi-
ments, it is to be understood that this disclosure is only
illustrative and exemplary of the present disclosure and is
made to provide an enabling disclosure of the disclosure.
Accordingly, the foregoing disclosure is not intended to be
construed or to limit the present disclosure or otherwise to
exclude any other such embodiments, adaptations, varia-
tions, modifications and equivalent arrangements.

What is claimed is:

1. An apparatus to interface with users to perform group
assessment processing and display of results in conjunction
with selection of items, the apparatus in the form of a
tangibly embodied computer processor, the computer pro-
cessor implementing instructions on a non-transitory com-
puter medium disposed in a database, the database in com-
munication with the computer processor, the apparatus
comprising:

a communication portion that provides communication
between the computer processor and electronic user
devices;

the database; and

the computer processor, the computer processor perform-
ing processing including:
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storing first assessment architecture data, in the form of
data records that include data representing alterna-
tives, associated with a first assessment architecture
for group assessment processing;
storing second assessment architecture data, in the form
of further data records that include data representing
alternatives, associated with a second assessment
architecture for group assessment processing;
interfacing with a user, to input linking data related to
linking the first assessment architecture with the
second assessment architecture;
based on the linking data, linking the first assessment
architecture with the second assessment architecture;
identifying a data content change in either the first
assessment architecture or the second assessment
architecture;
mapping, by accessing data in the database, the data
content change to an action item; and
if the data content change that relates to a first alter-
native of at least being processed or being approved
was identified in the first assessment architecture,
then perform the action item in the second assess-
ment architecture, such that the performing process-
ing including changes in the first assessment archi-
tecture are automatically passed on to the second
assessment architecture; or
if the data content change that relates to a second
alternative of at least being processed or being
approved was identified in the second assessment
architecture, then perform the action item in the first
assessment architecture, such that the performing
processing including changes in the second assess-
ment architecture are automatically passed on to the
first assessment architecture; and
the first assessment architecture being a parent model
to the second assessment architecture, and the
second assessment architecture being a child
model to the first assessment architecture.

2. The apparatus of claim 1, the interfacing with the user,
to input linking data related to linking the first assessment
architecture with the second assessment architecture, includ-
ing:

providing the user with a list of items associated with the

second assessment architecture, and each of the items
in the list of items being selectable, by the user, through
the interfacing with the user;
retrieving, in response to a user selection of the selectable
items, a plurality of candidate selected architectures,
one of which is the first assessment architecture; and

inputting a selection from the user to select the first
assessment architecture, as a selected architecture, to
link to the second assessment architecture.

3. The apparatus of claim 1, the data content change
relates to a first alternative being processed in the second
assessment architecture.

4. The apparatus of claim 1, the data content change
relates to a first alternative being approved in the second
assessment architecture.

5. The apparatus of claim 4, the action item includes
promoting the first alternative, which was approved, to the
first assessment architecture.

6. The apparatus of claim 4, the action item further
includes adding the first alternative to a list of alternatives in
the first assessment architecture, which is the parent model.

7. The apparatus of claim 6, wherein a further data content
change relates to the first alternative being approved in the
first assessment architecture.
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8. The apparatus of claim 7, a further action item includes
outputting data to the second assessment architecture, indi-
cating that the first alternative was approved in the first
assessment architecture.

9. The apparatus of claim 1, the data content change
relates to an alternative being approved in the first assess-
ment architecture.

10. The apparatus of claim 9, the action item includes
outputting data to the second assessment architecture, indi-
cating that the alternative was approved in the first assess-
ment architecture.

11. The apparatus of claim 2, the data content change
relates to the second assessment architecture experiencing a
change, and the action item includes outputting data, rep-
resenting the second assessment architecture experiencing
the change, to the first assessment architecture.

12. The apparatus of claim 11, the second assessment
architecture experiencing the change is constituted by ter-
mination of the second assessment architecture.

13. The apparatus of claim 1, the data content change
relates to a first alternative being processed in the second
assessment architecture; and

the first alternative being processed in the second assess-

ment architecture is constituted by scoring the first
alternative in the second assessment architecture.
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