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HIGH DATA RATE TRANSMITTER ANDRECEIVER
1. Fieldofthe Invention
The invention relates generally to communications, and more particulady to systems and methods for high data

rate communications.
2. Background

Wireless commumication systems are proliferating at the Wide Area Network (WAN), Local Area Network
(LAN), and Personal Area Network (PAN) levels. These wireless communication systems use a variety of techniques to
allow simuiltaneous access to multiple users. The most common of these techniques are Frequency Division Multiple
Access (FDMA), which assigns specific frequencies to each user, Time Division Multiple Access (TDMA), which assigns
particular time slots to each user, and Code Division Multiple Access (CDMA), which assigns specific codes to each user.
But these wireless communication systenas and various modulation techniques are afflicted by a host of problems that fimit
the capacity and the quality of service provided to the users. The following paragraphs briefly describe a few of these
problems for the purpose of fllustration.

One problem that can existin a wireless communication system is multipath interference. Multipath interference, or
muiltipath, occurs because some of the energy in a transmitted wireless signal bounces off of obstacles, such as buildings or
mountains, as it travels fiom source to destination. The obstacles in effect create reflections of the transmitted signal and the
more obstacles there are, the more reflections they generate. The reflections then trave] along their own transmission paths to
the destination (or receiver). The reflections will contain the same information as the original signal; however, because of the
differing transmission path lengths, the reflected signals will be out of phase with the original signal. As a resulf, they will
often combine destructively with the original signal in the receiver. This is referred to as fading. To combat fading, cument
systems typically try to estimate the multipath effects and then compensate for them in the receiver using an equalizer. In
practice, however, itis very difficult to achieve effective mutltipath compensation.

A second problem that can affect the operation of wireless communication systens is interference from adjacent
commumnication cells within the system. In FDMA/TDMA systerns, this type of interference is prevent through a frequency
reuse plan, Under a frequency reuse plan, available communication frequencies are allocated to communication cefls within
the commmumication system such that the same fiequency will not be used in adjacent cells. Fssentially, the available
frequencies are split into groups. The number of groups is termed the reuse factor. Then the commumication cells are
grouped into clusters, each cluster containing the same number of cells as there are frequency groups. Each frequency group
is then assigned to a cell in each cluster. Thus, if a frequency reuse factor of 7 is used, for example, then a particular
communication frequency will be used only once in every seven communication cells.  Thus, in any group of seven
communication cells, each cell can onlyuse 1/7" of the available frequencies ie., each cell is only able to use V7" of the
available bandwidth.

Tna CDMA commumication system, each cell uses the same wideband communication channel. n order to avoid
interference with adjacent cells, each communication cell uses a particular set of spread spectrum codes to differentiate
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communications within the cell fiom those originating outside of the cell. Thus, CDMA systems preserve the bandwidth in
the sense that they avoid reuse planning, But as will be discussed, there are other issues that limit the bandwidth in CDMA
systems as well. Thus, in overcoming interferenice, system bandwidth is often sacrificed. Bandwidth is becoming a very
valuable commodity as wireless comimunication systems continue to expand by adding more and more users. Therefore,
trading off bandwidth for system performance is a costly, albeit necessary, proposition that is inherent in all wireless
communication systems.

The foregoing are just two examples of the types of problems that can affect conventional wireless commumication
systems. The examples also illustrate that there are many aspects of wireless communication system performance that canbe
improved fhrough systems and methods that, for example, reduce interference, increase bandwidth, or both. Not only are
conventional wireless communication systems effected by problems, such as those described in the preceding paragraphs,
but also different types of systems are effected in different ways and to different degrees. Wireless communication systems
can be split nto three types: 1) line-ofsight systems, which can include point-to-point or point-to-multipoint systems; 2)
doornon-fine of sight systems; and 3) outdoor systems such as wireless WANs. Line-ofsight systems are least affected by
the problems described above, while indoor systems are more affected, due for example to signals bouncing off of building
walls. Outdoor systems are by far the most affected of the three systems. Because these types of problems are limiting factors
i the design of wireless transmitters and receivers, such designs must be tailored to the specific types of system in which it
will operate. In practice, each type of system implements unique communication standards that address the issues unique to
the particular type of system. BEven if an indoor system used the same commumication protocols and modulation techniques
as an outdoor system, for example, the receiver designs would still be different because multipath and other problems are
unique to a given type of system and must be addressed with unique solutions. This would not necessarity be the case if cost
efficient and effective methodologies can be developed to combat such problems as described above that build in
programmability so that a device can be reconfigured for different types of systems and still maintain superior performance.

SUMMARY OF THE INVENTION

In order to combat the above problems, a high data rate transmitter and receiver are provided. In one embodimert,
a transmitter comprises a baseband processor structured to receive data and to convert the data info a muttiplicity of high and
low signal values, with each high and low signal value having a first timing interval. A local oscillator generates a clock
signal at a second timing interval and a digital circuit combines the high and low signal values with the clock signal to
produce a transmission signal directly at a transmission frequency.

The radio fiequency used for transmission may range up to 11 Giga-Hertz, and production of the transmission
signal directly at the transmission frequeency is possible by use of a high-speed oscillator.

A receiver s structured to receive the commmumnication signal, which in one embodiment, may have a fractional
bandwidth that may range between approximately 20 percent and approximately 200 percent. Thereceiver inchudes ahigh-
speed analog to digital converter configured to directly conveit the radio frequency signal into a data signal. These and other
features and advantages of the present invention will be appreciated fiom review of the following Detailed Description of the
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Preferred Embodiments, along with the accompanying figures in which like reference numerals are used to describe the
same, similar or coresponding parts in the several views of the drawings.
BRIEF DESCRIPTION OF THE DRAWINGS

Preferred embodiments of the present inventions tanght herein are illustrated by way of example, and not by way
of limitation, in the figures of the accompanying drawings, in which:

FIG. 1A 1s a diagram illustrating an example embodiment of a wideband channel divided into a phurality of sub-
channels in accordance with the invention;

FIG. 1B is a diagram illusirating the effects of multipath in a witeless commumnication systemn;

FIG. 2 is a diagram illustrating another example embodiment of a wideband commumication charmel divided into
aplurality of sub-channels in accordance with the invention;

FIG. 3 is adiagram illustrating the application of aroll-off factor to the sub-channels of figures 1 and 2;

FIG. 4A is a diagram illustrating the assignment of sub-channels for a wideband conmmunication channel in
accordance with the invention;

FIG. 4B is a diagram illustrating the assignment of time slots for a wideband communication channel in
accordance with the mvention;

FIG. 5 is a diagram illustrating an example embodiment of a wireless communication in accordance with the
vention;

FIG. 6 is a diagram illustrating the use of synchronization codes in the wireless communication system of figure 5
naccordance with the invention;

FIG. 7 is a diagram illustrating a correlator that can be used to correlate synchronization codes in the wireless
communication system of figure 5;

FIG. 8 isadiagram iltustrating synchronization code correlation in accordance with the nvention;

FIG. 91s a diagram illustrating the cross-comrelation properties of synchronization codes configured in accordance
with the invention;

FIG. 101s a diagram illustrating another example embodiment of awireless commumication system in accordance
with the invention;

FIG. 11A is a diagram illustrating how sub-channels of a wideband commurication channel according to the
present mvention can be grouped in accordance with the present invention;

FIG. 11B is a diagram iltustrating the assignment of the groups of sub- channels of figure 11A in accordance with
theinvention; 4

FIG. 12 is adiagram illustrating the group assignments of figure 118 in the time domain;

HG. 13 is a flow chart illustrating the assignment of sub-channels based on SIR measurements in the wireless
commumication system of figure 10 in accordance with the invention;

FIG. 14 is a logical block diagram of an example embodiment of transmitter configured in accordance with the
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vention;

FIG. 15 is a logjcal block diagram of an example embodiment of a modulator configured in accordance with the
present invention for usein the transmitter of figure 14;

FIG. 16 is a diagram illustrating an example embodiment of a rate controller configured in accordance with the
vention for usein themodulator of figure 15;

FIG. 17 is a diagram illustrating another example embodiment of a rate controller configured in accordance with
the invention foruse in the modulator of figure 15;

FIG. 18 is a diagram illustrating an example embodiment of a fiequency encoder configured in accordance with
the invention for use in themodulator of figure 15

FIG. 19 is a logical block diagram of an example embodiment of a TDM/FDM block configured in accordance
with the invention for use in themodulator of figure 15;

FIG. 20 is a logical block diagram of another example embodiment of a TDM/EDM block configured in
accordance with the invention for use in the modulator of figure 15;

FIG. 21 isalogical block diagram of an example embodiment of a frequency shiffer configured in accordance with
the mvention for use in the modulator of figure 15;

FIG. 22 is alogical block diagram of areceiver configured in accordance with the invention;

FIG. 23 1s alogjcal block diagram of an example embodimert of a demodulator configured in accordance with the
nvention for usein the recetver of figure 22;

FIG. 24 is a logical block diagram of an example embodiment of an equalizer configured in accordance with the
present invention foruse in the demodulator of figure 23;

HIG. 25 is alogical block diagram of an example embodiment of a wireless communication device configured in
accordance with the invention;

FIG. 26 is anillustration of different commumnication methods;

FIG. 27 is an illustration of two ultra-wideband pulses;

FIG. 28 is a chart of ultra-wideband emission limits as established by the Federal Communications Commission
on April 22, 2002;

FIG. 29 illustrates a transmitter consistent with one embodiment of the present invention;

FIG. 301llustrates a timing diagram of various signals;

FIG. 31 illustrates a frame consistent with one embodiment of the present invention;

FIG. 32aillustrates one embodiment of a digital circuit employed in the transmitter of FIG. 29,

FIG. 32b illustrates a second embodiment of a digital circuit employed in the transmitter of FIG. 29,

HIG. 32cillustrates a third embodiment of a digital circuit employed in the transmitter of FIG. 29,

FIG. 33 illustrates a data stream consistent with one embodiment of the present invention;

FIG. 341llustrates a receiver consistent with one embodiment of the present invention;
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FIG. 35 illustrates a schematic of a first portion of a baseband processor employed in the transmitter of FIG. 29,

FIG. 36 illustrates a schematic of a second portion of a baseband processor employed in the receiver of FIG. 34;

FIG. 37 illustrates one embodiment of a poly-phase filier employed in the baseband processor of FIG. 36;

FIG. 38 illustrates another embodiment of a poly-phase filter employed in the baseband processor of FIG. 36;

FIG. 391llustrates another timing diagram of signals consistent with the present invention.

FIG. 40 llustrates one embodiment of an equalizer consistent with the present invention;

FIG. 41 1llustrates an exemplary FEC encoder and exemplary FEC decoder;

FIG. 42 illustrates an example FEC encoder configured in accordance with one embodiment of the present
mvention;

FIG. 43 illustrates a FEC encoder configured to generate a code word fiom input data in accordance with one
embodiment;

FIG. 44 illustrates the encoder of FIG. 42 inmore detail;

FIG. 45 illustrates finther detail for the encoder of FIG. 42;

FIG. 46 illustrates an example parity node processor that can be included in a decoder in accordance with one
embodiment;
FIG. 47 llustrates one node of the parity node processor of FIG. 45;

FIG. 48 illustrates the parity node processor of FIG. 45 in more detail; and

FIG. 49 1ltustrates a parity node processor configured in accordance with one embodiment.

It will be recognized that some or all of the Figures are schematic representations for purposes of iltustration and do
notnecessanly depict the actual relative sizes or locations of the elements shown. The Figures are provided for the purpose of
illustrating one or more embodiments of the invention with the explicit understanding that they will not be used to timit the
scope or the meaning of the claims.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

L Infroduction

In the following paragraphs, the present invention will be described in detail by way of example with reference to
the attached drawings. While this invention is capable of embodiment in many different forms, there is shown in the
drawings and will herein be described in detail specific embodiments, with the understanding that the present disclosure is to
be considered as an example of the principles of the nvention and not intended to Iimit the invention to the specific
embodiments shown and described. That is, throughout this description, the embodiments and examples shown should be
considered as exemplars, rather than as limitations on the present invention. As used herein, the "present invention' reférs to
any one of the embodiments of the invention described herein, and any equivalents. Fmﬂlmnoxe, reference to various
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featurre(s) of the "present invention" hroughout this document does not mean that all claimed embodiments ormethods must
include the referenced feature(s).

In order to improve wireless communication system performance and allow a single device to move fiom onetype
of system to another, while still maintaining superior performance, the systems and methods described herein provide
various commmumnication methodologies that enhance performance of transmitters and receivers with regard to vatious
common problems that afflict such systems and that allow the transmitters and/or receivers to be reconfigured for optimal
performance in a variety of systems. Accordingly, the systems and methods described herein define a chennel access
protocol that uses a common wideband communication channe] for all commumication cells. The wideband channel,
however, is then divided into a plurality of sub-channels. Different sub-channels are then assigned to one or more users
within each cell. But the base station, or service access point, within each cell transmits one message that occupies the entire
bandwidth of the wideband channel. Each user's communication device receives the entire message, but only decodes those
portions of the message that reside in sub-channels assigned to the user. For a point-to-point system, for example, a single
user may be assigned all sub-channels and, therefore, has the fill wide band channel available to them. In a wireless WAN,
on the other hand, the sub-channels may be divided among a phurality of users.

In the descriptions of example embodiments that follow, implementation differences, or unique concems, relating
to different types of systems will be pointed out to the extent possible. But it should be understood that the systems and
methods descrbed herein are applicable to any type of commmmication systems. In addition, tetms such as commumnication
cell, base station, service access point, etc. are used interchangeably to refer to the common aspects of networks at these
different levels.  To begin illustrating the advantages of the systems and methods described herein, one can start by
looking at the multipath effects for a single wideband communication channel 100 of bandwidth B as shown in figure 1A.
Commumications sent over channel 100 in a traditional wireless commmmication system will comprise digital data bits, or
symbols, that are encoded and modulated onto a RF carrier that is centered at fiequency £ and occupies bandwidth B.
Generally, the width of the symbols (or the symbol duration) 7"is defined as 7/B. Thus, if the bandwidth B is equal to
100MHz, then the symbol duration 7"is defined by the following equation: T'= /B = 1/100 megaheriz (MHZ) = 10
nanoseconds (ns). ()

‘When a receiver receives the communication, demodulates it, and then decodes it, it will recreate a stream 104 of
data symbols 106 asillustrated in figure 1B, But the receiver will also receive multipath versions 108 of the same data stream.
Because multipath data streams 108 are delayed in time relative to the data stream 104 by delays d1, d2, d3, and d4, for
example, they may combine destructively with data stream 104.

A delay spread d; s defined as the delay fiom reception of data stream 104-to the reception of the last multipath data
stream 108 that interferes with the reception of data stream 104. Thus, in the example iltustrated in figure 1B, the delay spread
d;1s equal to delay d4. The delay spread d will vary for different environments. An environment with a lot of obstacles will
create a lot of multipathreflections. Thus, the delay spread d; will be Jonger. Experiments have shown that for outdoor WAN

type environments, the delay spread ¢, can be as long as 20 microseconds. Using the 10ns symbol duration of equation (1),
)
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this translates to 2000 symbols, Thus, with a very large bandwidth, such as 100MHz, multipath interference can cause a
significant amount of interference at the symbol level for which adequate compensation is difficult to achieve. This is true
even for indoor environments. For indoor LAN type systems, the delay spread d; is significantly shorter, typically about 1
microsecond. For a 10ns symbol duration, this is equivalent to 100 symbols, which is more manageable but still significant.
By segmenting the bandwidth B into a plurality of sub-charmels 202, as illustrated in figure 2, and generating a distinct data
stream for each sub-channel, the multipath effect can be reduced to a much more manageable level. For example, if the
bandwidth 5 of each sub-charnel 202 is 500K Hz, then the symbol duration is 2 microseconds. Thus, the delay spread d for
each sub-channel is equivalent to only 10 symbols (outdoor) or halfa symbol (indoor). Thus, by breaking up a message that
occupies the entire bandwidth B into discrete messages, each occupying the bandwidth b of sub-channels 202, a very
wideband signal that suffers fiom relatively minor multipath effects is created.

Before discussing firther features and advantages of using a wideband communication channel segmented into a
plurality of sub-channels as described, certain aspects of the sub-charmels will be explained in more detail. Refening back to
figure 2, the overall bandwidth B is segmented info V' sub-channels center at frequenciesf; fo fiw. Thus, the sub-channel 202
that is immediately to the right of /¢ is offset fiom /& by b2, where b s the bandwidth of each sub-channel 202. Thenext sub-
charme] 202 1s offSet by 3b/2, the next by 56/2, and so on. To the left of /¢, each sub-charnel 202 is offset by -5/2, -36/2, -
S5b/2, ete. Preferably, sub-chamels 202 are non-overlapping as this allows each sub-channel to be processed independently in
the receiver. To accomplish this, a roll-off factor is preferably applied to the signals in each sub-channel in a pulse-shaping
step. The effect of such a pulse-shaping step is illustrated in figure 2 by the non-rectangular shape of the pulses in each sub-
channel 202. Thus, the bandwidth b of each sub-channel can be represented by an equation such as the following: b =
I+ (@)

‘Where r=the 1oll-off factor; and 7"= the symbol duration. Without the roll-off factor, ie., 5= 1/7, the pulse shape
would be rectangular in the frequency domain, which comesponds to a (sin x4 finction in the time domain. The time
domain signal for a (sin x)/4 signal 400 is shown in figure 3 in order to illustrate the problems associated with a rectangular
pulse shape and theneed to use aoll-off factor. As can be seen, main lobe 402 comprises almost all of signal 400. But some
of the signal also resides m side lobes 404, which stretch out indefinitely in both directions from main lobe 402. Side lobes
404 make processing signal 400 much more difficult, which increases the complexity of the receiver. Applying a roll-off
factor 7, as in equation (2), causes signal 400 to decay faster, reducing the number of side lobes 404. Thus, increasing the roll-
off factor decreases the length of signal 400, i.e., signal 400 becomes shorter in time. But including the roll-off factor also
decreases the available bandwidth in each sub-charmel 202. Therefore, #must be selected so as to reduce the number of side
lobes 404 to a sufficient number, e.g,, 15, while still maximizing the available bandwidth in each sub-channel 202. Thus, the
overall bandwidth B for comnumication channe] 2001s given by the following equation: B=N{1+/T: (3

or B=MIT; @

Where M=(I+r)N. ;)
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For efficiency purposes related to transmitter design, it is preferable that #-is chosen so that M in equation (5) is an
infeger, Choosing 7 so that M is an integer allows for more efficient transmitters designs using, for example, Inverse Fast
Foutier Transform (FFT) techniques. Since M =N-+N{7), and Nis always an integer, this means that -must be chosen so
that NV[7) is an infeger. Generally, it is preferable for 7 to be between 0.1 and 0.5. Therefore, if Vs 16, for example, then 0.5
could be selected for7so that N7) is an integer. Altematively, ifa value for7-is chosetiin the above example so that N{#) isnot
aninteger, B can be made slightly wider than AT to compensate. I this case, it is still preferable that 7-be chosen so that i)
is approximately an infeger.

2. Example Embodiment of a Wireless Communication System

With the above inmind, figure 5 illustrates an example communication system 600 conprising a plurality of cefls
602 that each use a common wideband communication channel to communicate with commumication devices 604 within
each cell 602. The common communication channel is a wideband communication channel as described above. Each
communication cell 602 is defined as the coverage area of a base station, or service access point, 606 within the cell. One
such base station 606 is shown for illustration in figure 5. For purposes of this specification and the claims that follow, the
term base station will be used generically to refer to a device that provides wireless access to the wireless communication
system for a plurality of communication devices, whether the system is a line of sight, indoor, or outdoor system. Because
each cell 602 uses the same comnmunication channel, signals in one cell 602 must be distinguishable fiom signals in adjacent
cells 602. To differentiate signals fiom one cell 602 to another, adjacent base stations 606 use different synchronization codes
according to a code reuse plan.  In figure 6, system 600 uses a synchronization code reuse factor of 4, although the reuse
factor can vary depending on the application. Preferably, the synchronization code is periodically inserted info a
communication from a base station 606 to a communication device 604 as illustrated in figure 6. After a predetenmined
number of data packets 702, in this case two, the particular synchronization code 704 is insested info the information being
trensmitted by each base station 606. A synchronization code is a sequence of data bifs known to both the base station 606
and any communication devices 604 with which it is commumicating. The synchronization code allows such a
communication device 604 to synchronize ifs timing to that of base station 606, which, in tum, allows device 604 to decode
the data properly. Thus, in cell 1 (see lightly shaded cells 602 in figure 6), for example, synchronization code 1 (SYNC1)is
inserted info data stream 706, which is generated by base station 606 i cell 1, after every two packets 702; in.cell 2 SYNC2
is inserted after every two packets 702; in cell 3 SYNC3 is inserted; and in cell 4 SYNCA is inserted. Use of the
synchronization codes is discussed in more detail below.

In figure 4A, an example wideband communication channe] 500 for use in commumication system 600 is divided
into 16 sub-channels 502, centered at frequencies /6 to /75 A base station 606 at the center of each communication cefl 602
transmits a single packet occupying the whole bandwidth B of wideband channel 500. Such apacket is illustrated by packet
504 in figure 4B. Packet 504 comprises sub-packets 506 that are encoded with a frequency offset comresponding to one of
sub-chanmels 502. Sub-packets 506 in effect define available time slots in packet 504. Similardy, sub-channels 502 canbe

8
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said to define available frequency bins in communication channel 500. Therefore, the resources available in commuunication
cell 602 are time slots 506 and frequency bins 502, which can be assigned to different communication devices 604 within
each cell 602. Thus, for example, fiequency bins 502 and time slots 506 can be assigned to 4 different communication
devices 604 within a cell 602 as shown in figure 5. Each communication device 604-receives the entire packet 504, but only
processes those frequency bins 502 and/or timeslots 506 that are assigned to it. Preferably, each device 604 is assigned non-
adjacent frequency bins 502, as in figwre 4A. This way, if inferference conupts the information in a portion of
communication channel 500, then the effects are spread across all devices 604 within a cell 602. Hopefiilly, by spreading out
the effects of interference in this manner the effects areminimized and the entire information sent to each device 604 can still
be recreated fiom the unaffected information received in ofher frequency bins. For example, if interference, such as fading,
conupted the information in bins /- then each user 1-4 loses one packet of data. But each user potentially receives three
unaffected packets from the other bins assigned to them. Hopefilly, the unaffected data in the other three bins provides
enough information fo recreate the entire message for each user. Thus, frequency diversity can be achieved by assigning
non-adjacent bins to each of multiple users.

Ensuring that the bins assigned to one user are separated by more than the coherence bandwidth ensures frequency
diversity. As discussed above, the coherence bandwidth is approximately equal to 244, For outdoor systems, where ds is
typicalty 1 microsecond, 7/4; = 1/1 microsecond = 1 Mega Heitz. (MHz). Thus, the non-adjacent frequency bands assigned
to a user are preferably separated by at least IMHz. It is even more preferable, however, if the coherence bandwidth plus
some guard band o ensure sufficient fiequency diversity separate the non-adjacent bins assigned to each user. For example,
it is preferable in certain implementations to ensure that at least 5 times the coherence bandwidth, or SMHz in the above
example, separates the non-adjacent bins. Another way to provide frequency diversity is o repeat blocks of data in
frequency bins assigned to a particular user that are separated by more than the coherence bandwidth. In other words, if 4
sub-channels 202 are assigned to a user, then data block a can be repeated in the first and third sub-charmels 202 and data
block & can be repeated in the second and fourth sub-channels 202, provided the sub-channels are sufficiently separated in
fiequency. In this case, the system can be said to be using a diversity length factor of 2. The system can similarly be
configured to implement other diversity lengths, e.g., 3, 4,..., L

It should be noted that spatial diversity can also be inchuded depending on the embodiment. Spatial diversity can
comprise transiit spatial diversity, receive spatial diversity, orboth. In transmit spatial diversity, the trensmitter uses a phurality
of separate transmitters and a phurality of separate antennas to transmit each message. In other words, each transmitter
transmits the same message in parallel. The messages are then received fiom the transmitters and combined in the receiver.
Because the paralle] transmissions travel different paths, if one is affected by fading, the others will likely not be affected.
Thus, when they are combined in the receiver, the message should be recoverable even if one or more of the other
transmission paths experienced severe fading. Receive spatial diversity uses a plurality of separate receivers and aphurality of
separate antennas to receive a single message. If an adequate distance separates the antennas, then the transmission path for
the signals received by the antennas will be different. Again, this difference in the transmission paths will provide

9



WO 2006/086168 PCT/US2006/002973

imperviousness to fading when the signals from the receivers are combined. Transmit and receive spatial diversity can also
be combined within a system such as systerm 600 so that two antennas are used to transmit and two antennas are used to
receive. Thus, each base station 606 transmitter can include two antennas, for transmit spatial diversity, and each
communication device 604 receiver can include two antennas, for receive spatial diversity. If only transmit spatial diversity is
implemented in system 600, then it can be implemented in base stations 606 or in communication devices 604. Similarly; if
only receive spatial diversity is included in system 600, then it can be implemented in base stations 606 or commumnication
devices 604. The number of commumication devices 604 assigned fiequency bins 502 and/or time slots 506 in each cell 602
is preferably programmable in real time, In other words, the resource allocation within a communication cell 602 is
preferably programmable in the face of varying extemal conditions, i.e,, multipath or adjacent cell interference, and varying
requirements, i.e., bandwidth requirements for various users within the cell. Thus, if user 1 requires the whole bandwidth to
download a large video file, for example, then the allocation of bins 502 can be adjust to provide user 1 with more, or even
all, of bins 502. Once user 1 no longer requires such large amounts of bandwidth, the allocation of bins 502 can be
readjusted among all of users 1-4. It should also be noted that all of the bins assigned to a particular user can be used for both
the forward and reverse link. Altematively, some bins 502 can be assigned as the forward link and some can be assigned for
use on thereverse link, depending on the implementation. To increase capacity, the entire bandwidth B is preferably reused in
each communication cell 602, with each cell 602 being differentiated by a unique synchronization code (see discussion
below). Thus, system 600 provides increased immunity to multipath and fading as well as increased bandwidth due to the

elimmnation of frequency reuse requirements.
3, Synchronization

Figure 6 illustrates an example embodiment of a synchronization code conrelator 800 (shown in figure 7). When a
device 604 m cell 1 (see figure 5), for example, receives an incoming communication from the cell 1 base station 606, it
compares the incoming data with SYNClin conrelator 800. Essentially, the device scans the incoming data trying to conelate
the data with the known synchronization code, in this case SYNCL Once correlator 800 matches the incoming data to
SYNCl it generates a correlation peak 804 at the output. Mutltipath versions of the data will also generate correlation peaks
806, although these peaks 806 are generally smaller than correlation peak 804. The device can then use the correlation peaks
to perform channel estimation, which allows the device to adjust for the multipath using an equalizer. Thus, in cell 1, if
correlator 800 receives a data stream comprising SYNCY, it will generate correlation peaks 804 and 806. If; on the other
hand, the data stream comprises SYNC?2, for example, then no peaks will be generated and the device will essentially ignore
the iIncoming communication.

Even though a data stream that comprises SYNC2 will not create any correlation peaks, it can create noise in
conrelator 800 that can prevent detection of correlation peaks 804 and 806. Several steps can be taken to prevent this fiom
occurting, One way to minimize the noise created in correlator 800 by signals from adjacent cells 602, is to configure system
600 so that each base station 606 transmits at the same time. This way, the synchronization codes can preferably be generated

in such a manner that only the synchronization codes 704 of adjacent cell data streamss, e.g, streams 708, 710, and 712, as
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opposed to packets 702 within those streams, will interfere with detection of the correct synchronization code 704, e.g,
SYNCI. The synchronization codes can then be fiuther configured to eliminate or reduce the interference. For example, the
noise or interference caused by an incorrect synchronization code is a finction of the cross correlation of that synchronization
code with respect to the conrect code. The better the cross correlation between the two, the lower the noise level. When the
cross correlation is ideal, then the noise level will be virtually zero as illustrated in figure 8 by noise level 902. Therefore, 2
preferred embodiment of system 600 uses synchronization codes that exhibit ideal cross conelation, i.e., zero. Preferably, the
ideal cross comrelation of the synchronization codes covers a period / that is sufficient to allow accurate defection of multipath
906 as well as multipath correlation peaks 904. This is important so that accurate channel estimation and equalization can
take place. Outside of period /, the noise level 908 goes up, because the data in packets 702 is random and will exhibit low
cross conrelation with the synchronization code, e.g, SYNCI. Preferably, period / is actually slightly longer then the
multipath lengfh in order to ensure that the multipath can be detected.
a Synchronization code generation

Conventional systems use orthogonal codes to achieve cross correlation in conrelator 800. In system 600 for
example, SYNC1, SYNC2, SYNC3, and SYNCH4, corresponding to cells 1-4 (see lightly shaded cells 602 of figure 5)
respectively, will all need to be generated in such a manner that they will have ideal cross correlation with each other. Inone
embodiment, if the data streams involved comprise high and low data bits, then the value "1" can be assigned to the high data
bits and "-1" to the Jow data bits. Orthogonal data sequences are then those that produce a "0" output when they are
exclusively ORed (XORed) together in comrelator 800. The following example illustrates this point for orthogonal sequences
land2:

sequencel: 11-11
sequence2:  111-1
11-1-1=0
Thus, when the results of XORing each bit pair are added, the result is 0",

But m system 600, for exaniple, each code must have ideal, or zero, cross correlation with each of the other codes
used in adjacent cells 602.  Therefore, in one example embodiment of a method for generating synchronization codes
exhibiting the properties described above, the process begins by selecting a "perfect sequence’" to be used as the basis for the
codes. A perfect sequence is one that when comrelated with itself produces a number equal to the number of bits in the
sequence. For example:

Perfectsequence 11 11-11
11-11
1111=4
But each time a perfect sequence is cyclically shifted by one bit, the new sequence is orthogonal with the original
sequence. Thus, for example, if perfect sequence 1 is cyclically shifted by one bit and then correlated with the original, the
correlation produces a"0" as in the following exanple;
Perfectsequence1: 11-1 1
11141

1111

11
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11-1-1=0

If the perfect sequence 1 is again cyclically shifted by one bit, and again correlated with the original, then it will
produce a 0", In general, you can cyclically shift a perfect sequence by any number of bits up to iis length and conelate the
shiffed sequence with the original to obtain a "0". Once a perfect sequence of the comrect length is selected, the first
synchronization code is preferably generated in one embodiment by repeating the sequence 4 times. Thus, if perfect
sequence 1 is being used, then a first synchronization code y would be the following;

y=1-11 11-11 11-11 1111
Orin generic fom: y=xOx(Dx2)x3) %O Dx(2x3) x OxOx(x3) xOxDx2)x(3).
Forasequence oflength L: y=x(O)x (D). . .x@xO)x(QD). . xLxOxQ). .. xDxOx(D). . x(L)

Repeating the perfect sequence allows corelator 800 a better opportunity to defect the synchronization code and
allows generation of other uncorrelated fiequencies as well. Repeating has the effect of sampling in the frequency domain.
This effectis illustrated by the graphs in figure 9. Thus, in TRACE 1, which corresponds to synchronization codey, asample
1002 1s generated every fourth sample bin 1000. Each sample bin is separated by /4ZxT), whete T'is the symbol duration.
Thus, in the above example, where L = 4, each sample bin is separated by 1/76xT) in the frequency domain. TRACES 24
llustrate the next three synchronization codes. As can be seen, the samples for each subsequent synchronization code are
shifted by one sample bin refative to the samples for the previous sequence. Therefore, none of the sequences interfere with
each other. To generate the subsequent sequences, corresponding to TRACES 24, sequence ymust be shifted in frequency.
This can be accomplished using the following equation:  z'(m) = y(m)*exp(G*2 *n*r*m/(n *L)),

©

forr=1to L {# of sequences) and m =0 to 4*-1 (time); and where: Z (i) = each subsequent sequence; y(in) = the first
sequence; and n = the mumber of times the sequence is repeated. It will be understood that multiplying by an
expiZmr*m/N)) factor, where Nis equal to the mmber of times the sequence is repeated z multiplied by the length of the
underlying perfect sequence Z, in the time domain results in a shift in the frequency domain. Equation (6) results in the
desired shift as Hlustrated in figure 9 for each of synchronization codes 2-4, relative to synchronization code 1. The final step
m generating each synchronization code is to append the copies of the last A samples, where Mis the length of the multipath,
to the front of each code. This is done to make the convolution with the multipath cyclic and to allow easier detection of the
multipath. It should be noted that synchronization codes can be generated firom more than one perfect sequence using the
same methodology. For example, a perfect sequence can be generated and repeated four times and then a second perfect
sequence can be generated and repeated four times to get a2 factor equal to eight. The resulting sequence can then be shifted
as described above to create the synchronization codes.

b. Signal Measurements Using: Synchronization Codes

Therefore, when a communication device is at the edge of a cell, it will receive signals from multiple base stations
and, therefore, will be decoding several synchronization codes at the same time. This can be illustrated with the help of figure
10, which illustrates another example embodiment of a wireless communication system 1100 comprising commnmmication
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cells 1102, 1104, and 1106 as well as communication device 1108, which is in commumnication with base station 1110 of cell
1102 but also receiving communication fiom base stations 1112 and 1114 of cells 1104 and 1106, respectively. If
communications fiom base station 1110 comprise synchronization code SYNC1 and communications fiom base station
1112 and 1114 comprise SYNC2 and SYNC3 respectively, then device 1108 will effectively receive the sum of these three
synchronization codes. This is becauise, as explained above, base stations 1110, 1112, and 1114 are configured to transmit at
the same time. Also, the synchronization codes arive at device 1108 at almost the same time because they are generated in
accordance with the description above. Again as described above, the synchronization codes SYNC1, SYNC2, and
SYNC3 exhibit ideal cross conelation. Therefore, when device 1108 correlates the sum x of codes SYNC1, SYNC2, and
SYNC3, the Iatter two will not interfere with proper detection of SYNC1 by device 1108. Importantly; the sum x can also be
used to determine important signal characteristics, because the sum x is equal to the sum of the synchronization code signal in

accordance with the following equation: x =SYNCI + SYNC2 + SYNCS. )
Therefore, when SYNCT isremoved, the sum of SYNC2 and SYNC3 isleft, as shown in the following:
x~-SYNCI =SYNC2 + SYNCS. &)

The energy computed from the sum (SYNC2 +SYNC3) s equel to the noise or interference seen by device 1108.
Since the purpose of conrelating the synchronization code in device 1106 is to extract the energy in SYNC 1, device 1108
also has the energy in the signal fiom base station 1110, i.e,, the energy tepresented by SYNCI. Therefore, device 1106 can
use the energy of SYNCI and of (SYNC2 + SYNC3) to perform a signal-to-interference measurement for the
commmunication channel over which it is communicating with base station 1110. The result of the measurement is preferably
asignalHo-interference ratio (SIR). The SIR measurement can then be communicated back to base station 1110 for purposes
that will be discussed below. The ideal cross correlation of the synchronization codes, also allows device 1108 to
perform extremely accurate deferminations of the Channel Impulse Response (CIR), or channel estimation, fiom the
correlation produced by comelator 800. This allows for highly accurate equelization using Iow cost, low complexity
equalizess, thus overcoming a significant draw back of conventional systems.

4. Sub-Channel Assignments

As mentioned, the SIR as determined by device 1108 can be communicated back to base station 1110 for use in
the assignment of channels 502. In one embodiment, due to the fact that each sub-channel 502 is processed independently,
the SIR for each sub-channe] 502 can be measured and communicated back to base station 1110. Tn such an embodiment,
therefore, sub-channels 502 can be divided into groups and a SIR measurement for each group can be sent to base station
1110. This s lustrated in figare 11A, which shows a wideband communication channel 1200 segmented info sub-channels
Joto fis. Sub-channels /0 to ;5 are then grouped into 8 groups Gl to G8. Thus, in one embodiment, device 1108 and base
station 1110 communicate over a channel such as channel 1200.

Sub-channels m the same group are preferably separated by as many sub-channels as possible to ensure diversity.
Infigure 11A for example, sub-channels within the same group are 7 sub-channels apart, e.g., group Gl comprises /p and /5.
Device 1102 reports a SIR measurement for each of the groups Gl to G8. These SIR measurements are preferably
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compared with a threshold value to detemine which sub-charmels groups are useable by device 1108, This comparison can
occur in device 1108 or base station 1110. Ifit occurs in device 1108, then device 1108 can simply report to base station
1110 which sub-channels groups are useable by device 1108.

SIR reporting will be simultaneously occuring for a phurality of devices within cell 1102.  Thus, figure 11B
illustrates the situation where two communication devices corresponding to User 1 and User 2 report SIR levels above the
threshold for groups GL, G3, G5, and G7. Base station 1110 preferably then assigns sub-channel groups to User 1 and User2
based on the SIR reporting as illustrated in Figure 11B. When assigning the "good" sub-charme] groups to User 1 and User
2, base station 1110 also preferably assigns them based on the principles of frequency diversity. In figure 11B, therefore, User
1 and User 2 are altemately assigned every other "good" sub-channel. The assignment of sub-channels in the frequency
domain is equivalent to the assignment of time slots in the time domain. Therefore, as iltustrated in figure 12, two users, User
1 and User 2, receive packet 1302 transmitted over communication channel 1200. Figure 12 also illustrated the sub-charnnel
assignment of figure 11B. While figures 11 and 12 illustrate sub-channelime slot assignment based on SIR for two users,
the principles illustrated can be extended for any number of users, Thus, a packet within cell 1102 can be received by 3 or
more users. Although, as the number of available subchannels is reduced due to high SIR, so is the available bandwidth. In
other words, as available channels are reduced, the number of users that can gain access to commumication channel 12001
alsoreduced.

Poor SIR can be caused for a variety of reasons, but frequently it results fiom a device at the edge of a cell receiving
communication signals from adjacent cells. Because each cell is using the same bandwidth B, the adjacent cell signals will
eventually raise the noise level and degrade SIR for certain sub-channels. In certain embodiments, therefore, sub-channel
assignment can be coordinated between cells, such as cells 1102, 1104, and 1106 in figure 10, in order to prevent interference
from adjacent cells. Thus, if commumication device 1108 is near the edge of cell 1102, and device 1118 is near the edge of
cell 1106, then the two can interfere with each other. As aresult, the SIR measurements that device 1108 and 1118 report
back fo base stations 1110 and 1114, respectively, will indicate that the interference level is too high. Base station 1110 can
then be configured to assign only the odd groups, i, G, G3, GS, efc., to device 1108, while base station 1114 can be
configured to assign the even groups to device 1118, The two devices 1108 and 1118 will then not inferfere with each other
due to the coordinated assignment of sub-channel groups.

Assigning the sub-channels in this marmer reduces the overall bandwidth available to devices 1108 and 1118,
respectively. In this case the bandwidth is reduced by a factor of two. But it should be remembered that devices operating
closerto each base station 1110 and 1114, respectively, will still be able to use all channels ifneeded. Thus, it is only devices,
such as device 1108, that are near the edge of a cell that will have the available bandwidth reduced. Contrast this with a
CDMA system, for example, in which the bandwidth for all users is reduced, due to the spreading techniques used in such
systems, by approximately a. factor of 10 at all times. & can be seen, therefore, that the systems and methods for wireless
comnumication over a wide bandwidth channel using a phrality of sub-chanmels not only improves the quality of service,
but can also increase the available bandwidth significantly. When there are three devices 1108, 1118, and 1116 near the edge
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of their respective adjacent cells 1102, 1104, and 1106, the sub-channels can be divided by three. Thus, device 1108, for
example, can be assigned groups Gl, G4, etc., device 1118 can be assigned groups G2, G5, efc., and device 1116 canbe
assigned groups G3, G6, efc. In this case the available bandwidth for these devices, i.e., devices near the edges of cells 1102,
1104, and 1106, isreduced by a factor of 3, but this s still better than a CDMA system, for exanple.

"The manner in which such a coordinated assignment of sub-channels can work is illustrated by the flow chart in
figure 13. First in step 1402, acommumication device, such as device 1108, reports the SIR for all sub-channel groups G1 to
(8. The SIRs reported are then compared, in step 1404, to a fhreshold to determine if the SIR is sufficiently low for each
group. Altematively, device 1108 can melke the determination and simply report which groups are above or below the SIR
threshold. Ifthe SIR levels are good for each group, then base station 1110 canmake each group available to device 1108, in
step 1406. Periodically, device 1108 preferably measures the SIR level and updates base station 1110 in case the SIR as
deteriorated. For example, device 1108 may move from near the center of cell 1102 toward the edge, where inferference
from an adjacent cell may affect the SIR for device 1108. If the comparison in step 1404 reveals that the SIR levels are not
good, then base station 1110 can be preprogrammed to assign either the odd groups or the even groups only to device 1108,
which it will do in step 1408. Device 1108 then reports the SIR measurements for the odd or even groups it is assigned in
step 1410, and they are again compared to aSIR threshold in step 1412. It is assumed that the poor SIR level is due to the fact
that device 1108 is operating at the edge of cell 1102 and is therefore being interfered with by a device such as device 1118.
But device 1108 will be interfering with device 1118 at the same time. Therefore, the assignment of odd or even groups in
step 1408 preferably corresponds with the assignment of the opposite groups to device 1118, by base station 1114.
Accordingly, when device 1108 reports the SIR measurements for whichever groups, odd or even, are assigned to it, the
comparison in step 1410 should reveal that the SIR levels are now below the threshold level. Thus, base station 1110 makes
the assigned groups available to device 1108 in step 1414. Again, device 1108 preferably periodically updates the SIR
measurements by retuming to step 1402.

It is possible for the comparison of step 1410 to reveal that the SIR levels are still above the threshold, which should
indicate that a third device, e.g, device 1116 is still interfering with device 1108, In this case, base station 1110 can be
preprogrammed to assign every thind group to device 1108 in step 1416. This should correspond with the comresponding
assignments of non-nterfering channels to devices 1118 and 1116 by base stations 1114 and 1112, respectively. Thus,
device 1108 should be able to operate on the sub-channel groups assigned, i.e., G1, (4, efc., without undue interference.
Again, device 1108 preferably periodically updates the SIR meastrements by retuming to step 1402. Optionally, a third
comparison step (not shown) can be implemented after step 1416, to ensure that the groups assigned to device 1408 posses
anadequate SIR level for proper operation. Moreovey, if there aremore adjacent cells, i.e,, if itis possible fordevicesina4® or
even a 5™ adjacent cell o nterfere with device 1108, then the process of figure 13 would continue and the sub-channel
groups would be divided even firther to ensure adequate SIR levels on the sub-channels assigned to device 1108. Even
though the process of figure 13 reduces the bandwidth available to devices at the edge of cells 1102, 1104, and 1106, the SIR

measurements can be used in such a manner as to increase the data rate and therefore restore or even increase bandwidth. To
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accomplish this, the transmitters and receivers used in base stations 1102, 1104, and 1106, and in devices in commumication
therewith, eg, devices 1108, 1114, and 1116 respectively, must be capable of dynamically changing the symbol mapping
schemes used for some or all of the sub-channel. For example, in some embodiments, the symbol mapping scheme canbe
dynamically changed among BPSK, QPSK, 8PSK, 16QAM, 32QAM, etc. As the symbol mapping scheme moves
higher, i.e,, toward 32QAM, the SIR level required for proper opetation moves higher, i, less and less interference can be
withstood. Therefore, once the SIR levels are determined for each group, the base station, e.g,, base station 1110, can then
determine what symbol mapping scheme can be supported for each sub-channel grovp and can change the modulation
scheme accordingly. Device 1108 must also change the synibol mapping scheme to conrespond to that of the base stations.
The change can be effected for all groups uniformly, or it can be effected for individual groups. Moreover, the symbol
mapping scheme can be changed onjust the forward fink; just the reverse link, or both, depending on the embodiment. Thus,
by maintaining the capability to dynamically assign sub-channels and to dynamically change the symbol mapping scheme
used for assigned sub-channels, the systems and methods described herein provide the ability to maintain higher availdble
bandwidths with higher performance levels than conventional systems. To fully realize the benefits described, however, the
systems and methods described thus far must be capable of implementation in a cost effect and convenient manner.
Moreover, the implementation must include reconfigurability so that a single device can move between different types of
commumication systems and still maintain optimum performance in accordance with the systems and methods described
herein. The following descriptions detail example high level embodiments of hardware implementations configured to
operate in accordance with the systems and methods described herein in such a manner as to provide the capability just
described above.

5. Sample Transmitter Embodiments

Figure 14 is logical block diagram illustrating an example embodiment of a transmitter 1500 configured for
wireless communication in accordance with the systems and methods described above. The transmitter could, for example
be within a base station, e.g,, base station 606, or within a communication device, such as device 604. Transmitter 1500 is
provided to llustrate Jogical components that can be included in a transmitter configured in accordance with the systems and
methods described herein. It is not intended to fimit the systems and methods for wireless communication over a wide
bandwidth channel using a plurality of sub-channels to any particular transmitter configuration or any particular wireless
communication systern. With this in mind, it can be seen that transmitter 1500 comprises a serial-to-paralle] converter 1504
configured to receive a serial data stream 1502 comprising a data rate R Serial-to-paralle] converter 1504 converts data
stream 1502 into N paralle] data streams 1504, where Nis the number of sub-channels 202. 1t should be noted that while the
discussion that follows assurmes that a single serial data stream is used, more than one serial data stream can also be used if
required or desired. In any case, the data rate of each parallel data stream 1504 is then R4V, Each data stream 1504 is then sent
to a scrambler, encoder, and interdeaver block 1506. Scrambling, encoding, and intedeaving are common techniques
implemented inmany wireless commumnication transmitters and help to provide robust, secure commumnication. Examples of
these techniques will be briefly explained for illustrative purposes.
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Scrambling breaks up the data to be transmitted in an effort to smooth out the spectral density of the transmitted
data. For example, if the data comprises a long string of "1"s, there will be a spike in the spectral density. This spike can cause
greater interference within the wireless communication system. By breaking up the data, the spectral density can be
smoothed out to avoid any such peaks. Often, scrambling is achieved by XORing the data with a random sequence.
Encoding, or coding, the paralle] bit streams 1504 can, for example, provide Forward Brror Correction (FEC). The purpose
of FEC is to improve the capacity of a communication channel by adding some carefully designed redumdant infonmation o
the data being transmitted through the channel. The process of adding this redundant information is known as channel
coding, Convolutional coding and block coding are the two major forms of channel coding, Convolutional codes operate on
serial data, one or a few bits at a time. Block codes operate on refatively large (typically; up to a couple of hundred bytes)
message blocks. There are a variety of usefill convolutional and block codes, and a variety of algorithms for decoding the
received coded information sequences to recover the original date. For example, convolutional encoding or turbo coding
with Viterbi decoding is a FEC technique that is particularly suited to a channe] in which the transmitted signal is conrupted
mainly by additive white gaussian noise (AWGN) or even a channel that simply experiences fading,

Convolutional codes are usualty described using two parameters: the code rate and the constraint length. The code
rate, 74, is expressed as aratio of the number of bits into the convolutional encoder (%) to the mumber of channel symbols (77)
output by the convolutional encoder in a given encoder cycle. A common coderate is 1/2, which means that 2 symbols are
produced for every 1-bit input info the coder. The constraint length parameter, K, denotes the "length"" of the convolutional
encoder, i.e. how many kit stages are available to feed the combinatorial logic that produces the output symbols. Closely
related fo K'is the parameter 77, which indicates how many encoder cycles an input bit is retained and used for encoding affer
1t first appears at the mput to the convolutional encoder. The m parameter can be thought of as the memory length of the
encoder. Intedeaving is used to reduce the effects of fading. Interleaving mixes up the order of the data so that if a fade
interferes with a portion of the transmitted signal, the overall message will not be effected. This is because once the message
is de-interleaved and decoded in the receiver, the data lost will comprise non-contiguous portions of the overall message. In
other words, the fade will interfere with a contignous portion of the infedeaved message, but when the message is de-
interleaved, the interfered with portion is spread throughout the overall message. Using techniques such as FEC, the missing
nformation can then be filled in, or the impact of the lost datamay just be negligible.

After blocks 1506, each parallel data stream 1504 is sent to symbol mappess 1508. Symbol mappers 1508 apply
the requisite symbol mapping, e.g, BPSK, QPSK, efc,, to each paralle] data stream 1504, Symbol mappers 1508 are
preferably programmable so that the modulation applied to paralle] data streams can be changed, for example, in response to
the SIR reported for each sub-charme] 202. 1t is also preferable, that each symbol mapper 1508 be separately programmable
so that the optimum symbol mapping scheme for each sub-channe] can be selected and applied o each paralle] data stream
1504. After symbol mappers 1508, paralle] data streams 1504 are sent to modulators 1510. Important aspects and features of
example embodiments of modulators 1510 are described below. After modulators 1510, parallel data streams 1504 are sent

to summer 1512, which is configured to sum the paralle] data streams and thereby generate a single serial data stream 1518
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comprising each of the individually processed parallel data streams 1504. Serial data stream 1518 is then sent to radio
module 1512, where it is modulated with an RF carrier, amplified, and transmitted via antenna 1516 according to known
techniques.

The transmitted signal occupies the entire bandwidth B of communication channel 100 and comprises each of the
discrete paralle] data streams 1504 encoded onfo their respective sub-channels 102 within bandwidth B, Encoding parallel
data streams 1504 onto the appropriate sub-channels 102 requires that each paralle] data stream 1504 be shiffed in frequency
by an appropriate offset. This is achieved inmodulator 1510, Figure 15 is a logical block diagram of an example
embodiment of a modulator 1600 in accordance with the systems and methods described herein. Tmportantly, modulator
1600 takes paralle] data streams 1602 perfonms Time Division Modulation (TDIM) or Frequency Division Modulation
(FDM) on each data stream 1602, filters them using filters 1612, and then shifts each data stream in frequency using
frequency shifter 1614 so that they occupy the appropriate sub-channel. Filters 1612 apply the required pulse shaping, ie.,
they apply the roll-off factor described in section 1. The frequency shifted parallel data streams 1602 are then summed and
transmitted. Modulator 1600 can also include rate controller 1604, frequency encoder 1606, and interpolators 1610. All of
the components shown in figure 15 are described inmore detail in the following paragraphs and in conjunction with figures
16-22.

Figure 16 illustrates one example embodiment of a rate controller 1700 in accordance with the systems and
methods described herein. Rate control 1700 is used to control the data rate of each parallel data stream 1602. Tn rate
confroller 1700, the data rate is hatved by repeating data streams d(0) to d(7), for example, producing streams a(0) to a(15) in
which a(0) is the same as a(8), a(1) is the same as a(9), etc. Figure 16 also illustrates that the effect of repeating the data
streams in this manner is to take the data streams that are encoded ontto the first 8 sub-channels 1702, and duplicate them on
thenext 8 sub-channels 1702. As can be seen, 7 sub-channels separate sub-channels 1702 comprising the same, or duplicate,
data streams. Thus, if fading effects one sub-channel 1702, for example, the other sub-channels 1702 carrying the same data
will likely not be effected, i.., there is frequency diversity between the duplicate data streams. So by sacrificing data rate, in
this case half the data rate, more robust transmission is achieved. Moreover, the robustiess provided by duplicating the data
streams d(0) to d(7) can be finther enbanced by applying scrambling to the duplicated data streams via scramblers 1708, 1t
should be noted that the data rate can be reduced by more than half, e.g, by four or more. Altematively, the data rate can also
be reduced by an amount other than half For example if information from 7 data stream is encoded onto 72 sub-channels,
where m >n. Thus, to decrease the rate by 2/3, mformation from one data stream can be encoded on a first sub-channel,
information fiom a second data stream can be encoded on a second data channel, and the sum or difference of the two data
streams can be encoded on a third channel. Tn which case, proper scaling will need to be applied to the power in the third
channel. Otherwise, for example, the power in the third charmel can be twice the power in the first two. Preferably, rate
controller 170018 programmable so that the data rate can be changed responsive to certain operational factors. For example,
if the SIR reported for sub-channels 1702 is low, then rate controller 1700 can be programmed to provide more robust

transmission via repefition to ensure that no data is lost due to interference. Additionally, different types of wireless
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communication systern, e.g,, indoor, outdoor, fine-of-sight, may require varying degrees of robustness. Thus, rate confroller
1700 can be adjusted o provide the minimum required robustriess for the particular type of communication system. This
type of programmability not only ensures robust communication, it can also be used fo allow a single device to move
between commumication systems and maintain superior performance.

Figure 17 illustrates an altemative example embodiment of a rate controller 1800 in accordance with the systems
and methods described. Tn rate confrofler 1800 the data rate is increased instead of decreased. This is accomplished using
serfal-to- parallel converters 1802 to convert each data streams d(0) to d(15), for example, fnfo two data streams. Delay
circuits 1804 then delay one of the two data streams generated by each serial-to-parallel converter 1802 by 1/2 a symbol.
Thus, data strearns d(0) to d(15) are transformed into data strearms a(0) to a(3.). The data streams generated by a particular
serial-to-paralle] converter 1802 and associate defay circuit 1804 must then be summed and encoded onto the appropriate
sub-charnel. For example, data streams a(0) and a(7) must be summed and encoded onto the first sub-channel. Preferably,
the data streams are sumimed subsequent to each data stream being pulsed shaped by a filter 1612. Thus, rate controller
1604 is preferably programmable so that the data rate can be increased, as in rate controller 1800, or decreased, as in rate
controfler 1700, as required by a particular type of wireless communication system, or as required by the communication
charmel conditions or sub-channe] conditions. In the event that the data rate is increased, filters 1612 are also preferably
programmable so that they can be configured to apply pulse shapping to data streams a(0) to a(31), for example, and then
sum the appropriate streams to generate the appropriate number of parallel data streams to send to fiequency shifter 1614.
The advantage of increasing the data rate in the manner illustrated in figure 17 is that higher symbol mapping rates can
essentially be achieved, without changing the symbol mapping used in symbol mappers 1508. Once the data strearns are
surmmed, the summed streans are shifted in frequency so that they reside in the appropriate sub-channel. But because the
nurmber of bits per each symbol has been doubled, the symbol mapping rate has been doubled. Thus, for example, a4QAM
syrmibol mapping can be converted to 2 16QAM symbol mapping, even if the SIR is too high for 16QAM symbol
meapping to otherwise be applied. In other words, programming rate controller 1800 to increase the data rate in the manner
illustrated in figure 17 can increase the symbol mapping even when channel conditions would otherwise not allow it, which
in tum can allow a communication device to maintain adequate or even supetior performance regardless of the type of
commumication system. The draw back to increasing the data rate as illustrated in figure 17 is that interference is increased, as
is receiver complexity. The former is due to the increased amount of data. The Jatter is due to the fact that each symbol
cannot be processed independently because of the 1/2 symbol overlap. Thus, these concerns must be balanced against the
increase symbol mapping ability when implementing a rate controller such as rate controller 1800.

Figure 18 illustrates one example embodiment of a frequency encoder 1900 in accordance with the systems and
mefhods described herein. Similar to rate encoding, frequency encoding is preferably used to provide ncreased
comnmnication robustness. Tn fiequency encoder 1900 the sum or difference of multiple data streams are encoded onto
each sub-channel. This is accomplished using adders 1902 to sum data streams {0) o d{(7) with data streams d(&) to d(15),
respectively, while adders 1904 subtract data streams d(0) to d(7) fom data strearns d(8) to d(15), respectively, as shown.
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Thus, data streams a(0) to a(75) generated by adders 1902 and 1904 comprise information related to more than one data
streams d(0) to d(15). For example, a(0) comprises the sum of d(0) and d(8), ie., d(0) + d(8), while a(8) comprises d(8) -
d(0). Therefore, if either a(0) or a(8) is not received due to fading, for example, then both of data streams d(0) and d(8) can
siill beretrieved fiom data stream a(&).

Essentially, the relationship between data stream d(0) to d(15) and a(0) to a(15) is amatrix relationship. Thus, if the
receiver knows the correct matrix to apply, it can recover the sums and difterences of d(0) to d(15) fiom a(0) to a(15).
Preferably, fiequency encoder 1900 is programmable, so that it can be enabled and disabled in order to provided robustness
when required. Preferable, adders 1902 and 1904 are programmable also so that different matrices can be applied to d(0) to
d(15). After firequency encoding, if it is included, data streams 1602 are sent to TDIM/FDM blocks 1608. TDM/FDM
blocks 1608 perform TDM or FDM on the data streams as required by the particular embodiment. Figure 19 illustrates an
example embodiment ofa TDV/FDM block 2000 configured to perform TDM on a data stream. TDM/FDM block 2000
is provided to fllustrate the logical components that can be included in a TDM/FDM block configured to perform TDM on
a data stream. Depending on the actual implementation, some of the logical components may or may not be included.
TDM/FDM block 2000 comprises a sub-block repeater 2002, a sub- block scrambler 2004, a sub-block terminator 2006, a
sub-block repeater 2008, and a sync inserter 2010. Sub-block repeater 2002 is configured to receive a sub-block of data, such
as block 2012 comprising bits o(0) to a(3) for example. Sub-block repeater is then configured to repeat block 2012 to
provide repetition, which in tum leads to more robust commumication. Thus, sub-block repeater 2002 generates block 2014,
which comprises 2 blocks 2012. Sub-block scrambler 2004 is then configured to receive block 2014 and to scramble it, thus
generating block 2016. One method of scrambling can be to mvert half of block 2014 as illustrated in block 2016. But other
scrambling methods can also be implemented depending on the embodiment.

Sub-block termmator 2006 takes block 2016 generated by sub-block scrambler 2004 and adds a temination block
2034 to the fiont of block 2016 to form block 2018, Temmination block 2034 ensures that each block can be processed
independently in the receiver. Without termination block 2034, some blocks may be delayed due to multipath, for example,
and they would therefore overlap part of the next block of data. But by including termination block 2034, the delayed block
can be prevented fiom overlapping any of the actual data in the next block. Temmination block 2034 can be a cyclic prefix
termination 2036. A cyclic prefix temmination 2036 simply repeats the last few symbols of block 2018. Thus, for example, if
cyclic prefix termination 2036 is three symbols long, then it would simply repeat the last three symbols of block 2018,
Altematively, terination block 2034 can comprise a sequence of symbols that are known to both the transmitter and
receiver. The selection of what type of block temmination 2034 to use can impact what type of equalizer is used in the
receiver. Therefore, receiver complexity and choice of equalizers must be considered when determining what type of
temination block 2034 to use in TDIM/FDM block 2000. After sub-block terminator 2006, TDM/FDM block 2000 can
nclude a sub-block repeater 2008 configured to perform a second block repetition step in which block 2018 is repeated to
form block 2020. In certain embodiments, sub-block repeater can be configured to perform a second block scrambling step

as well. After sub-block repeater 2008, if mcluded, TDM/FDM block 2000 comprises a sync inserter 210 configured to
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periodically insert an appropriate synchronization code 2032 after a predetermined number of blocks 2020 and/or to insert
known symbols info each block. The purpose of synchronization code 2032 is discussed in section 3.

Figure 20, on the other hand, illustrates an example embodiment of a TDM/FDM block 2100 configured for
FDM, which comprises sub-block repeater 2102, sub-block scrambler 2104, block coder 2106, sub-block transformer
2108, sub-block terminator 2110, and sync nserter 2112. As with TDM/FDM block 2000, sub-block repeater 2102 repeats
block 2114 and generates block 2116. Sub-block scrambler then scrambles block 2116, generating block 2118, Sub-block
coder 2106 takes block 2118 and codes it, generating block 2120. Coding block conelates the data symbols together and
generates symbols 4. This requires joint demodulation in the receiver, which is more robust but also more complex. Sub-
block transformer 2108 then performs a transformation on block 2120, generating block 2122, Preferably, the
transformation is an IFFT of block 2120, which allows for more efficient equalizers to be used in the receiver. Next, sub-
block terminator 2110 terminates block 2122, generating block 2124 and sync inserter 2112 periodically inseits a
synchronization code 2126 after a certain number of blocks 2124 and/or insext known symbols into each block. Preferably,
sub-block terminator 2110 only uses cyclic prefix termination as described above. Again this allows for more efficient
receiver designs. TDM/EDM block 2100 is provided fo illustrate the logical components that can be included in a
TDM/FDM block configured to perform FDM on a data stream. Depending on the actual implementation, some of the
logical components may or may not be included. Moreover, TDM/FDM block 2000 and 2100 are preferably
programmable so that the appropriate logical components can be included as required by a particular implementation. This
allows a device that incorporates one of blocks 2000 or 2100 to move between different systems with different requirements.
Further, it is preferable that TDM/FDM block 1608 in figure 15 be programmable so that it can be programmed to perform
TDM, such as described in conjunction with block 2000, or FDM, such as described in conjunction with block 2100, as
required by a particular communication system. After TDIM/FDM blocks 1608, in figure 15, the paralle] data streams are
preferably passed to inferpolators 1610. After Interpolators 1610, the paralle] data streams are passed to filters 1612, which
apply the pulse shapping described in conjunction with the roll-off factor of equation (2) n section 1. Then the parallel data
streams are sent to frequency shifter 1614, which is configured to shift each paralle] data stream by the fiequency oftset
associated with the sub-channel to which the particular parallel data stream is associated.

Figure 21 illustrates an example embodiment of a frequency shifter 2200 in accordance with the systems and
methods described herein. As can be seen, frequency shifter 2200 comprises multipliers 2202 configured to multiply each
paralle] data stream by the appropriate exponential to achieve the required frequency shift. Each exponential is of the form:
exp2nfnTiM), where c is the comresponding sub-channel, e.g, ¢ =0 to M-/, and 7 is time. Preferably, frequency shifter
1614 m figure 5 is progranmable so that various channel/sub-chanmel configurations can be accommodated for various
different systems. Altematively, an IFFT block can replace shifter 1614 and filtering can be done after the IFFT block. This
type of implementation can be more efficient depending on the implementation. Affer the parallel data streams are shifted,
they are summed, eg, in summer 1512 of figure 14. The summed data stream is then transmitted using the entire

bandwidth B of the communication charmel being used. But the transmitted data stream also comprises each of the paralle]
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data streams shifted in frequency such that they occupy the appropriate sub-channel. Thus, each sub-channel may be
assigned to one user, or each sub-channel may carry a data stream intended for different users. The assignment of sub-
channels is described in section 3b. Regardless of how the sub-channels are assigned, however, each user will receive the
entire bandwidth, comprising all the sub-channels, but will only decode those sub-channels assigned to the user.

6. SampleReceiver Embodiments

Figure 22 illustrates an example embodiment of a receiver 2300 that can be configared in accordance with the
present invention. Receiver 2300 comprises an antenna 2302 configured to receive a message transmitted by a transmittex,
such as transmitter 1500. Thus, antenna 2302 is configured to receive a wide band message comprising the entire
bandwidth B of a wide band channel that is divided into sub- channels of bandwidth &, As described above, the wide band
message comprises a plurality of messages each encoded onto each of a corresponding sub-channel. All of the sub-channels
may ormaynot be assigned to adevice that includes receiver 2300; Therefore, receiver 2300 may ormay not be required to
decode all of the sub-channels. After the message is received by antenna 2300, it is sent o radio receiver 2304, which
is configured to remove the carrier associated with the wide band communication channel and extract a baseband signal
comprising the data stream transmitted by the transmiitter. The bascband signal is then sent fo comrelator 2306 and
demodulator 2308. Correlator 2306 is configured to correlated with a synchronization code inserted in the data stream as
described in section 3. It is also preferably configured to perform SIR and multipath estimations as described in section 3(b).
Demodulator 2308 is configured to extract the parallel data streams fiom each sub-channel assigned to the device
comprising receiver 2300 and to generate a single data siream therefrom.

Figure 23 illustrates an example embodiment of 2 demodulator 2400 in accordance with the systems and methods
described herein. Demodulator 2402 comprises a frequency shifter 2402, which is configured to apply a frequency offset to
the baseband data stream so that paralle] data streams comprising the baseband data strean can be independently processed
in receiver 2400. Thus, the output of frequency shifter 2402 is a plurality of parallel data streams, which are then preferably
filtered by filters 2404. Filters 2404 apply a filter to each paralle] data stream that corresponds to the pulse shape applied in the
transmitter, e.g, transmitter 1500, Altematively, an IFFT block can replace shifter 1614 and filtering can be done affer the
IFFT block. This type of implementation can be more efficient depending on the implementation. Next, receiver 2400
preferably includes decimators 2406 configured to decimate the data rate of the paralle] bit streams. Sampling at higher rates
helps to ensure accurate recreation of the data. But the higher the data rate, the Jarger and more complex equalizer 2408
becomes. Thus, the sampling rate, and therefore the number of samples, can be reduced by decimators 2406 to an adequate
level that allows for a smaller and less costly equalizer 2408. Equalizer 2408 is configured to reduce the effects of multipath
inreceiver 2300. Iis operation will be discussed more filly below. After equalizer 2408, the paralle] data streams are sent to
de-scrambler, decoder, and de-interdeaver 2410, which perform the opposite opetations of scrambler, encoder, and
interdeaver 1506 so as to reproduce the original data generated in the transmitter. The parallel data streams are then sent to
parallel to serial converter 2412, which generates a single serial data sfream from the parallel data strearns.

Equalizer 2408 uses the multipath estimates provided by correlator 2306 to equalize the effects of multipath n
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receiver 2300. In one embodiment, equalizer 2408 comprises Singledn Single-Out (SISO) equalizets operating on each
paralle] data stream in demodulator 2400. Tn this case, each SISO equalizer comprising equalizer 2408 receives asingleinput
and generates a single equalized output. Altematively, each equalizer can be a Multiple-Tn Multiple-Out (MIMO) or a
Multiple-In Single-Out (MISO) equalizer. Multiple inpus can be required for example, when a frequency encoder or rate
confroller, such as frequency encoder 1900, is included in the transmiiter. Because frequency encoder 1900 encodes
information fiom more than one parallel data strearm onto each sub-channel, each equalizers comprising equalizer 2408 need
to equalize more than one sub-channel. Thus, for example, if a parallel data stream in demodulator 2400 comprises d(1) +
d(8), then equatizer 2408 will need to equalize both d(Z) and d(8) togefher. Bqualizer 2408 can then generate a single output
cotresponding to d(2) or d(8) (MISO) or it can generate both d(Z) and d(8) (VIMO). Equalizer 2408 can also be a time
domain equelizer (TDE) or a fiequency domain equalizer (FDE) depending on the emibodiment: Generally, equalizer 2408
is a TDE if the modulator in the transmitter performs TDM on the paralle] data streams, and a FDE if the modulator
performs FDM. But equalizer 2408 can be an FDE evenif TDM is used in the transmiter. Therefore, the preferred equalizer
type should be taken into consideration when deciding what type of block termination to use i the transmitter. Because of
power requirements, it is often preferable to use FDM on the forward fink and TDM on the reverse link in a wireless
communication system. As with transmitter 1500, the various components comprising demodulator 2400 are preferably
programmable, so that a single device can operate in a plurality of different systems and still maintain superior performance,
which is a primary advantage of the systems and methods described herein. Accordingly, the above discussion provides
systems and methods for implementing a chennel access protocol that allows the transmitter and receiver hardware to be
reprogrammed slightly depending on the communication system. Thus, when a device moves from one system to another,
it preferably reconfigures the hardware, ie. transmitter and receiver, as required and switches to a protocol stack
corresponding to the new system. An important part of reconfiguring the receiver is reconfiguning, or programiming, the
equalizer because mutltipath is a main problem for each type of system. The multipath, however, varies depending on the
type of system, which previously has meant that a different equalizer is required for different types of communication
systems. The chanmel access protocol described in the preceding sections, however, allows for equalizers to be used that need
only be reconfigured slightly for operation in various systems.
a Sample Equalizer Embodiment

Figure 24 illustrates an example embodiment of a receiver 2500 illustrating one way to configure equalizers 2506
inaccordance with the systems and methods described herein. Before discussing the configuration of receiver 2500, it should
be noted that one way to configure equalizers 2506 is to simply include one equalizer per channel (for the systems and
methods described herein, a channel is the equivalent of a sub-channel as described above). A correlator, such as correlator
2306 (figure 22), can then provide equalizers 2506 with an estimate of the umber, amplituds, and phase of any multipaths
present, up to some maximum number. This is also known as the Channel Tmpulse Response (CIR). The maximum
number of multipaths is determined based on design criteria for a particular implementation. The more multipaths included
mthe CIR the more path diversity the receiver has and the more robust communication in the system will be. Path diversity is
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discussed alitflemore fully below.

If thesre is one equalizer 2506 per channel, the CIR is preferably provided directly to equalizers 2506 from the
correlator (not shown). If such a conrelator configuration is used, then equalizers 2506 can be run at a slow rate, but the overall
equalization process is relatively fast. For systems with a relatively small number of channels, such a configuration is
therefore preferable. The problem, however, is that there is large variances in the mimber of channels used in different types
of communication systems. For example, an outdoor system can have has many as 256 charnels. This would require 256
equalizers 2506, which would make the receiver design too complex and costly. Thus, for systems with a ot of channels, the
configuration illustrated in figure 25 is preferable. In receiver 2500, multiple channels share each equalizer 2506. For
example, each equalizer can be shared by 4 channels, e.g,, Ch1-Chd, Ch5-Ch8, efc., asillustrated in figure 25. In which case,
receiver 2500 preferably comprises a memory 2502 configured to store information amiving on each channel. Memory
2502 is preferably divided into sub-sections 2504, which are each configured to store information for a particular subset of
channels. Information for each channel in each subset is then altemately sent to the appropriate equalizer 2506, which
equalizes the information based on the CIR provided for that channel. In this case, each equalizer must anmuch faster than it
would if there was simply one equalizer per channel. For example, equalizers 2506 would need to run 4 or more times as fast
m order to effectively equalize 4 channels as opposed to 1. In addition, extra memory 2502 is required to buffer the channel
mformation. But overall, the complexity of receiver 2500 is reduced, because there are fewer equalizers. This should also
lower the overall cost to implement receiver 2500.

Preferably, memory 2502 and the number of channels that are sent to a particular equalizer is programmable. n
this way, receiver 2500 can be reconfigured for the most optimum operation for a given system. Thus, if receiver 2500 were
moved from an outdoor system to an indoor system with fewer channels, then receiver 2500 can preferably be reconfigured
so that there are fewer, even as few as 1, channel per equalizer. The rate at which equalizers 2506 are run is also preferably
progranmable such that equalizers 2506 can be rn at the optinum rate for the number of channels being equalized. In
addition, if each equalizer 2506 is equalizing multiple channels, then the CIR for those multiple paths must alternately be
provided to each equalizer 2506. Preferably, therefore, amemory (not shown) is also included to buffer the CIR information
for each channel. The appropriate CIR information is then sent to each equalizer fiom the CIR memory (not shown) when
the corresponding channel information is being equalized. The CIR memory (ot shown) is also preferably programmable
to ensure optimum operation regardless of what type of system receiver 2500 is operating in.

Retuming to the issue of path diversity, the number of paths used by equalizers 2506 must account for the delay
spread d; in the system. For example, if the system is an outdoor system operating in the 5 Giga Hertz (GHz) range, the
communication channel can comprise a bandwidth of 125 Mega Hertz (MHz), e.g, the channel can extend from 5.725
GHz 1o 5.85GHz. If'the channel is divided into 512 sub-chanmels with a roll-off factor 7 of .125, then each subchanmnel will
have a bandwidth of approximately 215 kilohertz. (KHz), which provides approximately a 4.6 microsecond symbol
duration. Since the worstease delay spread d; is 20 microseconds, the number of paths used by equalizers 2504 canbesetto a

maximum of 5. Thus, there would be a first path P1 at zero microseconds, a second path P2 at 4.6 microseconds, a third path
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P3 at 92 microseconds, a fourth path P4 at 13.8 microseconds, and fifth path P5 at 184 microseconds, which is close o the
delayspread d;, Inanother embodiment, a sixth path can be included so as to completely cover the delay spread d;; however,
20 microseconds is the worst case. In fact, a delay spread df; of 3 microseconds is a more typical value. In most instances,
therefore, the delay spread d; will actually be shorter and an extra path is not needed. Altematively, fewer sub-channels canbe
used, thus providing a larger symbol duration, instead of using an extra path. But again, this would typically not be needed.

As explained above, equalizers 2506 are preferably configurable so that they can be reconfigured for various
communication systems. Thus, for example, the number of paths used must be sufficient regardless of the type of
communication system. But this is also dependent on the number of sub-channels used. I, for example, receiver 2500 went
firom operating in the above described outdoor system to an indoor system, where the delay spread d is on the order of 1
microsecond, then receiver 2500 can preferably be reconfigured for 32 sub-channels and 5 paths, Assuming the same overall
bandwidth of 125 MHz, the bandwidth of each sub-channel is approximately 4 MHz and the symbol duration is
approximately 250 nanoseconds. Therefore, there will be a first path P1 at zero microseconds and subsequent paths P2 to PS5
at 250ns, 500ns, 750ns, and 1 microsecond, respectively. Thus, the delay spread ds should be covered for the indoor
environment. Again, the 1 microsecond delay spread d; is worst case so the 1 microsecond delay spread d; provided in the
above example will often be more than is actually required. This is preferable, however, for indoor systems, because it can
allow operation to extend outside of the inside environment, e.g, just outside the building in which the inside environment
operates. For campus style environments, where a user is likely to be traveling between buildings, this can be advantageous.
7. Sample Fmbodiment of a Wireless Communication device

Figure 25 illustrates an example embodiment of a wireless communication device in accordance with the systems
and methods described herein. Device 2600 is, for example, a portable communication device configured for operation in a
plurality of indoor and outdoor conmmumication systerms. Thus, device 2600 comprises an antenna 2602 for transmitting and
receiving wireless communication signals over a wireless commumication channel 2618, Duplexor 2604, or swiich, can be
mcluded so that transmitter 2606 and receiver 2608 can both use antenna 2602, while being isolated fiom each ofher.
Duplexors, or switches used for this purpose, are well known and will not be explained herein. Transmitter 2606 is a
configurable transmitter configured to implement the charmel access protocol described above. Thus, transmitter 2606 is
capable of transmitting and encoding a wideband communication signal comprising a plurality of sub-channels. Moreover,
transmitter 2606 is configured such that the various sub-components that comprise transmitter 2606 can be reconfigured, or
programmed, as descrbed in section 5. Similarly, receiver 2608 is configired to implement the channel access protocol
described above and is, therefore, also configured such that the various sub-components comprising receiver 2608 can be
reconfigured, or reprogrammed, as described in section 6. Transmitter 2606 and receiver 2608 are interfaced with processor
2610, which can comprise various processing, controller, and/or Digital Signal Processing (DSP) circuits. Processor 2610
contros the operation of device 2600 including encoding signals to be transmitted by transmitter 2606 and decoding signals
received by receiver 2608. Device 2610 can also include memory 2612, which can be configured to store operating

nstructions, e.g, fimware/software, used by processor 2610 to control the operation of device 2600. Processor 2610 is also
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preferably configured to reprogram transmitter 2606 and receiver 2608 via control interfaces 2614 and 2616, respectively, as
tequired by the wireless communication system in which device 2600 is operating, Thus, for example, device 2600 canbe
configured to periodically ascertain the availability is a prefened communication system. If the system is detected, then
processor 2610 can be configured to load the coresponding operating instruction from memory 2612 and reconfigure
transmitter 2606 and receiver 2608 for operation in the prefemed system.

For example, it may preferable for device 2600 to switch to an indoor wireless LAN if it is available. So device
2600 may be operating in a wircless WAN where no wireless LAN is availdble, while periodically searching for the
availability of an appropriate wireless LAN. Once the wireless LAN is defected, processor 2610 will load the operating
instructions, e.g, the appropriate protocol stack; for the wireless LAN environment and will reprogram transmitter 2606 and
receiver 2608 accordingly. In this manner, device 2600 can move fiom one type of communication system to another, while
maintaining superior performance. It should be noted that a base station configured in accordance with the systems and
methods herein will operate in a similar manner as device 2600; however, because the base station does not move from one
type of system to another, thete is generally no need to configure processor 2610 to reconfigure transmitter 2606 and receiver
2608 for operation in accordarice with the operating instruction for a different type of system. But processor 2610 can still be
configured to reconfigure, or reprogram the sub-components of transmitter 2606 and/or receiver 2608 as required by the
operating conditions within the system as reported by commumication devices in communication with the base station.
Moreover, such a base station can be configured in accordance with the systems and methods described hetein to implement
more than one mode of operation. In which case, controller 2610 can be configured to reprogram transmitter 2606 and
receiver 2608 to implement the appropriate mode of operation.

8. High data rate transmitter and receiver
Refenring now to FIGS. 2649, additional embodiments of the present invention are illustrated. The embodiments described
below may contain some of the features and fimctionality as described above.

The embodiments of the present invention discussed below employ ultra-wideband communication technology.
Refening to FIGS. 26 and 27, impulse type ulfra-wideband (UWB) commumication employs discrete pulses of
electromagnetic energy that are emitted at, for example, nanosecond or picosecond intervals (generally tens of picoseconds to
a few nanoseconds in duration). For this reason, ulfra-wideband is often called "impulse radio." That is, the UWB pulses
may be transmitted without modulation onto a sine wave, or a sinusoidal carrier, in contrast with conventional carier wave

communication technology. This type of UWB generally requites neither an assigned frequency nor a power amplifier.

An example of a conventional canier wave communication technology is illustrated in FIG. 26, JEEE 802.11aisa
wireless local area network (LAN) protocol, which transmits a sinusoidal radio frequency signal at a 5 GHz center
frequency, with aradio frequency spread of about 5 MHz. Asdefined herein, a cander wave is an electromagnetic wave of a
specified fiequency and amplitude that is emitted by a radio transmitter in order to canty information. The 802.11 protocolis
an example of a canier wave communication technology. The carrer wave comprises a substantially continuous sinusoidal
waveform having a specific namow radio frequency (5 MHz) that has a duration that may range from seconds to mimutes, In
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contrast, an ultra-wideband (UWB) pulse may have a 2.0 GHz center frequency, with a fiequency spread of approximately
4 GHz, as shownin FIG. 27, which illustrates two typical UWB pulses. FIG. 27 illustrates that the shorter the UWB pulsein
time, the broader the spread of its fiequency spectrum.  This is because bandwidth is inversely proportional to the time
duration of the pulse. A 600-picosecond UWB pulse can have about a 1.8 GHz center fiequency, with a frequency spread
of approximately 1.6 GHz and a 300-picosecond UWB pulse can have about a 3 GHz center frequency, with a frequency
spread of approximately 3.3 GHz. Thus, UWB pulses generally do not operate within a specific frequency, as shown in
FIG. 26. Either of the pulses shown in FIG. 27 may be frequency shifted, for example, by using heterodyning, to have
essentially the same bandwidth but centered at any desired frequency. And because UWB pulses are spread across an
extremely wide fiequency range, UWB commumication systems allow commumnications at very high data rates, such as 100
megabits per second or greater. Several different methods of ultra-wideband (UWB) communications have been proposed.
For wireless UWB communications in the United States, all of these methods nust meet the constraints recently established
by the Federal Communications Commission (FCC) in their Report and Order issued April 22, 2002 (ET Docket 98-153).
Currently, the FCC is allowing limited UWB commumications, but as UWB systems are deployed, and additional
experience with this new technology is gained, the FCC may revise its current limits and allow for expanded use of UWB
communication technology. The FCC April 22 Report and Order requires that UWB puilses, or signals occupy greater than
20% ftactional bandwidth or 500 megahertz, whichever is smaller. Fractional bandwidth is defined as 2 times the difference
between the high and low 10 dB cutoff frequencies divided by the sum of the high and low 10 dB cutoff fiequencies.
Specifically, the fractional bandwidth equation is:
Fractional Bandwidth = Z—fL—:—]i
S+ i

wheref is thehigh 10 dB cutoff frequency, and fis the low 10 dB cutoff frequency.

Stated differently, fractional bandwidth is the percentage of a signals center frequency that the signal occupies. For
example, a signal having a center fiequency of 10 MHz, and a bandwidth of 2 MHz (i.e,, fiom 9 to 11 MHz), has a 20%
fractional bandwidth. That is, center frequency, f=(f+£y2

FIG. 28 1llustrates the ulfra-wideband emission limits for indoor systems mandated by the April 22 Report and
Order. The Report and Order constrams UWB commumications to the frequency spectrum between 3.1 GHz and 106
GHz, with intentional emissions to not exceed -41.3 dBm/MHz The report and order also established emission Hmits for
hand held UWB systems, vehicular radar systems, medical imaging systems, surveillance systems, through-wall imaging
systems, ground penetrating radar and other UWB systems. Tt will be appreciated that the invention described herein may be
employed indoors, and/or outdoors, and may be fixed, and/or mobile, and may employ either a wireless or wire media for a
communication channel.

Generally, n the case of wireless communications, a muiltiplicity of UWB pulses, or signals may be transmitted at
relatively low power density (milliwatts per megahertz). However, an altemative UWB communication system, located
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outsidethe United States, may transmit at a higher power density. For example, UWB puilses or signals may be transmitted
between 30 dBm to-50 dBm.

UWB pulses, however, transmitted through many wite media will not interfere with wireless radio frequency
transmissions. Therefore, the power (sampled 2t a single fiequency) of UWB pulses transmitted though wire media may
range fiom about +30 dBm to about—140 dBm. The FCCs April 22 Report and Order does not apply to communications
through wiremedia.

Communication standards committees associated with the Tntemational Institute of Electrical and Flectronics
Engineers (IEEE) are considering a number of ultra-wideband (UWB) wireless communication methods that meet the
constraints established by the FCC. One UWB communication method may transmit UWB pulses that occupy 500 MHz
bands within the 7.5 GHz FCC allocation (fom 3.1 GHz to 10.6 GHz). In one embodiment of this communication
method, UWB pulses have about a 2-nanoseconid duration, which corresponds to about a 500 MEz bandwidth. The center
frequency of the UWB pulses can be varied to place them wherever desired within the 7.5 GHz allocation. Tn anofher
embodiment of this commuriication method, an Tnverse Fast Fourier Transform (IFFT) is performed on paralle] data to
produce 122 canriers, each approximately 4.125 Mz wide. In this embodiment, also known as Orthogonal Frequency
Division Multiplexing (OFDM), the resultant UWB pulse, or signal is approximately 506 MHz wide, and has
approximately 242-nanosecond duration, Ttmeets the FCC rules for UWB communications because it is an aggregation of
many relatively narrow band carmiers rather than because of the duration of each pulse.

Another UWB communication mefhod being evaluated by the IEEE standards commiittees comprises
umsmm&sqeteUWBpMﬂ]atmcupygteaHmmSOOhﬂ{zofﬁequmcyspecmm For example, in one
embodiment of this communication method, UWB pulse durations may vary from 2 nanoseconds, which occupies about
300 Mz, to about 133 picoseconds, which occupies about 7.5 GHz of bandwidth. That is, a single UWB pulse may
occupy substantially all of the entire allocation for communications (from 3.1 GHzto 106 GHz).

Yet another UWB communication method being evaluated by the IEEE standards committees comprises
transmitting & sequence of pulses that may be approximately 0.7 nanoseconds or less in duration, and at a chipping rate of
approximately 1.4 giga pulses per second. The pulses are modulated using a Direct-Sequence modulation technique, and is
called DS-UWB. Operation in two bands is contemplated, with one band is centered near 4 GEz with a 1.4 GHz wide
signal, while the second band is centered near 8 GHz, with a 2.8 GHz wide UWB signal. Operation may occur at either or
both of the UWB bands. Data rates between about 28 Megzbitsisecond to as much as 1,320 Megabits/second are
contemplated.

Another method of UWB communications comprises transmitting a modulated continuous carier wave where
the frequency occupied by the transmitted signal occupies more than the required 20 percent fractional bandwidth. Tn this
method the continuous cartier wave may be modulated in a time period that creates the frequency band occupancy. For
example, ifa4 GHz canrier is modulated using binary phase shift keying (BPSK) with data time periods of 750 picoseconds,
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the resultant signal may occupy 1.3 GHz of bandwidth around a center fiequency of 4 GHz. T this example, the factional
bandwidth s approximately 32.5%. This signal would be considered UWB under the FCC regulation discussed above.

Thus, described above are four different methods of ultra-wideband (UWB) communication. Tt will be
appreciated that the present invention may be employed by any of the above-described UWB methods, or ofhers yet to be
developed.

Refening now to FIG. 29, which illustrates a block diagram of a transmitter 5210 consistent with one embodiment
of thepresentinvention. In this embodiment data 5110 of interest may be provided to data interfice 5040. A mumber of data
interfaces 5040 are known in the art and can be used to practice the current invention. The data interfice 5040 may include
anindustry standard such as a Universal Serial Bus (USB) standard interfice, an IEEE 1394 standard intexface, a Peripheral
Component Interconnect standard (PCI), a Peripheral Component Tnterconnect Express (PCI-Express) standard, a
MILSPEC-1760 standard, and a MILSPEC-1553 standard. Norindustry standard interfaces may also be employed and
the present invention is not limited with respect o the type of data interface 5040 used. Data 51101s sent from datainterface
5040 to the Medium Access Controller (VIAC) 5030. The MAC 5030 performs a murmiber of fimctions on the data 5110 to
form aplurality of frames 5100.

Asillustrated in FIG. 31, a data frame 5100 comprises amedium access control header 5120, a data section 51 10,a
source ID, a destination ID), a rate field 5130, and in some embodiments may include a Cyclical Redundancy Check 5115
(CRC) appended to the end of the frame 5100. Referring back to FIG. 29, the data frames 5100 are then sent to a baseband
processor 5020, which performs amumiber of finctions (described below) and produces baseband frame 5050, illustrated in
FIG.33.

A “frame” as defined herein, whether a data frame 5100, a baseband frame 5050, or another type of "frame," may
include many different constructions and arangements. Generally, a "frame" usually consists of a representation of the
original data to be transmitted (generally comprising a specified numiber of bits, or binary digits), together with other bits that
may be used for emror detection or control. A "frame" may also include routing information, such as a source address, a
destination address, and other infommation. A "fiame" may be of different lengths, and contain variable amounts of data. T
will be appreciated that the construction of baseband frame 5050 and data frame 5100 may vary without exceeding the
scope of the present invention.

For example, additional bits in a "ftame" may be used for routing (possibly in the fom of an address field),
synchronization, overhead information not directly associated with the original data, a fiame check sequence, and a cyclic
redundancy check (CRC), among others. CRC is an emror detection algorithm that is known in the art of conmunications.
One embodiment of a CRC may be described as follows. Given a data section 5110 having bits of length “k”” the
transmitter 5210 generates an n-bit sequenice, known as the Frame Check Sequence (FCS) such that by appending the FCS
fo the data section 5110, the resulting data section 5110 has alength ketn. The FCS is calculated in such a way that when a
receiver divides the received resulting data section 5110 by a predetermined mumber there is no remainder. Tno remainderis
found the data section 5110 is assumed to be eror free.
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FIG. 33 illustrates the baseband frame 5050 produced by the baseband processor 5020. The baseband fiame 5050
comprises a physical layer header 5180, the medium access contro] header 5120 and a mimber of data packets 5200. Each
data packet 5200 includes a code block 5190, which is used by the receiver 5220 (shown in FIG. 34) for synchronization of
the packet 5200. Additionally, the baseband fiame 5050 may include the FCS used to decode the CRC as described above.
Physical layer header 5180 may comprise a number of synchronization code blocks 5190 which are used by the recetver
5220 to synchronize its timing reference to the timing reference of the transmiitter 5210.

Generally, synchronization is uised to obtain a fixed relationship among conesponding significant instants of two or
more signals. Put differently; synchronization (also known as fiame synchronization, fiame alignment, or framing) is used
by a receiver to lock onto an incoming fiame so that it may receive the data contained in the frame. Generally, the receiver
synchronizes ifs time base, or reference to the time base of the transmitier.

For example, a *frame synchronization pattem,” generally comprising a recuring pattem of bits, is transmitted that
enables the receiver to align its clock, or time reference with the transmiitter’s time reference (i.e., synchronization). Repetition
ofthe bit pattem helps ensure that the receiver will have an opportunity to ‘lock” in on the timing of the incoming signal.

Tn one embodiment of the present invention, the synchronization code blocks 5190 are comprised of 256 bit Golay
codes. In another embodiment, one or more of the Golay codes may be inverse Golay codes. It will be appreciated that other
types of synchronization codes, comprised of other bit sizes, may be employed by the present invention. One feafure of the
present invention is that upon reception of the synchronization sequence, the receiver may adjust its time bas, ifs frequency
base, and a setting of an automatic gain control amplifier (ot shown).

Retuming to FIG. 29, the baseband frame 5050 is then sent fiom the baseband processor 5020 to modulator 5420,
‘which contains a digital circuit 5080 and local oscillator 5090. Modulator 5420 performs modulation of the baseband frame
5050, which includes representations of individual data bits, info a transmission signal 5070. That is, the baseband processor
5020 outputs a signal comprised of high and low signal values, each having a time duration, or time base Ty, shown in FIG.
30, which represent the data comprising the baseband frame 5050.

The local oscillator 5090 generates a clock signal 5060 at a time base T, illustrated in FIG. 30. In one embodiment
of'the present invention local oscillator S090 may be a voltage controlled oscillator. As mentioned above, the signal values
representing the baseband frame 5050 are at a time base Tp. Using the clock signal 5060, the digital circuit SO80 modulates,
or changes the signal values representing the baseband frame 5050, In the illustrated embodiment, the type of modulation is
phasemodulation.

As shown in FIG. 30, the inverse of the clock signal time base T; is the center frequency of the transmission signal
5070. Thatis, 1/T; = center frequency. Tt will be appreciated that virtually any center fiequency can be employed by the
present invention. For example, the local oscillator 5090 may generate a clock signal 5060 with a time base T; of 250
picoseconds. In this example, the digital circuit 5080 produces a transmission signal 5070 that wotld be centered at 4 Giga-
Hertz (GHz), which is the inverse of 250 picoseconds. The mverse of the baseband frame 5050 signal values (time base To)

controls the amount of occupied bandwidth around the center frequency of the transmission signal 5070. In the above
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exampls, if the time base Ty of the baseband frame 5050 signal values is 750 picoseconds, the transmission signal would
occupy 1.3 GHz of bandwidth, around a 4 GHz center frequency. In this case the bandwidth (ie.,, amount of radio
frequency spectrum) occupied would extend from approximately 3.33 GHz to approximately 4.66 GHz. The fractional
bandwidth of this signal, calculated by the formula given above, would be approximately 33.25%. Thus, this transmission
signal 5070 would be considered UWB under the cunrent FCC definition because its fractional bandwidth exceeds 20%.

In another example, the clock signal 5060 time base T; may be approximately 133 picoseconds and the time base
To of the baseband frame 5050 signal values may be approximately 146 picoseconds. The transmission signal 5070 in this
case would have a center frequency of 6.85 GHz and the signal would occupy 7.5 GHz of bandwidth around the center
fiequency. In this example, the transmission signal 5070 would occupy the entire available UWB spectrum fiom 3.1 GHz
to 106 GHz. Itwould have a fractional bandwidth of approximately 110% and would be considered UWB. In yet another
example, a clock signal time base T of approximately 2 nanoseconds with a time base Ty of the baseband frame 5050 signal
values of approximately 5300 picoseconds yields a transmission signal 5070 that occupies 500 MHz of bandwidth located
around a center frequency of 3.35 GHz. The fractional bandwidth of this exemplary transmission signal 5070 is only
approximately 15%. While this signal does not meet the current UWB definition in tenms of fractional bandwidth, it is still
considered UWB since it occupies the required minimum of 500 MHz of bandwidth. In yet another example, a clock signal
5060 time base T may be approximately 100 picoseconds and the time base T, of the baseband frame 5050 signal values
may be 200 picoseconds. In this example, the transmission signal 5070 would occupy 10 GHz of bandwidth around a
center frequency of 5 GHz. The bandwidth occupied by this transmission signal 5070 would extend fiom Direct Current at
zero Hertz up to 10 GHz. This signal would occupy a fractional bandwidth of approximately 200%. Under the current
UWB definition this signal would be a UWB signal but under the current FCC regulations would not be allowed for
wireless transmission as a portion of the signal would be below the FCC mandated 3.1 GHz firequency boundary.

One feature of the present nvention is that by generating a clock signal at the desired center frequency used for.
transmission, the present invention does not need to employ a mixer to position the signal at the transmission frequency. As
discussed above, the present invention can generate a signal anywhere within (or outside of) the FCC mandated UWB radio
frequency band by using a high-speed clock signal at the desired frequency. This feature reduces the overall cost and
complexity of the device. In one embodiment, the high-speed clock is a 10.6 Giga-Hertz (GHz) clock, but it will be
appreciated that other clocks, such as 4 GHz, 8 GHz, 12 GHz, and others may be employed by the present invention.

Several embodiments of digital circuit 5080 are illustrated in FIGS. 32a, 32b, and 32¢. One feature of the digital
circuits 5080 discussed below is that they directly generate the transmission signal, without mixing, or up-converting the
signal to the radio frequency used for transmission.

Refenring to FIG. 324, the locally generated clock 5060 and the baseband frame 5050 signal values are the inputs to
an "exclusive or function or gate. Asisknown in the art, and shown in TABLE ], an "exclusive or'" (XOR) gate performs
the following fimetion:

TABLEI
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Input: Input: Output:
Signal values 5050 Clock 5060 Transmission Sienal 5070
0 0 0
0 1 1
1 0 1
1 1 0

Asillustrated in FIG. 30, during time periods where signal values, or baseband data 5050 has a "low* value, the
*high'" values in clock 5060 will cause the transmission signal 5070 to be *high." During time periods where the signal
values 5050 are "low," the "low" values will result in a "Jow" ir1 the transmission signal 5070. Put differently, during "low"
signal value 5050 time periods To, the transmission signal 5070 mirrors the clock 5060. During time periods Tywhere sighal
values 5050 have a "high!" value, the *high" values in clock 5060 result in "low" values in the transmission signal 5070.
Additionally during "high" signal value 5050 time periods, the "low"" clock 5060 values result in a "high"" transmission signal
5070. Tn other words, during "high'" signal values 5050 time periods, the inverse of clock 5060 becomes the transmission
signal 5070. Tnthis manner the signal values 5050 modulate the phase of the transmission signal 5070.

In an altemate embodiment of digital circuit 5080, illustrated in FIG. 32b, signal values 5050 and clock 5060 are
inputs into an "and" gate. Additionally, the inverse of clock 5060 and signal values 5050 are inputs info another "and" gate.
Combiner 5160 may then passively combine the outputs of the two "and" gates, or fimctions. Asis known in the art, and
shownin TABLE T, an "and" gate performs the following logical finction:

TABLEII
Input: Input: Qutput:
Signal values 5050 Clock 5060 Transmission Signal 5070
0 0 0
0 1 0
1 0 0
1 1 1

In a like manner, and as lustrated in FIG. 38, during time periods Ty whete the signal values 5050 are high, the
output of the "and" gate 5150a follows the clock 5060. When the signal values 5050 are low, the output of "and" gate 5150
1s “low”. The inverse of signal values 5050 and the inverse of clock 5060 are inputs to "and" gate 5150b. During time
periods where the signal values S050 are low, the inverse of signal values are "high." During this time period the transmission
signal 5070 becomes the inverse of the clock 5060. The two outputs fiom "and" gates 5150a and 5150b may then be
combined by combiner 5160 to produce transmission signal 5070. Tn like manner to the "exclusive or implementation
described above, the phase of fhe clock 5060 is modulated by the signal values 5050 to become transmission signal 5070. &
should be nofed that the transmission signal 5070 generated by the embodiment in FIG. 32a has an inverse phase
relationship to the transmission signal generated by the embodiment shown in FIG 32b. Fither circuit may be modified by
onewithskill in the art to produce the other signal.
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Yet another embodiment of digital circuit 5080 is illustrated in FIG. 32c. This embodiment can produce either of
the transmission signals 5070 shown in FIG. 30 and FIG. 38, by reversing the nputs of clock 5060 and ifs inverse. In this
embodiment, a 2:1 multiplexer 5170 is used to generate a transmission signal 5070. The clock 5060 and its inverse are
connected to the multiplexer 5170, The signal values 5050 fiom the baseband frame are connected to the control S, When
the signal value 5050 has a low value, the signal present at input 0, clock 5060, is passed to the output transmission signal
3070. When the signal value 5050 has a “high” value, the signal present af input 1, inverse clock 5060, is passed to the
output. Jnthis manner, the clock 5060 is phase modulated by signal values 5050 to produuce transmission signal 5070.

Many spread spectrum communications technologies are known in the art of communications. Generally, data to
be transmitted is multiplied by a chipping code, where the time period of the code s refemred o as a chip, or chip duration.
The chipping code usually has a shorter duration time period than the signal value used to represent the data. Stated
otherwise, the chip diation is usually shorter than the data symbol, or signal value duration. The resulting signal is a signal
that occupies the bandiwith of the chipping signal and carries the data signal. 'This bandwidth can be expressed as the inverse
of the chip duration. The ratio of chips per data symbol is commonly referred to as the spreading factor. The process of
multiplying the data signal by the chipping code is generally referved to as spreading the signal. Tn like manner, the process in
a receiver of recovering the data signal from a spread signal may be refered to as de-spreading. Tn conventional spread
specirum commurications systerns, the spread signal is then multiplied by a carrier wave to place the signal at the radio
frequency used for transmission. In some commumication systems, orthogonal codes are used to enable a multiple access
scheme, where muliple users can communicate simultaneously

The spreading factor infroduces generally unwanted ovethead into 2 conmmunications system. For example, a data
symbol could be transmitted without spreading, Tn this case, a spreading factor of 1 is employed, implying the data has not
been spread. When using a spreading factor of 256 the same data symmibol would be 256 times larger than the same symbol
using a spreading factor of 1. Forexample, i spreading factor of 1 s used to send 1 bitofdata, then 1 bit is transmitted. Ifa
spreading factor of 256 is employed, then 256 bits are used to transmit 1 bit of data, So, as the spreading factor increases, the
amount of data transmitted decreases.

Oneadvanlageofs;areadﬁgﬂxesigaalmdﬁachimhgcodeisﬁ)atareceivamayusememﬁrechippmgcodeto
recover the signal. This process is commonly referred to as processing gain. Processing gain, expressed in dB, assists the
receiver in detection of the signal, which increases commumication reliability. Another advantage of spreading with a
chipping code, is that when orthogonal codes are employed in different networks, the users in one netwark will riot interoept
the signals ofthe users in other networks.

In one embodiment of the present invention, the transmission signal 5070 is spread by a chipping code or code
block 5190, shown in FIG. 33. In one embodiment, portions of the transmission signal 5070 have a different spreading
factor. For exanple, the physical layer header 5180 may have a spreading factor of 256 where the medium access control
header 5120 may have a spreading factor of 64. Ta another embodiment of the present invention, the packets 5200 may have
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a spreading factor that is dynamically confrolled by the medium access controller 5030 that inserts the chosen spreading
factorin rate field 5130 of the medium access confrol header 5120.

Tn this fashion, the spreading factor may be dynamically adjusted to accommodate a changing communication
environment, For example, if the distance the transmission signal 5070 must travel increases, the spreading factor may also
increase, so that a receiver can recover the signal. Or, in a communication environment that is conducive to multipath, the
spreading factor may also be increased.  Altematively, when the communication environment is favorsble to
commumnications, the spreading factor may be reduced, thereby increasing therate at which data is transmitted.

" Refningnowto FIG. 35, which illustrates some firctions perfomed by baseband processor 5020, Frarmes 5100
are eceived fiom the medium access controller 5030 by the baseband processor 5020. The rate field 5130 in the medium
access control header 5120 is evaluated to determine the data rate for the packets 5200. Based on the rate field 5130, FEC
encoder 5300 applies a FEC (forward eror comection, discussed below) encoding level to the data frame 5100. For
example, in one embodiment shown in TABLE III, the baseband processor 5020 uses the rate field 5130 to set the FEC
encoding and/or the spreading factor. Xwill be appreciated that different spreading factors, and/or FEC encoding levels may
beemployed by the present invention.

TABLE I
Rate Field 5130 FECEncoding Spreading
Value Level Factor
0 1 1
1 3/4 1
2 122 1
3 1 2
4 3/4 2
5 12 2
6 1 4
7 3/4 4
8 12 4
9 1 8
10 3/4 8
11 12 8
12 1 16
13 3/4 16
14 12 16
15 1 32
16 3/4 32
17 12 2
18 1 64
19 3/4 64
20 12 64
21 1 128
22 3/4 128
23 12 128
24 1 256
25 3/4 256
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[ 26 | 12 | 256 |

Encoding for Forward Emor Comrection (FEC) is a process by which redundancy is added to the data to be
transmitted. With the additional redundancy the receiver may then attempt to detect and conrect erors in the received data.
An initial step in a FEC algorithm is to encode the data with additional bits. There are a number of FEC encoding
algorithms. Of significant importance in communications are block codes and convolutional codes. Both types of encoding
algonithims trensform the original data set into a coded sequence of larger size. This increased size can yield a decrease in
performance of information throughput for a particular data rate but may enable a more robust communication fink. Tn
convolutional encoding the coded sequence depends not only on the current data bits being encoded but also on one or more
previous data bits. In convolutional coding the encoding is performed on a continuous basis. Tn block encoding a distinct
block of data bits is encoded by a code. The FEC encoding level, otherwise known as the coding efficiency is aratio of the
original data to the encoded data. In other words, a FEC encoding level of ¥4 implies a 50% overhead or redundancy has
been added to the data (50% more bits). Likewise, a % FEC encoding level includes a 25% ovethead. A FEC encoding
level of 1 means that no additional bits have been added to the data. Other encoding rates are known in the art of
communications and may be used. Those encoding levels include 1/8" rate encoding, ¥4 rate encoding, 3/8" rate encoding
Vs tate encoding, 5/8" rate encoding, 7/8" rate encoding, and ¥ rate encoding.

Refening again to FIG. 35, after the FEC encoder 5300 has encoded the data, the data is then passed on to the
interleaver 5310. Interleaving is a process by which the order of the bits to be transmitted is changed. One purpose of
interleaving bits or a block of bits is to improve a communications systems' noise immunity, For example, if bifs from
different portions of the data frame 5100 are interleaved, ormixed into a packet 5200 and that packet is comupted by noise, or
other factors during transmission, the impact of the corrupted packet is distributed across multiple areas of the data. This
reduces the number of potential errors in any contiguous block of data, thereby increasing the probability thet a receiver can
correct the cormupted data.

Affer the data is been interleaved, the data is forwarded to scrambler 5320. Scrambling the data reduces the
probability of having long strings of similar data bits. Long strings of similar data bits may alter the distribution of transmitted
power, known as the Power Spectral Density (PSD), within the spectrum. In many cases it is advantageous to have the
effect of the data on the PSD be minimal. Tn those instances the effect of data should be random, or white, within the
spectrum. A number of scrambling algorithms are known in the art and may be used to practice this enbodiment of the
invention.

The datais then sent to the spreader 5430. Depending on the information in the rate field 5130 a spreading factoris
applied to the data. Asdiscussed above, the spreading factor may change based on the contents of the rate field 5130.

The spread data is then sent to the packetizer 5340 where it is broken into discrete blocks appropriate for each
packet 5200. The synchronization generator 5350 generates synchronization code blocks 5190 for each packet. The header
generator 5330 generates and forms the physical layer header 5180. The physical layer header 5180 is then appended onfo
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the medium access control header 5120. A completed baseband frame 5050 is then forwarded to the modulator 5420. T
will be appreciated that the data processing order described above may be changed, and that ofher processing steps may be
added or subtracted.

An exemplary receiver 5220 is depicted in FIG. 34. In one embodiment, an RF signal is received fiom the
communication media (wire or wireless) by the RF fiont end 5010. The RF fiont end 5010 sends the received signal to an
analog-fo-digital converter (ADC) 5230. The ADC 5230 may be a 1-bit ADC, a2-bit ADC, a 3-bit ADC, a4-bit ADC, a
5bit ADC, a 6bit ADC, a 7-bit ADC or an 8bit ADC. Other bit densities for ADCs are known in the art of
communications and may be used to practice the invention. Additionally, anumber of ADC architectures are known in the
art and may be used to practice the invention but will not be discussed here. Tn one embodiment of the present invention
ADC 5230 s a 1-bit sigma delta ADC. In this embodiment, ADC 5230 samples the RF signal and creates a serial data
signal. The serial data signal is sent to baseband processor 5020 which converts, or reassemibles the packets 5200 fiom the
serial data signal info data frames 5110 which are sent to the medium access controfler 5030, The medium access controller
converts the data frames 5110 into data 5100, which is sent to a data interface 5040, Data interfice 5040 may comprise
number of different data interfaces as described above.

RF fiont end 5010 may comprise a number of components including one or more antennas for communications
inawireless media, or coupling circuits for communication using wire media. The baseband processor 5020, as fllustrated in
FIG. 36, may comprise a poly-phase filter 5240, a de-spreader 5250, a channel impulse response detector 5260, a channel
maiched filter 5410, a de-scrambler 5270, a de-intedeaver 5280 and a FEC decoder 5290.

In one embodiment RF front end 5010 may comprise two or more receive antennas (not shown). In this
embodiment the receive antennas are separated by a physical distance from each other that approximates at least one
wavelength of the center frequency of the signal the receiver is designed to receive. The wavelengfh is calculated by dividing
the speed of light by the frequency. For example, a communication signal with a4 GHz center frequency has a wavelength
of approximately 7.5 cm. By separating multiple receive antennas by this distance, the receiver has a beiter chance of
determining which received signal is a direct path signal and which is a multi-path signal. Additionally, the multiple receive
antennas provide additional energy collection which may be used to detect the communication signal.

Two embodiments of poly-phase filter 5240 are illustrated in FIGS. 37 and 38. One fimction of fhe poly-phase
filter 5240is to down-convert the serial data signal info two lower frequency signals. The two signals are commonly referred
to as In-phase (1) and Quadrature (Q). This conversion is acconplished by multiplying the serial data signal by a complex
sinusoid. Since the serial data signalis discrete (having been sampled) the complext sinusoid is discrete samples of a sinusoid.
The real and imaginary parts of a. complex sinusoid may be calculated and stored in a Jook-up table 5400, The serial data
signal is split ino two parallel signals by serial to parallel converter 5360. Serial to paralle] converter 5360 merely outputs
altemate samples orito each output. Multipliers 5370 multiply the samples by real and imaginary coefficients that represent
the complex sinusoid. Tn the embodiment illustrated in FIG. 37, the resultant product signals are filtered by filters 5380. In

one embodiment, filters 5380 are low-pass finite impulse response (FIR) filters. FIR filters are known in the art of signal
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processing and will not be discussed herein. T will be appreciated that other types of filters may be employed by the present
mvention. Decimators 5390 then decimate the filtered signals. Decimation is a process by which a number of samples are
discarded. Inthe embodiment illustrated in FIG. 38, decimation occurs prior o filtering the signals.

Retuming to FIG. 36, the poly-phase filter sends the resultant signal to the de-spreader 5250. The process of de-
spreading the signal involves correlating the signal with a synchronization code block. Ifthe received signal contains the
same, or an inverse of the synchronization code block, the de-spreader finds a strong conrelation, either positive or negative.
"The synchronization code block may then be removed and replaced by a value. The de-spreader 5250 then sends the signal
to the channel impulse response detector 5260 and the channel matched filter 5410.

One feature of the present invention is that it provides an adaptive matched filter system that can rapidly adjust to
changing communication conditions. A wireless communication channel is generally characterized as a multipath fading
channel, which includes multipath signals that cause intersymbol interference. A conventional matched filter includes an
estimated model of the communication channel, which is used to aid the matched filter in obtaining the strongest possible
signal. However, when the estimated model does not accurately reflect the actuial commumication channel, the signal may
be poorly recovered leading to a poor signal-to-noise ratio (SNR). A degraded SNR may result in an increased bit-enor-rate
(BER), ormayreduce the effective range of the communication system.

In the present invention, a channel impulse response detector 5260 is employed to provide a real-time analysis of
the actwal communication channel to the channel matched filter 5410. During the detection of the physical layer header
5180, the channe] impulse response detector 5260 measures the communication channel impulse response by “listening”” for
correlations af a number of time periods. Generally, the impulse response is defected from the time period in which strong
conelations are found with the codes contained within the physical layer header 5180 and code blocks 5190 (in packets
5200). A number of codes are known in the art, but exemplary codes may include Golay, Walsh and perfect code
sequiences.

Inthe presence of multipath signal components, the de-spreader 5250 may correlate on delayed or muttipath copies
of the infended signal. Because of different propagation path lengths, multipath copies may show up at the receiver 5220 ata
different time period than the tended signal. Tn this sitvation, the channel impulse response detector 5260 provides the time
of anrival and strength of the multipath copies to the channel matched filter 5410. The channel matched filter 5410 may then
sum the received energy within the multipath copies to provide a stronger signal strength.  In this way, the actual
communication charmel characteristics are determined and used fo obtain the strongest possible signal.

Refemring to FIG. 36, the channel matched filter 5410 may also include an equalization capability, or finction.
Generally, the goal of equalization is to provide as accurate an estimate of the original data as possible. This "estimated” data
can then be forwarded to subsequent processing blocks, such as the forward emor correction (FEC) decoder 5290. One
fimetion of the FEC is to detect and correct emrors in the estimated data. ¥ enrors are detected, various remedial measures are
performed. Thesemeasures will be discussed below in connection with the FEC decoder 5290.

"The channel matched filter 5410 includes a simplified decision feedback equalization (DFE) fimction.
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The multipath copies of previous signals may anive at a time when receiver 5220 is processing a current signal. In this case
the received signal may be made up of the infended signal and a mumber of multipath copies of previous signals. For
example, the data signal may comprise the sum of 2 or more autocorrelation fimctions. In one case, the data signal may
comprise the sum of 64 autocorrelation finctions, or altematively, the data signal may comprise the sum of 32, 128 or other
suns of autoconrelation fimctions. As aresult:

Zy=(Aox &)+ (Aa X dha) + (Ao X ) H(Ar* X drat) +(Ag* X ) O

‘Where: Al* and A2* are the complex conjugates of Al and A2. In this example the last four terms in equation (9) are what is
known as Inter Symbol Interference (ISI) or Inter Chip Interference (ICT). In some cases where the symibol is substantially
longer than the chip duration the interference may be intra-symbol. The first term is the data. So, in this exaple, a current data
sample, or decision, actually depends on the current sample as well as two past samples and two future samples. Obtaining
the two past samples should not drive the complexity of the equalizer; however, obtaining two fisture sanmples does increase
complexity. Accordingly, in one embodiment of equalizer of the present nvention, the two fiture samples are ignored. In
this embodiment, a "hard" estimation is employed. This is in contrast with most conventional equalizers, which often
depend on "soft" decisions. The output fiom the hard decision is uised to obtan the past two samples, which are multiplied by
the associated amplitude factors Al and A2 and combined. As showninFIG. 40, the Al and A2 and other amplitude factors
are represented by giy, The coefficients giy, are defermined fiom the channel estimations. In one embodiment, the
amplitude factors are supplied to the channel matched filter 5410 from the channel impulse response detector 5260 during
processing of the physical layer header 5180 and during the processing of each packet 5200. Thus, the DFE converts the
following: Zp=(A0xd0)+(Alxd)+(A2xd2) (10)

‘Whichbecomes: Zy-[(Alx dl)+(A2xd2)|=(A0x d0) a1y

The output of the DFE can then be passed onward for finther processing. A general implementation of DFE is an iterative
process that significantty reduces the ISI or ICL Further, the DFE may include a parity check, or the like, in order to detect
enors. Ifthere are no emrors, then there isno reason to feedback the data and perform the iteration.

As shown in FIG. 36, in one embodiment, the channel matched fitter 5410 then sends the signal to de-scrambler
5270. In an embodiment where the transmitter 5210 scrambled the data, de-scrambler 5270 de-scrambles the data. The de-
scrambler sends the de-scrambled data to the de-intedeaver 5280. In an embodiment where transmitter 5210 interleaved the
data, de-interleaver 280 de-interleaves the data. FEC decoder 5290 detects and corrects enrors in the recovered data 5110. A
number of decoding algorithms areknown in the art and may be used to practice the invention. In one embodiment the FEC
decoding algorithm is a low density parity check (LDPC) algorithm.

There are a number of error control methods known in the art of commumications. Generally speaking, emror
control comprises two methods, error defection and error correction. Inmost error detection algotithims, the received datais
merely checked for emor. If errors are found, the transmitter may be notified and the data may be retransmitted. Tn error
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conrection algorithms, the receiver attempts to correct detected errors. In one class of algorithms, known as Forward Bror
Conrection (FEC), extra bits are transmitted with the data that can be used by the receiver to detect and correct errors in the
data that was received. Depending on the implementation, the receiver can then ask that the data be re-sent if oo many errors
are defected. Accordingly, as can be seenin FIG. 41, an FEC encoder 3202 adds bits to an input data stream 3204 to create
an output data stream 3206 that necessarily requires a higher data rate due to the added bits. In the example of figure 32, FEC
encoder 3202 is a %2 rate FEC encodex, which means that for every input bit o, FEC encoder 3202 adds a bit that can be
used to detect errors when data stream 3206 is decoded. As discussed above other rate encoders, such as full rate, or ¥ rate
encoders may be employed by the present invention. Thus, in the case of a ¥4 rate FEC encoder, data rate of output 3206 is
twice that of input 3204. Data stream 3206 can then be modulated and transmitted to a receiver. In the receiver, an FEC
decoder 3208 can be used to remove the extra bits and detect emrors in the original data. Thus, FEC decoder 3208 should
maich FEC encoder 3202, i.e,, FEC decoder 3208 should be a 1/2 rate FEC decoder, in the above example.

A problem with conventional FEC encoders and decoders is that the data rates can be too high for conventional
technology. This can be especially true, for example, in an ultra-wideband application, where the data rates can be extremely
high. Oneway to overcome this problem in accordance with the systems and methods described herein is illustrated in FIG.
42, which depicts aportion of a transmitter chain 3300. T the example of figure 33, a data stream 3302, with a datarate (R) is
first split into a plurality of paralle] data streams 3306 in sexial to parallel converter 3304, each with a lower data rate (R/n)
wheren is thenumber of paralle] data streams 3306. The paralle] data streams 3306 can then be encoded using a phurality of
FEC encoders. Here two encoders 3308 and 3310 are illustrated. Thus, each of FEC encoders 3308 and 3310 can,
depending on the inplementation, encode half as much data and operate at a lower speed than required in a conventional
system. More generally, FEC encoders 3308 and 3310 can be configured to assist each other with FEC encoding and
reduce the overall load on each FEC encoder in the system. This, of course, requires some coordination, or message passing,
between the two FEC encodess.

The outputs of FEC encoders 3308 and 3310 can then, for example, be passed through paralle] to serial converters
3312 and 3314 and combined via combiner 3316 into a single data stream with FEC encoding, The single data stream can
then be optional filtered and/or pulse shaped before being modulated an transmitted, e.g,, via optional block 3318,

In another example embodiment, of an FEC encoder configured in accordance with the systems and methods
described herein, a code word is generated fiom an input data word by adding parity bits to the data word as illustrated in
FIG. 43. In this example embodiment, FEC encoder 3402, referred to as a Low Density Parity Check (LDPC) encoder,
takes data word 3404 and generates output code word 3406. As can be seen, the data word and code word are illustrated in
matrix form. Thus, forexample, the data word is amatrix comprising py, + dicrows and 1 colunmm.

LDPCis an exror correction algorifhm where the data to be sent is encoded by a generator matrix and decoded bya
parity matrix. Derivation of the two matrices is seen below in equation 12. The FEC encoder 3402, a"K" length block of

data gmisnnﬂﬁpﬁedbyﬂlegmeratormatix Gk Which produces a "N" length block € ng where N> K. The
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additional length is attributed to the overhead described above. The parity mairix may represent a connection of two types of
nodesinthe decoder. Thelocations of 1°sin the matrix represent the connection of the two types of nodes.

The decoding of the block on receipt is usually an iterative process by which the first type of node may calculate
information related to the probability of the bit under consideration beinga 1 ora 0. In some cases this probability may be
expressed as a “log likelihood ratio” or mathematically:

Pr(c, = 0] y)}

1= 1“[ Pr(c, =1] 7)

where Inis the natural log, the numerator is the probability that the bit ¢; is a zero and the denominator is the probability it is a
1. This mformation is passed to the other type of nodes specified by the parity check marix, who perform a similar
calculation based on the infommation received from each of the first type of node. The second type of node then sends its
calculation to each of the first type of nodes it is connected to. This process continues until it is stopped or reaches some figure
of ment in its result. Since each node is connected to a number of nodes of the other type, each iteration improves the
probability calculation at each node.

In one embodiment of an LDPC 3402, the code word can be generated using a generator matrix as illustrated by
the following equation: Cnt = G * d k1 (1)
where: Gugxi is the Generator Matrix; N= M + k; R=kN; andif R="5, thenM =k

The generator matrix can, in tum, be generated fiom an identify matrix and aperity check mafrix as illustrated in the
following equation: G=[I; P] (12)
where: [=theidentity matrix; and P=the parity matrix.

Altematively, a parity matrix H can be used to generate the code word C according to the following:

Huad * Caxt = Oma (13

The parity matrix A can then be defined as: Hypey = [H vt HPwixc] 14
Accordingly, and dropping the subscripts for simplicity:

[HH* H =0,0r (15)

H* PYy+H* d)=0 (16)

The goal now istosolve for P ,since d isknown, ie, itistheinput data. To facilitate finding P in one embodiment, B is
configured as a dual diagonal matrix with A/ rows and M colmmns. Dual diagonal matrices are well known and will notbe
described here; however and exemplary one is illustrated by the following:
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1 1.0 0 .. 0]

0110 ..0

0011 ..0
H= 1
000 1 . a7

1

0 0 0 .. 0 1]

Further, HC can, depending on the embodiment, be formed from a matrix of matrices. In one embodiment, this
matrix of matrices is itself block cyclic. For example, in one embodiment, 4 matrices 4, B, Cand D can be used as in the
following:

4 B C D
B C D 4

HBP= (18)
C D 4 B
D 4 B C

Here, each of the matrices 4, B, C, and-D will have &4 rows and 44 columns. Thus, an encoder and decoder
configured in accordance with the systems and methods described herein can be optimized for a dual diagonal HY and a
block cyclic HY, as explained below. Many methods can be used to generate matrices 4, B, C, and D consistent with the
systems and methods described herein. One examplemefhod, however, will be described in the following paragraphs. This
example method will assume, for the time being, that & = 16 and therefore #4 = 4. Then an identity matxix 7 can be used,
such as the following;

1 0 00
0100

I= 19
0 010 )
0 0 01

Each of matrices 4, B, C, and D can then be generated from this identity matrix Z. For example, a penmutation
vector, in this example of fength 4, can then be used to generate 4. Of course, other methods for generating matrices 4, B, C,
and D can be used cousistently with the systems and methods described herein. Thus, the matrix A can, e.g, have the
followng form, once an appropriate permutation vector is used to modify identity matrix I:

20)

- o O O
o O O

O O = O
o = O O

Basically, as can be seen, a pemmutation vector can be used to shift the positions of the 1's inidentity matrix I Tnone
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embodiment, a single permutation matrix can be required. Once the first matrix 4 is generated using the single pemmutation
vector, then the other matrices B, C, and D can be generated by shifting matrix A. For example, in ane embodirment, each
subsequent matrices B, C, and D is generated by shifling the previous matri, starting with.4, by 90°. Thus, B would be as
follows:

@y

S O O =
= O O O
S O = O
S = O O

But as can be seen, in the example embodiment for generating matrices A, B, C, and D described above, eachrow
has only asingle 1. In one embodiment, Galois Field algebra (GF(2)) can be used to define the following equations foruse in

solvingfor P :

1+1=0;

1-1=0;

1+0=1;

0+1=1;

0+1=1;and

0-1=-1=1 22)

"Thus, even results are equal to 0, while odd results are equal to 1. Now retuming to the equation at issue:

H* P)+E* d)=0 @)
This can be rewritten as: (H' * P)=-(H"* d) (24)
Butusing the equations (22), -1 =1, therefore: (' * P )=(H"* d ) @5)
In one embodiment, the following equation canbeused: (H>* d )=1i 26)
Accordingly: (5 * P )=1i @7

Equation (27) can be implemented effectivelyif 7 can be generated efficiently. Jn one embodiment, based on the
examples above, ifk=6, then # canbe determined as follows:
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11 0 0 0 0] [p] [us]
01 10 0 Of |py U,
001100*103:1,53 o8)
00011 0| |p, U,
00001 1| |p u,
(00 0 0 0 1] |py| |[#]
This will result in the following equations:
Po =Uq;
Dy Do =y
Pyt Py =y, (29)
D3+ Dy =y,
Dy TPy =Uy;
Ps + P, =Us;
The equations of (29) define the following general equation: p, =u, — p, (30)

"This equation then suggests a configuration for an TDPC encoder 3402, such as that illustrated in FIG. 44. Ascan
bescen, the 7 values are fod info Exclusive-OR (XOR) 3502, the output of which is fed through a delay 3504 and back to
the other input of XOR 3502. A remaining issue, however, is the generation of the # terms. Tn other words, the equation
(f * P)=17 asimplemented by block 3506 should also be done in the most efficient manner possible. In the example
above, HP was partitioned in 4s, therefore o should also be partitioned by 4 asillustrated in the following;

£

@D

!
i

ESWERSWER W
[+°]

(9]

WO U
S W W NI
T oan O
AR O
b&.

The above equation can be implemented efficiently, for example, using a circuit such as the example cirouit
llustrated in FIG. 45. The circuit of FIG. 45 is generalized for the sitvation where & = 128; however, it will be appreciated
that the example embodiments described herein are ot limited to any particular lengfbs or configurations. As can be seen,
the cirouit of FIG. 45 uses a bark of cyclic shift registers 3606 to implement o . The outputs of shift registers 3606 can then
be passed to aplurality XORs 3602 as shown. Thus, XORs 3602 collect the appropriate outputs from shiff registers 3606 in
order to generate the # tenms. But since it is known, in the examples above, that the output of each cyclic shiff regjster will
onlyhave one 1, dueto the fact that 4, B, G and D have only one 1 in each row, the outpufs of cyclic shift registers 3606 can
be reamranged and fixed so that, e.g, the first outputs of each go to the first XOR 3602, the second outputs go to the second
XOR 3602, efc. Accordingly, efficient fixed connections 3608 can be used to reduce the complexity of LDPC 3402. The #
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terms can then be regjstered and fed to XOR 3502 as illustrated. Accordingly, if everything is segmented by 4's as illustrated
in the above examples, then the cyclic shift registers 3606 can be shifted k/4 times. On each clock cycle, /4 of the solution
would be generated, such that it takes k/4 cycles to get the entire solution. This can result in a highly paralle] encoder, such as
that Hustrated in figure 36, for high-speed operation. The result can also be a low cost encoder, because the hardware can be
reduced to 1/4th that required by conventional circuits through the reuse of the components. The IDPC encoder of FIG. 44
can, therefore, be used to generate code word C, which can be modulated and transmitted. But the receiver will receive C
conupted by noise as illustrated in the following:

X= (1 ~-2C )+ (noise) (32)

The job of the decoder is then to extract d fiom the signal represented by equation 32. Tn one embodiment, this

can be accomplished by making soft decisions as to the value of ¥ and combining it with hard decisions related to the sign
% suchthat d can then be accurately determined. The soft decisions can be based on amultilevel possibility. For example,
1f'4 bits are used in 2°s complement, then you can have up to 16 levels. Tn one embodiment, the levels can, for example, be
from -8 to 7. Altematively, using offset 2’s complement, the levels can be fiom -7.5 to 7.5. An advantage of the later is that
the levels are not biased, e.g, toward the negative. An advantage of the former, however, is that it includes the level 0. Of
course, any level scheme can be used as long as it allows for accurate detenminations of .
The levels can be used to detenmine the probabilities of the value of % and ultimately d . For example, if the level
determined for X is7 or 7.5, then the decoder can be configured to see this as a high probability that the value s 1. Ithelevel
is-8 or-7.5, then this can be seen as ahigh probability that the value is -1. Parity check equations can then be generated from
the following:

1100 .0 o
X
0110 . 0l[4a B C D 0
X.
0011 . 0/|B CD !
* A*x, (33)
000 1 . C D A B 2
1/|D 4 B C
xn-—l
00 0 .. 0 1] SRR

This will produce a set of parity equations in which, based on the examples above, there will be 6 terms, except in
the last ane, because there is exactly one 1 in each row of 4, B, C and D, The first of these parity equations would then, e.g,
look like the following, based on the above examples:

So =Xy +x +x, X%, +x, + X, (34

Then, if S;=-1, then the operation canbe viewed as passing. If; on the other hand, itis -1, then it can be viewed as
afailure, A parity node processor 3702 can be used to implement equation 34, as illustrated by the example embodiment
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depicted in FIG. 46. Message passing algorithms can be used to allow each such node 3702 tomake final estimations. FIG.
48 is a diagram 1llustrating and example embodiment in which a plurality of parity node processors 3702 are configured in
accordance with the systems and methods described herein. Thus, each node 3702 receives information as to what the
valuesXo, Xy, . .. Xnare believed o be. A givennode 3702 can then process this information and produce estimates as to what
thenode believes the output of the other nodes should be and feed this information back in such amanner that the subsequent
input to the other nodes is modified. T should be noted, therefore, that in such an embodiment, a node does not produce
information to be fedback to its own input related to what it believes its own output should be. This is ltustrated in FIG. 47 for
asingle node processor at time =0, As can be seen, information for each bit is provided to node 3702, which processes the
information and produces information related to what it determines each bit should be. These inputs and outputs can be
referred to as edges (£). Each output edge is fodback to the relevant input bit. The node processors 3702 will, therefore,
comprise storage to store the information being fed to it and processed as required. As a result, both storage and routing
ovetheads can become excessive. For example, when information related to bit xo is £ad to node S, the information fiom
each other node related to x, is also added info the information provided to sp. This is illustrated by the following:  xo +
E" (51> x0) + E™(S2 > x0) + . .. 35)

Again, asmentioned above, in this embodiment, the edge produce by node Sy is not fed back to bit xq.

FIG. 49 is a diagram illustrating an example decoder 4000 that can be configured to reduce storage and routing
ovethead in accordance with one embodiment of the systems and methods described herein. The basic premise behind
decoder 4000 1s that all the edges produced form parity node processor 4002 can be added and then the last edge for each
node, produced by that node, can be subtracted out. Thus, on the right hand side of FIG. 49, a given row can be updated for
all edges and then shifted in shift registers 4004. The appropriate edge can then be subtracted out for each row using the data
provided from registers 4014, as opposed to doing each row, storing the result and updating it with information from other
nodes. It should be noted that the output of shift registers 4004 can be reanranged and fixed to reduce routing overhead. &
should also be noted that this process provides an approximation of the correct data; however, the results converge and
ultimately provide the same answer. On the left hand side of decoder 4000, each shift regjster 4008 gets infonmation from
onlytwonodes 3702, e.g, viaregisters 4010 and 4012.

One feature of the present invention is that it may be used to increase the bandwidth of wireless networks or
networks that employ wired media. The present invention can be used to transmit ultra-wideband signals across any type of
wired media. For example, the wired media can include optical fiber ribbon, fiber optic cable, single mode fiber optic cable,
multi-mode fiber optic cable, plenum wire, PVC wire, and coaxial cable. I addition, the wired media can include twisted-
pair wiring, whether shielded or unshielded. Twisted-pair wire may consist of "pairs” of color-coded wires. Common sizes
of twisted-pair wire are 2 pair, 3 pait, 4 pair, 25 pair, 50 pair and 100 pair. Twisted-pair wire is commonty used for telephone
and computer networks. It comes in ratings ranging from category 1 to category 7. Twisted-pair wiring also is available
unshielded. That is, the wiring does not have a foil or other type of wrapping around the group of conductors within the
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jacket. This type of wiring is most commonly used for wiring for voice and data networks. The foregoing list of wired
mediaismeant to be exemplary, and not exclusive.

As described above, the present invention can provide additional bandwidth to enable the transmission of large
amounts of data over an existing wired medianetwork, whether the wired medianetwork is a Intemet service provider, cable
television provider, or a computer network located in a business or university. The additional bandwidth can allow
consumers fo receive the high speed Intemet access, interactive video and other features that are bandwidth intensive.

The present invention may be employed in any type of network, be it wireless, wite, or a mix of wire media and
wireless components. That is, a network may use both wire media, such as coaxial cable, and wireless devices, sugh as
satellites, or cellular antennas. As defined herein, anetwork is a group of points or nodes connected by communication paths.
"The communication paths may use wires or they may be wireless. A network as defined herein can interconnect with other
networks and contain sub-networks. A network as defined herein can be characterized in terms of a spatial distance, for
example, such as a Jocal area network (LAN), a personal area network (PAN), ametropolitan area network (MAN), a wide
areanetwork (WAN), and a wireless personal area network (WPAN), among others. A network as defined herein can also
be characterized by the type of data transmission technology vsed by the network, such as, for example, 2 Transmission
Control Protocol/Intemet Protocol (TCP/IP) network, a Systems Network Architecture network, among others. A network
as defined herein can also be characterized by whether it carries voice, data, or both kinds of signals. A network as defined
herem may also be characterized by users of the network;, such as, for example, users of a public switched telephone network
(PSTN) or other type of public network, and private networks (such as within a single room or home), among others. A
network as defined herein can also be characterized by the usual nature of its connections, for exanmple, a dial-up network, a
switched network, a dedicated network, and a non-switched network, among others. A network as defined herein can also
be characterized by the types of physical links that it employs, for example, optical fiber, coaxial cable, a mix of both,
unshielded twisted pair, and shielded twisted pair, among others. The present invention may be employed in any type of
wireless networl, such as a wireless PAN, LAN, MAN, or WAN. In addition, the present fnvention may be employed in
wiremedia, as the present invention dramatically increases the bandwidth of conventional networks that enploy wire media,
yetitcan be inexpensively deployed without extensive modification to the existing wire medianetwork.

One feature of the present invention is thet it has a data rate and quality of service high enough to support rultiple
video streams. For example, one embodiment of the present invention may provide a commumnication channel having a data
rate of 1.3 gigabits per second. This high data rate is particularly usefill in hand held security devices. Such systems can
provide dramatically improved national security. For example, current aitport secuuity systems involve large, stationary
equipment that scans luggage and passengers. However, an individual may pass through a security checkpoint without
being scammed or checked for identification. At most commercial airports it may be exceedingly difficult to locate the
individual using curent methods and equipment. Tn most cases the security personnel are relying on a verbal description of
the individual, which may be inaccurate. Under cumrent regulatory guidelines the terminal must be closed, emptied of
passengers and manually searched.
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With the data rates provided by the present invention, security camera access points throughout the airport may
transmit one or more channels of streaming video directly to video viewess carried by security personnel, thereby allowing
the search to be conducted in a more efficient manner. The data rates of conventional wireless communication systems
cannot support multiple video streams, and therefore cannot provide the features and fimctionality of the present invention.

Thus, it is seen that systems and methods of providing a high speed transmitter and receiver are provided. One
skilled in the art will appreciate that the present invention can be practiced by other than the above-described embodiments,
‘which are presented in this description for purposes of llustration and not of Timitation. The specification and drawings are
not infended to limit the exclusionary scope of this patent document., ¥ is noted that various equivalents for the particular
embodiments discussed in this description may practice the invention as well. That is, while the present invention has been
described m conjunction with specific embodiments, it is evident that many altematives, modifications, permutations and
variations will become apparent to those of ordinary skill in the art in light of the foregoing description. Accordingly, it is
intended that the present invention embrace all such altematives, modifications and variations as fall within the scope of the
appended claims. The fact that a product, process or method exhibits differences from one or more of the above-described
exemplary embodiments does not mean that the product or process is outside the scope (literal scope and/or other legally-
recognized scope) of the following claims.
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Whatis claimed is:
L A transmitter comprising:

a baseband processor, structured to receive data and to convert the data into a multiplicity of high and low signal
values, with each high and low signal value having a first timing interval;

alocal oscillator generating a clock signal at a second timing interval; and

a digtal circuit configred to combine the high and low signal values with the clock signal to produce a
transmission sigpal directly at a transmission frequency.
2. The transmitter of claim 1, finther comprising a data interface structired to pass the data to the baseband processor,
the data interface selected fiom a group consisting of: Universal Serial Bus standard, an IEEE 1394 standard, a Pexipheral
Component Interconnect standard, a Peripheral Component Interconnect Express standard, a MILSPEC-1760 standard, an
Ethemet standard, and aMILSPEC-1553 standard.
3. The treansmitter of clam 1, wherein the digital circuit includes an adjustable chipping code to spread the
transmission signal.
4. The transmitter of claim 3, wherein the chipping code is selected from a group consisting of: a256-bit code, a 64-bit
code, a32-bit code, a 16-bit code, an 8-bit code, a4-bit code, a 2-bit code, and a 1-bit code.
5. The transmitter of claim 3, wherein the adjustable chipping code is adjusted in response to a communication
channel condition, the communication channel condition selected from: a bit-eror-rate, a received signal strength indicator,
and a packet emror rate.
6. The transmitter of claim 1, wherein the baseband processor is structured to determine a data encoding rate, the data
encoding rate selected from a group consisting of: fill rate encoding, 1/8" rate encoding, Y4 rate encoding, 3/8 rats encoding
Vs ratee encoding, 5/8" rate encoding, 7/8™ rate encoding, and % rate encoding,
7. The transmitter of claim 1, wherein the first timing inferval can range firom approximately 133 picoseconds to
approximately 2 nanoseconds.
8. The transmitter of claim 1, wherein the second timing interval can range from approximately 100 picoseconds to
approximately 333 picoseconds.
9.  Thetansmitterof claim 1, wherein the second timing interval is an infeger multiple of the first timing interval.
10. The transmitter of claim 1, wherein a ratio of the second timing interval to the first timing interval can range from
about 20 percent fo about 200 percent.
11 The transmitter of claim 1, wherein the digital circuit is selected fiom a group consisting of: an “exclusive or” gate,
an"and" gate, and amultiplexer.
12, The transmitter of claim 1, wherein the transmission frequency can range fiom about 3.0 Giga-Hertz to about 11.0
Giga-Hertz.

48



WO 2006/086168 PCT/US2006/002973

13. The transmitter of claim 1, wherein the transmission signal is transmitted through a wire media to a receiver, the
wiremedia selected ffom a group consisting of: a.an optical fiber ribbon, a fiber optic cable, a single mode fiber optic cable, a
multi-mode fiber optic cable, a twisted pair wire, an unshielded twisted pair wire, a plenum wire, a PVC wire, and a coaxial
cable.
14. Amethod of transmitting data, the method comprising the steps of:

providing datay

converting the data info a multiplicity of high and low signal values, with each high and low signal value having a

generating a clock signal at a second timing inferval; and

combining the high and low signal values with the clock signal to produce a transmission signal directly at a
transmission fiequency.
15. Themethod of claim 1, finther comprising the step of adjusting a chipping code to spread the transmission signall.
16. Themethod of claim 14, whesein the chipping code is selected fiom a group consisting of: a256-bit code, a 64-bit
code, a32-bitcode, a 16-bit code, an 8-bitcode, a4-bit code, a2-bit code, and a 1-bit code.
17. The method of claim 14, wherein the step of adjusting the chipping code is performed in response to a
communication channel condition, the commmmnication channel condition selected from: a bit-error-rate, a received signal
strength indicator, and a packet enror rate.,
18 Themethod of claim 14, fixther comprising determining a data encoding rate, the data encoding rate selected fiom
agroup consisting of. fill rate encoding, Y2 rate encoding, and %4 rate encoding,
19. The method of claim 14, wherein the first timing inferval can range fiom approximately 133 picoseconds to
approximately 2 nanoseconds.
20. The method of claim 14, wherein the second timing interval can range from approximately 100 picoseconds to
approximately 333 picoseconds.
21. Themethod of claim 14, wherein the second timing interval is an infeger multiple of the first timing interval.
22, The method of claim 14, wherein a ratio of the second timing interval to the first timing interval can range from
about 20 percent to about 200 percent.
23, The method of claim 14, wherein the transmission frequency can range fiom about 3.0 Giga-Hextz to about 11.0
Giga-Hertz.
24, A transmitter comprising;

adatainterface;

amedium access controller configured to receive data fiom the data interface and arrange the data info a plurality of
frames;

abaseband processor configured to receive the phurality of frames and configured to produce a nultiplicity of high
and low signal values representing the data, with each high and low signal value having a first timing inferval;
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alocal oscillator generating a clock signal at a second timing interval; and

adigital circuit confignred to combine the high and low signal values with the clock signal to produce a
transmission signal directly at a transmission frequency.
25. The transmitter of claim 24, wherein the baseband processor segments the data from the plurality of frames info a
plurality of data packets.
26. The transmitter of claim 25, wherein the baseband processors adds a synchronization code to each of the plurality
of datapackes.
27. The transmitter of claim 25, wherein the baseband processor adds a single physical layer header to the plurality of
datapackets.
28 The transmitter of claim 27, wherein the physical layer header comprises a plurality of synchronization code
blocks.
29. The transmitter of claim 24, finther comprising a forward emor conection encoder that encodes the data with a
forward error correction algorithm.
30. The transmitter of claim 29, wherein the forward exror correction encoder is a low density parity check algorithm.
31 A receiver comptising;

a fiont end configured to receive a communication signal that has a factional bandwidth in a range between
approximately 20 percent and approximately 200 percent; and

an analog to digital converter configured to directly convert the radio frequency signal into adata signal.
32 The receiver of claim 31, firther comprising a baseband processor configured to receive the data signal and to
produce aplirality of data frames; and

amedium access controller configured toreceive the plurality of data frames and convert the data frames to data.
33. Thereceiver of claim 31, where the communication signal is an ultra-wideband signal.
34. The receiver of claim 31, where the center frequency of the commmunication signal can range from approximately
3.0 Giga-Hertz to approximately 11.0 Giga-Hertz.
35. The receiver of claim 31, where the digital to analog converter is selected fiom a group consisting of: a 1-bit
converter, a 2-bit converter, a 4-bit converter, a 6-bit converter, and an 8-bit converter.
36. Thereceiver of claim 32, wherein the digital baseband processor includes a poly-phase filter.
37. Thereceiver of claim 32, wherein the digital baseband processor decimates of the data signal.
38. The receiver of claim 32, wherein the digital baseband processor de-spreads the data signal by defermining a de-
spreading code, where the de-spreading code is selected fiom a group consisting of: a 1-bit code, a 2-bit code, a4-bit code, an
8bit code, a 16-bit code, a 32-bit code, a 64-bit code, a 128-bit code, and a 256-bit code.
39. Thereceiver of claim 32, wherein the digital baseband processor caleulates a channe] impulse response.
40. Thereceiver of claim 32, wherein the digjtal baseband processor descrambles the data signal.

41. Thereceiver of claim 32, wherein the baseband processor de-interleaves the data signal.
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42, Thereceiver of claim 32, wherein the baseband processor includes a forward error defection decoding algorithim.
43, The receiver of claim 42, wherein the forward emor detection decoding algorithm is a low density parity check
algorithm.

44, The receiver of claim 32, wherein the data frames comprise a physical layer header, a medium access control
header, atate field and a plurality of data packets.

45. The receiver of claim 44, wherein the physical layer header, the medium access control header, and the plurality of
data packetshave different spreading codes.

46, The receiver of claim 31, wherein the communication signal is transmitted through a wire media from a
transmitter, the wire media selected from a group consisting of: a an optical fiber ribbon, a fiber optic cable, a single mode
fiber optic cable, a multi<mode fiber optic cable, a twisted pair wire, an unshielded twisted pair wire, a plenum wire, aPVC
‘wire, and a coaxial cable,

47 Thereceiver of claim 31, wherein the front end comprises at least two receive antennas.

48. The receiver of claim 47, wherein the at least two receive anfenmnas are separated by a distance of greater than one
wavelength of a center frequency of the commumnication signal.

51



WO 2006/086168 PCT/US2006/002973

1745

e P

P T B
12? T

102 102 102 102 102 102 102

FIG. 1A

106 106 106 106 106 106 106

AR

—{ T

104 ]

|| [ ] ]

108 im

—p |—dy— -

108 ' ] [ ]
—"»4 dd »— -m o

1085 .

— | ds [ TT 111 ]~
108

ftime

FIG. 1B



WO 2006/086168 _ PCT/US2006/002973

2145
ZiZ ZiZ 202 202 Ziz zig
N A/ \I/ \ LV
' l f(Niz).1 fc f(ng) f(N 2) f(N_1) frequency
b=(1+0)/T
- ~>

B = N(1+n/T=M/T

FIG. 2



WO 2006/086168 PCT/US2006/002973

3745

'/ 400

402

404 404 404 404 404 404 404 404 404 404

FIG. 3



WO 2006/086168 PCT/US2006/002973

4145

500

-~

502 502 502 502 502 502 502 502 502 502 502 502 502 502 502 502

[ A A T A A A A A A A A A A

1 2 3 4

¥ 5 + i + T $ } ¥ } % 4 t T t t feixenc
fﬂ f1 fz fL’v f4 f5 fG f7 fﬁ fS f‘lﬂ f‘l‘! fﬁ! f13 f’M f‘55 red ¥

FIGURE 4A

frequen
124
fis User4 ®
foq User 3 . »
fia User 2 »
fiz | User 1 . ®
fie 1 User 4 ¢
fo t User 3 p
fy 1 User2i{ »
£, 1 Users
f; Wserlt
% ¢ | UserB
fo » UserP
£, - . User{l
fy s Usert
o ? UserB
A ? User
o Le t ser || N
time

oar LTS3 To 8] [ Rapretiornpm| S| e]efo]o]<]
TTIT T ITTITTITT 11117117

506 505 506 506 505 506 506 506 508 506 506 508 506 506 506 506

FIGURE 4B



WO 2006/086168 PCT/US2006/002973

5/45

'/—‘ 600

FIG. 5



WO 2006/086168 PCT/US2006/002973

6/45

702 w02 704 702 702 704
}
{ S T ooy
CELL 1 P1 P2 SYNC 1 3 P3 SYNC 1 -— 706
CELL 2 P P2 SYNC2 Pa P4 SYNC2 ~— 708
CELL 3 P1 P2 SYNC3 P3 P4 SYNG 3 -t~ 710
CELL 4 =] F2 SYNC 4 P3 271 SYNC 4 - 712

FIGURE 6



WO 2006/086168 PCT/US2006/002973

7145
06
[ 800 804 8
SYNC 1
OR
SYNC 2
.
SYNC 1
FIG. 7
908 908
®_—904

905

/- 902

FIG. 8



WO 2006/086168 PCT/US2006/002973

8 /45

e
(O T A A O

1000 1000 1000 1000 1000 1000 1000 10001000 1000 1000 1000 1000

TRACE | Ill || m | lll % { m

=TT T RER

I/




WO 2006/086168 PCT/US2006/002973

“Y7 N/
%

FIG. 10



WO 2006/086168 PCT/US2006/002973

10/45

y//,———1200

G1|| G2|| G3|| G4|| G5} G6{| G7| G8|| G1|| G2| G3|| G4| G5} G6|| G7|| G8

I LS B Sy S By S S S S p >

fo f fb B fu 5 & f fg fo fio fi1 fi2 fiz fuu fi5 frequency

FIG. 11A

1 2 1 2 1 2 1 2

1 i I I 1 1 i ] 1 ] 1 >

fob 1 £ £ £ £ f5 B f B fip fq Fa fiz3 fia fys re€uency

FIG. 11B



WO 2006/086168 PCT/US2006/002973

11/45

NOT RECEIVED UPON FILING



WO 2006/086168

REPORT SIR

/1402

/1404
NG

12 /45

/1408

PCT/US2006/002973

/1410

ASSIGN ODD OR

EVEN

REPORT SIR

ALL CHANNELS
AVAILABLE

/1405

COMPARE

| ODD OR EVEN

AVAILABLE

1416
/

Figure 13

ASSIGN EVERY
THIRD CHANNEL

.




WO 2006/086168 PCT/US2006/002973

13/45

NOT RECEIVED UPON FILING



PCT/US2006/002973

WO 2006/086168

14/ 45

Gl old

SIS|IYS
Kousnbai

<
3
©
©

(U)B 814 g J01E[OdIRYY| AL Na4/NAL |g—
Zior 0191 8001
(u)b soyid Jojejodiau) Wa4/naL
o je—— N . |
ZIoL 0191 8091
(u)6 Jeyi4 Jojejodisyu) Wa4/mal
Ziot 0191 8091

Jepooug
Aousnbai4

©
o
©
o

Jajjonuon
oley

P e ]

i

c09l



WO 2006/086168

15745

1700

da(0)

»  &{0)

d{1)

d{2)

»  aft)

Y

a2}

d(3)

\

a3}

\

d{4)

al4)

da(5)

d(€E)

\

a(3)

4

(7}

al6)

v
,‘—{ Scramble l’—-
e
,‘{ Scramble F—-

* Scramble

7 Scramble

i

a7}y

yEY

a(8)

&'.:l
(=3
&

a(o)

¢:“
I~
x

afto)

e
3
o
@

a{1t)

#‘:‘
o
[~

a{i2)

-
]
=]
@

a(13)

¢§

a(t4)

¢:‘,
[~
[+

a(15)

Y

frequency

FIGURE 16

PCT/US2006/002973

\__/\._/\,A_./\._/\.J\T/\.J

1708

» Scramble
1708

708 =

1

1708

S e
1708

[ Sembie 1—»!

1708

1708

—r Scrambie )
1708

cramble

frequen‘éy

1702

-—1702

1702

1702
~«==1702
e 1702
~—1702

e 1702
1702

1702
1702

1702
= 1702

-— 1702

1702



WO 2006/086168 PCT/US2006/002973
16 / 45
1800

d(0) > Serial to Parallel O 2 : Zg

41— —sz' — » a(2)

erial to Parallel Toymbl2 » a(3)

d) ____’%%Zrial to Parallel 18(-)[-‘5\/%/2 : :E:‘;

A@)———> 1_g—gegrial to Parallel ‘18—0—]%symb/2 : :E:;

d(4) > 1goezrial to Parallel mﬁymblz : Ziz))
d(5)—1—>{'Serial to Parallel |72 9 : :8(1);
=it > a(12)
d(6)-—'—# 1-SQegrial to Parallel 1891"1Symb/2 —» a(13)
d() > Serial to Paralle 2 : Zgg
d(8) > 'Serial to Parallel 2 ; :((112))
49— Sarial to Paralle G el? : :ﬂgi
d(10)———> 1_goezrial to Parallel Ls%iymbIZ : z(é?))
41 —T—"{'Seral to Paralle BT 2 : zgg
4121 Sarial to Paralie T l2 : Zgg
d(13)—1—> é%iial to Parallel : (-)Fsymblz : Zggi
d(14)——T > J%)ezrial to Parallel 18%‘3symb,2 : Z((iz))
d(18)y—1—> j_g%zrial to Parallel 1Eg[')ll'tsymz]IZ : :g%

FIG. 17



WO 2006/086168

PCT/US2006/002973

17 /45

1902

dto) e > a@)
\ /w 1802

(1) . > +""/ > af)
\\ / ’/W &

) \\\ //}/%/ T
1

d4@) > +’P/ > a®
\\\\ / / / /,u oz

d(a) > +/’D/ a@)
AN\ e

) « . vy >
XX =

d() - > » +"‘/ > al)
N XXX

d4(7) & = L +f|"/ SR 27y

Iy - >

DX KK KR ™

® —e - » S )
PRILIIIREE

{9} - > -\l/ ;e a(9)
KKK

oo ‘/ / />/><\?\ A

M PP ANNN 5

-+
a2 > 0 -~ a(12)
\\\1\}9‘” |
(13) > > .

4) » 5 > a4
e

(15) —> Y, »  3(15)

FIGURE 18



WO 2006/086168

187145

/ 2000

PCT/US2006/002973

2002 2004 20086 2008 2010
——p»1 SubBlock |91 SubBlock r—b SubBlock (=i SubBlock —p»} Sync }———p
Repeater Scrambler Terminator I Repeater Inserter
2012 2014 2016 2018 2020| {2020
a(0) a(0) a© | [ | b©) b(0) | {Block of Data
a(1) a(1) a(1) b(1) b(1) | |riant
22) @) 20) ) b0) Block ?f Data
a(3) a(3) a(3) a(0) a(0) .
a(0) -a(0) a(1) a(1) | [2020
a(1) -a(1) a(2) a(2) Block of Data
a(2) -a(2) a(3) a(3) 2032
a(3) -a(3) -a(0) -a(0) Sync
-a(1) -a(1) 2020
-a(2) -a(2) Block of Data
2020
2034 2036 -a(3) 33) | |'Block of Data
b(0) -a(1) b(0) -
b() | - [a@) | < b(1) :
b(2) -a(3) b(2) | [2020
a(0) Block of Data
a(1) 2032
a(2) Sync
a(3) 2020
~a(0) Block of Data
“a() 2020
a(2) Block ?f Data
-a(3) :

FIG. 19




WO 2006/086168

191745

/2100

¥

PCT/US2006/002973

2102 2104 2106 2108 2110 2112
—-| SubBlock || SubBlock [{ SubBlock [l SYPRIOK Lt subBlock - Sync f——-
Repeater Scrambler Coder p Terminator Inserter
ormer
2114 2116 2118 2120 2122 2124 |2124
a(0) a(0) a(0) b(0) B(0) B5)| {Blockof Data
2124
a(1) a(1) a(1) b(1) B(1) B®) | |Biock of Data
a(2) a(2) a(2) b(2) B(2) B(7) -
a(3) a(3) a(3) b(3) B(3) B(0) .
a(0) -a(0) b(4) B(4) B(1)| {2124
a(1) -a(1) b(5) B(5) B(2)| |Blockof Data
a(2) -a(2) b(6) B(6) B(3)| |2126
a@3) -a(3) b(7) B(7) B(4) Sync
B(5)| (2124
B©) Block of Data
2124
B(7) Block of Data
124
Block of Data
2126
Sync
FIG. 20 2124
Block of Data
2124

Block of Data




WO 2006/086168 PCT/US2006/002973

20/ 45

2200

)

exp(j2nfonT/rivl)

2202

e

exp(j2rfynT/iriv)

2202

&

Frequency
Shifters

exp(i2nfnnT/IM)

2202

oo

FIG. 21



WO 2006/086168 PCT/US2006/002973

211745

v(/,,a——zsoo

2302
2308 2304
t—{ Demodulator j«— Rad-lo g
Receiver
A
2306 Sync,
CIRs Estimation, |<€—
SIRs Estimation

FIG. 22



PCT/US2006/002973

WO 2006/086168

22 145

jeuss o}
[sljeled

N
-~
N

£¢c Old
IsAesisjuiR(g Jojewioaq (u)B Joyid
B lapoosQ -
‘Je|quueloss(] 24 y0v¥c
Iz 304 . :
. « | /834l o
. | o Jojewpeq - (U)B Jeid
/0SIS [ N
laneapauR(d 90¥¢ yo¥ce
R lapooaQ
Jeiquieioseq | Jorewioeq | | (W) Jeyd
0i¥e 30¥¢ 90ve wove

8&.\;

siayiys
Aouenbai 4

N
(=)
N




WO 2006/086168 PCT/US2006/002973

23 /45

/'2500
o)

2502
ch1 »/2504 »! 2506
<2 —> > Equalizer }———»
cHz | » 1
CH4 ! >
CHS5 »!2504 —| 2506
CH > > Equalizer
CH7 ol »| Ed
CHS ol >
- £

FIG. 24



WO 2006/086168 PCT/US2006/002973

24 145

2618
2606
Transmitter |<—
i A

N
(o>}
e
o

|

[2614

k-2616

. I

2608 2612
L—p»! Receiver

FIG. 25



WO 2006/086168 PCT/US2006/002973

251745

NARROWBAND
CONMUNICATIONS
[30-Klohertz BANDWIDTH]

SPREAD-SPECTRUM
COMMUNICATIONS ~ ULTRAWIDEBAND

[02.11a] {5 megahertz] COMMUNI\CATIONS ,~NOISE FLOOR

EMITTED SIGNAL POWER

FREQUENCY

FIG. 26

A i 600-
ICOSECOND

P
’1"\\ ! 134 ! PULSE

ltl ‘\‘ _/L_ 3 Oﬂ-
\ PICOSECOND
PULSE

:
] \ H
’ \

’

7

—— § pmwm

POWER [watts per hertz]

~
e . -

0 ? 4 6 8
FREQUENCY [gigaheriZ

FIG. 27



PCT/US2006/002973

WO 2006/086168

261/45

8¢ Old

ZH©S U Aousnbsiy

o901

oL'e

1ol 960

66l

e - o . — M - — . e e et el

€G-

€'eg-

{€°Lg-

g'6v-

M e o Sy et W e B T e o . — - — " o o s oot now o

ey

ZH/WEP Ul [9AST UOISSILS



PCT/US2006/002973

WO 2006/086168

27 145

6¢ Ol
(eyep puegeseq) 0g0S (leubis uoissiwsues) 020G
Jajjosuoo
goeaUl 108880014 NSO pus juol
L sseooe p| HIOM 19
(eyep)| S WwnIpsiy puEq osed. e dd
0LLS 0v0% T 0203 010%
Joyejoso {0809
(sswel OVIN)00LS _moom% o——
(47
oreg
Jopnusuelj




PCT/US2006/002973
28 145

WO 2006/086168

{ | } | | i | { {
| { { | { { | { |
| | [ { i | | | |
| | i I | | [ | |
I | | | | | | | |
i 1 | | ] | i
| | { i | |
nnnnnn | i

| { {
i | | | " i (leuBis ywsuen) 0205

| | | :
| 1 | ] ] i

| T ] B {
| { f { | { | | [
| | l [ | | ] | |
T e T

I I {
i i | i TR N A N |
i ! I | e o i |- I
|
{
|
~ (feuBis %00[0) 0908
I
{
l { { | { l | 1 [
| | | | | ! | | |
i | | I | | | | I
I | | | I ] i | |
| ] 1 I ] § { l |
{ i | { | | { | {
{ | { | | i { { I
| | | | | [ | | |
| i | | | | | | I
“ 1 i ! i I I ] I
i T
! ! ! ! (eyep puegaseq) 0505
| [ | |
| | | |
| | l |
} ] {

! | i | { | {
t l { | { | {
I | e 0} f I !




PCT/US2006/002973

WO 2006/086168

29745

L€ "Old
JOPESY |OJJUOO SSS00E WNIPS|Y
a )
pioy
— U uoneujisasg 30IN0S
Ggllg 0LLg 0515
.
Y
awel]
00LS




WO 2006/086168 PCT/US2006/002973

30/45

'/- 5080

5050 (baseband data)

5140 \ 5070 (transmission sigml)

XOR

5060 (clock)
FIG. 32a
'/- 5080
5050 (baseband datal —‘—\
5150a

5060 (clock)

3160 5070 (transmission signal)>
)X
5050 (baseband data‘L

-

Ul

5060 (clock)

FIG. 32b



PCT/US2006/002973

WO 2006/086168

31745

9¢¢ Oid

-

(jeubls uoissiwusuen}) 0206

(eyep puegeseq) 0S50S (30012) 0905
’s

—

b (32019) 0905
Jexa|diiniN

0 |-

(310010) 0908
021§

080S \\



PCT/US2006/002973

WO 2006/086168

32/45

€€ 9Ol

(s)%00iq 8p02 UCHEZIUOIYDUAS) 061G

ﬂ A
o0|[q 0019 | apesy josuos lapeay Ioke|
eleq |epoD| elea |epod | sseooe wnipapy [eoisAyd
007TG| 0615 gorg| 0618 0cis 087S
Y g N g
(3ox0ed) (39%0ed)
00¢s 00c¢




PCT/US2006/002973

WO 2006/086168

33/45

v€ Old

eoeLIaul
ejeq

B

y05

Jajjonuoo
sseooe

JonIe09y

e ma——

ccs

wnipal

)

[eubis ejep [euss

lossaoold

omom
(eleq) 001G

pueq aseg

0208

reuis 4y

(sswey DY) 00LS

JaHaAuoD
leybip
0} Bojeuy

e~

0€cYy

pus juoly
4y

srinst

0L08

(ereq)
0018



PCT/US2006/002973

WO 2006/086168

34 /45

Gge old

Jojeiauab
YouAs
08ES

:

Jojessuab
JepesH
0ges

Jossaooud puegseseq

We————

0209

Jopooug
o34

00¢S

lones|Iou}

1ES

-

Jojquieing

tem——

0ces

—

0

Jepeaidg —p{ Jezieyoed

[

vy

(eyep puegeseq) 0605




PCT/US2006/002973

9¢ 9lId

Jossaoo.d puegeseq

c09

WO 2006/086168

35745

lapaoa(
o34

06¢S

L

Janes|iojul-a(] e~

0824

Js|quelos-aq

0424

Jojji
payoew
|puuey)

01¥S

|

Jojosiep
asuodsal
asndwi
[puueyn
00¢S

peaids-a(] (-

sy

09cs

Joyy eseyd
Alod

oves




PCT/US2006/002973

WO 2006/086168

36 /45

LE Ol

191} sseyd-Ajod

oves

AreuiBewy

Jojewnos( I8yl
06€Eg 08tg

Jojewioaq R
0629 08€g

3|qe) dn 00| xs|dwo)

emtma—

00vs

SETaTLI 7Y

0LES

Joydminiy

-

048G

|9lesed
0}
[euss




PCT/US2006/002973

WO 2006/086168

37145

8¢ 9ld

Joyu eseyd-Ajod

—y——————

obcs

9jqe) dn Yoo| xsjdwio)

Areuibeuw]

1814 €] JojewIoa(
8ES 06€S

a4 <« lojewosq
08¢ B6ES

p

Jediyiniy

mrmaas——

0.€9

Jsydpiniy

—————

0LE9

jojjered




PCT/US2006/002973
38 /45

WO 2006/086168

(jeubis uoissnusuesy) 0205

-t e e s e o o o e

(indyno) apgLs

(3ndino) eqgLg

| Pttty Rabn i

(3000) 0905

|

(eyep puegsseq) 0g

o ot — —— —— i —

¥
, S
r

S



WO 2006/086168

39/45

PCT/US2006/002973

WO =

Sum

> ‘ J P
90,0 g%g 90‘2% oL é
Sum

Sum

] ] e ]
o0 9(1,1% 902 oL

o

(32

Jo,0 90,1 Jo2 doL
L_rx+.Q_rx—p{ S/P

FIG. 40



WO 2006/086168 PCT/US2006/002973

40/ 45
3202
fd“d“" ds11__ ! FEC ENCODER B By
3204 RATE 1/2 3206
3208
ApRAq... A1023 > FEC DECODER d0d1... dsi4 >
7 RATE 1/2 7
3206 3210
FIG. 41
'/-3300
(3306
3304 fi{a308]  [312
i g = £ lFEC P/S 3318
ods... ds14 : H p
4 siP v [\
3302 : 3310 3314
= 1 lrEC PIS 3316




WO 2006/086168 PCT/US2006/002973

41 /45
3402 | [P
_f Cux1) dkx1
led > LDPC \ >
3404J 3406
FIG. 43
(oreen T T T T T T |
| 3402 ‘
| l
| - |
Uu.,._ i
| 3506 n—1 P l
€C 1 o 0 3502 "y
| H +d |
! |
I |
i |
: 3504 I
-« |
| -P n—1 D |
l |
I |
[

L G G Sw— S G- d— ——— a———.  ———— S (— — —— — —— —— — — — — g tw—— S p—



Gy Old

PCT/US2006/002973

42145

WO 2006/086168

. -t
Qu N
. (=] .
' X
< ! i
4 >
8006 —1 P0G¢E
‘d
Y v v Y 206¢
oieb oy Z00¢ .S\MV
v [y ly Ly
a)eb lox 209¢ J.IV§
a1eb Jox Z09¢% ..s.mxmv $09¢
< ¥3A0ON <
c0¥e




WO 2006/086168 PCT/US2006/002973

43 /45

3702 )
Parity Node Processor

I I

e P X1 Xz L Xn
FIG. 46
. EI+1(S ")C)
¢El I(So"xo) ——
EM(SO"X?) -
Pl
So
El(xo—’so)/ TEl(mEl(xf’So)
Xo X4 ce e Xy

FIG. 47



WO 2006/086168 PCT/US2006/002973

44 [ 45
3702 3702 3702
.. s
So A} N4
% !

FIG. 48



6% Ol

PCT/US2006/002973
45145

WO 2006/086168

Amnnwwm\rlamno&em ﬂmmmnwwm\.rlomnmmkvsm. Ammmummvm\u*qmm“@mvvsm‘ Aﬂmﬁlowm\gThﬁ“wm&SN £=1 Amma\rlﬁmnon%vem

. , <+ < <€
: ; SSTVTT 4982 £2T:T61 569 = — B
0 (LA T (LA T (CGAIP T 2= bl el oros| pro
0 0 A%Sw .\N?:fvem ﬁmm.xm .\HTom.NmbSN L= 1 -
: ” d— g
0 0 0 (*7F A=)l | 0=1 S m
* b i N 1)
(€107~ g 0°00T w13z (w7 &@w1g €113
e 142014 hoid
000% 7L0Y : ( | , .
L0p b }me 043 Aﬁ 0 \TLM.Q&A X4
e ((gyg 1 L <
£4 0T0% OL07| [O10F| [0T0F
< <t g o
<
PR < e
-t (030737 (o073 @N073 (€073
1 0Z¢
8007 8007 8007 800¥
*A < P [ g [ € L
. p ¥00v| (P 0¥ |p ¥00%| |p w00V . D
. ® e ) Z 9 L ® 0 . ¥
* X X X X .
i I o | ! = >IN p > > <
Jf.ll SRS 4 ; E ; ML rﬂﬂ Aum > -
Praga $6F9 €9CE 160. 7 T, | BT G
yelA o4 wdd wdA o Podd P 7|
900 300 " 900v 900 t L 0dd o et o
B¢
L J Y Y m «:
200¥ J0ssa00id spopN Ajied
E— [




	Abstract
	Bibliographic
	Description
	Claims
	Drawings

