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AUTOMATICALLY DISTRIBUTING A BID 
REQUEST FOR A GRID JOBTO MULTIPLE 
GRD PROVIDERS AND ANALYZING 

RESPONSES TO SELECT AWINNING GRD 
PROVIDER 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. The present application is related to the following 
co-pending applications, hereby incorporated herein by ref 
CCC. 

0002 (1) U.S. patent application Ser. No. (At 
torney Docket No. AUS920031042US1); and 

0003) (2) U.S. patent application Ser. No. (At 
torney Docket No. AUS920031044US1). 

BACKGROUND OF THE INVENTION 

0004. 1. Technical Field 
0005. The present invention relates in general to improved 
grid computing and in particular to automated bidding for 
virtual job requests within a grid environment. Still more 
particularly, the present invention relates to preparing bid 
requests for a grid job, automated distribution of the bid 
requests to multiple grid providers, and analysis of bid 
responses by a grid client to select a winning bid response for 
a grid job. 
0006 2. Description of the Related Art 
0007 Ever since the first connection was made between 
two computer systems, new ways of transferring data, 
resources, and other information between two computer sys 
tems via a connection continue to develop. In typical network 
architectures, when two computer systems are exchanging 
data via a connection, one of the computer systems is consid 
ered a client sending requests and the other is considered a 
server processing the requests and returning results. In an 
effort to increase the speed at which requests are handled, 
server systems continue to expand in size and speed. Further, 
in an effort to handle peak periods when multiple requests are 
arriving every second, server systems are often joined 
together as a group and requests are distributed among the 
grouped servers. Multiple methods of grouping servers have 
developed such as clustering, multi-system shared data (sys 
plex) environments, and enterprise systems. With a cluster of 
servers, one server is typically designated to manage distri 
bution of incoming requests and outgoing responses. The 
other servers typically operate in parallel to handle the dis 
tributed requests from clients. Thus, one of multiple servers in 
a cluster may service a client request without the client detect 
ing that a cluster of servers is processing the request. 
0008 Typically, servers or groups of servers operate on a 
particular network platform, such as Unix or some variation 
of Unix, and provide a hosting environment for running appli 
cations. Each network platform may provide functions rang 
ing from database integration, clustering services, and Secu 
rity to workload management and problem determination. 
Each network platform typically offers different implemen 
tations, semantic behaviors, and application programming 
interfaces (APIs). 
0009 Merely grouping servers together to expand pro 
cessing power, however, is a limited method of improving 
efficiency of response times in a network. Thus, increasingly, 
within a company network, rather than just grouping servers, 
servers and groups of server systems are organized as distrib 
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uted resources. There is an increased effort to collaborate, 
share data, share cycles, and improve other modes of interac 
tion among servers within a company network and outside the 
company network. Further, there is an increased effort to 
outsource nonessential elements from one company network 
to that of a service provider network. Moreover, there is a 
movement to coordinate resource sharing between resources 
that are not subject to the same management system, but still 
address issues of security, policy, payment, and membership. 
For example, resources on an individual's desktop are not 
typically subject to the same management system as 
resources of a company server cluster. Even different admin 
istrative groups within a company network may implement 
distinct management systems. 
0010. The problems with decentralizing the resources 
available from servers and other computing systems operat 
ing on different network platforms, located in different 
regions, with different security protocols and each controlled 
by a different management system, has led to the develop 
ment of Grid technologies using open standards for operating 
a grid environment. Grid environments Support the sharing 
and coordinated use of diverse resources in dynamic, distrib 
uted, virtual organizations. A virtual organization is created 
within a grid environment when a selection of resources, from 
geographically distributed systems operated by different 
organizations with differing policies and management sys 
tems, is organized to handle a job request. 
0011. One important application of a grid environment is 
that companies implementing an enterprise computing envi 
ronment can access external grid computing “farms'. Send 
ing jobs to a grid computing farms is one way to outsource job 
execution. The grid computing farms may include groups of 
grid resources accessible for executing grid jobs received 
from multiple customers. 
0012. A limitation of current grid computing farms is that 
the process for attaining bids from multiple grid computing 
farms is time consuming and inefficient. In particular, a cus 
tomer needing to send jobs to a grid computing farm will 
typically want the least costly grid computing farm from 
among multiple available grid farm providers to process the 
grid jobs. However, to determine the most competitive bid 
from among the multiple available grid farm providers, a 
customer must contact a representative of each grid comput 
ing farm, provide a description of the type of grid resources 
needed and receive a bid from the representative of each grid 
farm. Requiring a customer to contact a representative of each 
grid computing farm and go through a bidding process is 
inefficient for the customer and for the grid computing farm 
vendor. 

0013 Therefore, in view of the foregoing, it would be 
advantageous to provide a method, system, and program for 
grid clients to create a single bid request, automatically dis 
tribute the bid request to multiple grid vendors, and analyze 
the responses from multiple grid vendors to select a winning 
grid vendor. 

SUMMARY OF THE INVENTION 

0014. In view of the foregoing, the present invention in 
general provides for automated grid computing and in par 
ticular provides for automated bidding for virtual job requests 
within a grid environment. Still more particularly, the present 
invention relates to preparing bid requests for a grid job, 
automated distribution of the bid requests to multiple grid 
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providers, and analysis of bid responses by a grid client to 
select a winning bid response for a grid job. 
0015. According to one embodiment, a user at a grid client 
enters at least one criteria for a particular grid job intended for 
Submission to an external grid environment. The grid client 
automatically selects at least one grid provider for the exter 
nal grid environment to query for availability to process the 
particular grid job to meet the criteria for the particular grid 
job. Then, the grid client automatically distributes the criteria 
in a bid request for the particular grid job to the selected grid 
providers. The grid client stores bid responses received from 
the grid providers, and responsive to reaching a deadline for 
return of responses for the bid request, the grid client selects 
a winning bid response from the particular grid job from 
among the received responses. Then, the grid client automati 
cally distributes the particular grid job from the grid client 
system to the grid provider Submitting the winning bid 
response. 
0016. In selecting the grid providers to query, the grid 
client may first determine whether the particular grid job is of 
a type that is assigned to a grid alliance agreement, where a 
grid alliance agreement designates at least one grid provider 
that the grid client agrees to be the sole provider for the 
particular type of grid job. If there is a grid alliance agreement 
in place for the particular grid job, then the grid client auto 
matically selects only those grid providers designated in the 
grid alliance agreement. 
0017. In distributing the bid request, the bid request 
includes the criteria and an identifier for the particular grid 
job, an identifier for the grid client system, and a deadline for 
returning responses to the bid request. In addition, the criteria 
includes a performance requirement and may also include a 
service level agreement, a job cost limit, a job time limit, an 
eligibility for capacity on demand resources, a hardware class 
platform requirement, a software class platform requirement, 
a latency requirement, a data transport requirement, a data 
size, a completion requirement, a security requirement, a 
resource limitation, and a sell-off policy. 
0018. In addition, in distributing the bid request, the grid 
client may first create a sample microcosm of the particular 
grid job, where the sample microcosm represents a particular 
percentage of the particular grid job. Then, the bid request 
includes the sample microcosm, where a grid provider receiv 
ing the sample microcosm is enabled to process the sample 
microcosm to meteran actual performance and actual cost of 
processing the sample microcosm to calculate an estimated 
performance and cost of processing the particular grid job. 
0019. In selecting a winning bid response, the grid client 
may determine a first selection of bid responses with a total 
cost within a particular percentage of the lowest quoted cost 
in a bid response, and then select a particular response from 
among the first selection of bid responses. In particular, the 
grid client may determine whether a preferred vendor returns 
a bid response and select the preferred vendor bid response as 
the winning response. Further, the grid client may select the 
bid response quoting the fastest job runtime as the winning 
response. In addition, other criteria may be used to analyze 
and select the winning response from among the multiple bid 
responses returned by grid providers. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0020. The novel features believed aspect of the invention 
are set forth in the appended claims. The invention itself 
however, as well as a preferred mode of use, further objects 
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and advantages thereof, will best be understood by reference 
to the following detailed description of an illustrative 
embodiment when read in conjunction with the accompany 
ing drawings, wherein: 
0021 FIG. 1 depicts one embodiment of a computer sys 
tem which may be implemented in a grid environment and in 
which the present invention may be implemented; 
0022 FIG. 2 is block diagram illustrating one embodi 
ment of the general types of components within a grid envi 
ronment; 
0023 FIG. 3 is a block diagram depicting one example of 
an architecture that may be implemented in a grid environ 
ment; 
0024 FIG. 4 is a block diagram depicting a grid environ 
ment in which virtual job requests are received and automati 
cally replied to in the form of a bid: 
0025 FIG. 5 is a flow diagram depicting a job submitting 
by a client system to a grid provider and the results of the job 
returned by the grid provider; 
0026 FIG. 6 is a flow diagram depicting a process for 
Submitting a grid job microcosm to multiple grid providers to 
calculate a relative cost per client-defined application metric; 
0027 FIG. 7 is a block diagram depicting the components 
of a grid client agent for a client system for controlling auto 
mated bid requests to grid providers and automated analysis 
of bid responses from multiple grid providers; 
0028 FIG. 8 is a block diagram depicting a user interface 
for entry of RFP criteria for a grid job; 
0029 FIG.9 is a block diagram depicting one embodiment 
of a bid controller for a grid provider; 
0030 FIG. 10 is an illustrative example depicting calcu 
lations performed within the resource selector and workload 
calculator based on a virtual job request; 
0031 FIG. 11 is a block diagram illustrating an RFP 
response generated by a grid provider in response to an RFP; 
0032 FIG. 12 is a high level logic flowchart illustrating a 
process and program for managing responses to RFP requests 
in a grid environment; 
0033 FIG. 13 is a high level logic flowchart illustrating a 
process and program for controlling Submission of an RFP to 
grid providers and processing bid responses; and 
0034 FIG. 14 is a high level logic flowchart illustrating a 
process and program for analyzing bids received from mul 
tiple grid providers at a grid client system. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

0035 Referring now to the drawings and in particular to 
FIG. 1, there is depicted one embodiment of a computer 
system which may be implemented in a grid environment and 
in which the present invention may be implemented. As will 
be further described, the grid environment includes multiple 
computer systems managed to provide resources. Addition 
ally, as will be further described, the present invention may be 
executed in a variety of computer systems, including a variety 
of computing systems, mobile systems, and electronic 
devices operating under a number of different operating sys 
tems managed within a grid environment. 
0036. In one embodiment, computer system 100 includes 
a bus 122 or other device for communicating information 
within computer system 100, and at least one processing 
device such as processor 112, coupled to bus 122 for process 
ing information. Bus 122 may include low-latency and higher 
latency paths connected by bridges and adapters and con 
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trolled within computer system 100 by multiple bus control 
lers. When implemented as a server system, computer system 
100 typically includes multiple processors designed to 
improve network servicing power. 
0037 Processor 112 may be a general-purpose processor 
such as IBM's PowerPCTM processor that, during normal 
operation, processes data under the control of operating sys 
tem and application software accessible from a dynamic Stor 
age device Such as random access memory (RAM) 114 and a 
static storage device such as Read Only Memory (ROM) 116. 
The operating system may provide a graphical user interface 
(GUI) to the user. In one embodiment, application software 
contains machine executable instructions that when executed 
on processor 112 carry out the operations depicted in the 
flowcharts of FIGS. 12, 13, 14 and other operations described 
herein. Alternatively, the steps of the present invention might 
be performed by specific hardware components that contain 
hardwired logic for performing the steps, or by any combi 
nation of programmed computer components and custom 
hardware components. 
0038. The present invention may be provided as a com 
puter program product, included on a machine-readable 
medium having stored thereon the machine executable 
instructions used to program computer system 100 to perform 
a process according to the present invention. The term 
“machine-readable medium' as used herein includes any 
medium that participates in providing instructions to proces 
sor 112 or other components of computer system 100 for 
execution. Such a medium may take many forms including, 
but not limited to, non-volatile media, Volatile media, and 
transmission media. Common forms of non-volatile media 
include, for example, a floppy disk, a flexible disk, a hard 
disk, magnetic tape or any other magnetic medium, a compact 
disc ROM (CD-ROM) or any other optical medium, punch 
cards or any other physical medium with patterns of holes, a 
programmable ROM (PROM), an erasable PROM 
(EPROM), electrically EPROM (EEPROM), a flash memory, 
any other memory chip or cartridge, or any other medium 
from which computer system 100 can read and which is 
Suitable for storing instructions. In the present embodiment, 
an example of a non-volatile medium is mass storage device 
118 which as depicted is an internal component of computer 
system 100, but will be understood to also be provided by an 
external device. Volatile media include dynamic memory 
such as RAM 114. Transmission media include coaxial 
cables, copper wire or fiber optics, including the wires that 
comprise bus 122. Transmission media can also take the form 
of acoustic or light waves, such as those generated during 
radio frequency or infrared data communications. 
0039 Moreover, the present invention may be down 
loaded as a computer program product, wherein the program 
instructions may be transferred from a remote virtual 
resource. Such as a virtual resource 160, to requesting com 
puter system 100 by way of data signals embodied in a carrier 
wave or other propagation medium via a network link 134 
(e.g. a modem or network connection) to a communications 
interface 132 coupled to bus 122. Virtual resource 160 may 
include a virtual representation of the resources accessible 
from a single system or systems, wherein multiple systems 
may each be considered discrete sets of resources operating 
on independent platforms, but coordinated as a virtual 
resource by a grid manager. Communications interface 132 
provides a two-way data communications coupling to net 
work link 134 that may be connected, for example, to a local 
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area network (LAN), wide area network (WAN), or an Inter 
net Service Provider(ISP) that provide access to network 102. 
In particular, network link 134 may provide wired and/or 
wireless network communications to one or more networks, 
such as network 102, through which use of virtual resources, 
such as virtual resource 160, is accessible as provided by a 
grid management system 150. Grid management system 150 
may be part of multiple types of networks, including a peer 
to-peer network, or may be part of a single computer system, 
such as computer system 100. 
0040. As one example, network 102 may refer to the 
worldwide collection of networks and gateways that use a 
particular protocol. Such as Transmission Control Protocol 
(TCP) and Internet Protocol (IP), to communicate with one 
another. Network 102 uses electrical, electromagnetic, or 
optical signals that carry digital data streams. The signals 
through the various networks and the signals on network link 
134 and through communication interface 132, which carry 
the digital data to and from computer system 100, are exem 
plary forms of carrier waves transporting the information. It 
will be understood that alternate types of networks, combi 
nations of networks, and infrastructures of networks may be 
implemented. 
0041. When implemented as a server system, computer 
system 100 typically includes multiple communication inter 
faces accessible via multiple peripheral component intercon 
nect (PCI) bus bridges connected to an input/output control 
ler. In this manner, computer system 100 allows connections 
to multiple network computers. 
0042 Additionally, although not depicted, multiple 
peripheral components and internal/external devices may be 
added to computer system 100, connected to multiple con 
trollers, adapters, and expansion slots coupled to one of the 
multiple levels of bus 122. For example, a display device, 
audio device, keyboard, or cursor control device may be 
added as a peripheral component. 
0043. Those of ordinary skill in the art will appreciate that 
the hardware depicted in FIG.1 may vary. Furthermore, those 
of ordinary skill in the art will appreciate that the depicted 
example is not meant to imply architectural limitations with 
respect to the present invention. 
0044) With reference now to FIG. 2, a block diagram illus 
trates one embodiment of the general types of components 
within a grid environment. In the present example, the com 
ponents of a grid environment 240 include a client system 200 
interfacing with a grid management system 150 which inter 
faces with server clusters 222, servers 224, workstations and 
desktops 226, data storage systems 228, and networks 230. 
For purposes of illustration, the network locations and types 
of networks connecting the components within grid environ 
ment 240 are not depicted. It will be understood, however, 
that the components within grid environment 240 may reside 
atop a network infrastructure architecture that may be imple 
mented with multiple types of networks overlapping one 
another. Network infrastructure may range from multiple 
large enterprise systems to a peer-to-peer system to a single 
computer system. Further, it will be understood that the com 
ponents within grid environment 240 are merely representa 
tions of the types of components within a grid environment. A 
grid environment may simply be encompassed in a single 
computer system or may encompass multiple enterprises of 
systems. In addition, it will be understood that grid environ 
ment 240 may be provided by a grid provider, where a cost for 
use of resources within grid environment 240 may be calcu 
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lated based on the amount of time required for a grid job to 
execute or the actual amount of resources used, among 
examples of calculation basis. 
0045. The central goal of a grid environment, such as grid 
environment 240 is organization and delivery of resources 
from multiple discrete systems viewed as virtual resource 
160. Client system 200, server clusters 222, servers 224, 
workstations and desktops 226, data storage systems 228. 
networks 230 and the systems creating grid management 
system 150 may be heterogeneous and regionally distributed 
with independent management systems, but enabled to 
exchange information, resources, and services through a grid 
infrastructure enabled by grid management system 150. Fur 
ther, server clusters 222, servers 224, workstations and desk 
tops 226, data storage systems 228, and networks 230 may be 
geographically distributed across countries and continents or 
locally accessible to one another. 
0046. In the example, client system 200 interfaces with 
grid management system 150. Client system 200 may repre 
sent any computing System sending requests to grid manage 
ment system 150. In particular, client system 200 may send 
virtual job requests and jobs to grid management system 150. 
In particular, virtual job requests may be sent in the form of 
requests for proposal (RFPs), as will be further described. 
Further, while in the present embodiment client system 200 is 
depicted as accessing grid environment 240 with a request, in 
alternate embodiments client system 200 may also operate 
within grid environment 240. Additionally, when client sys 
tem 200 submits virtual job requests and jobs to grid man 
agement system 150, client system 200 may be referred to as 
a grid client. 
0047. While the systems within virtual resource 160 are 
depicted in parallel, in reality, the systems may be part of a 
hierarchy of systems where some systems within virtual 
resource 160 may be local to client system 200, while other 
systems require access to external networks. Additionally, it 
is important to note, that systems depicted within virtual 
resources 160 may be physically encompassed within client 
system 200. 
0048 One function of grid management system 150 is to 
manage virtual job requests and jobs from client system 200 
and control distribution of each job to a selection of comput 
ing systems of virtual resource 160 for use of particular 
resources at the available computing systems within virtual 
resource 160. From the perspective of client system 200, 
however, virtual resource 160 handles the request and returns 
the result without differentiating between which computing 
system in virtual resource 160 actually performed the request. 
0049. To implement grid environment 240, grid manage 
ment system 150 facilitates grid services. Grid services may 
be designed according to multiple architectures, including, 
but not limited to, the Open Grid Services Architecture 
(OGSA). In particular, grid management system 150 refers to 
the management environment which creates a grid by linking 
computing systems into a heterogeneous network environ 
ment characterized by sharing of resources through grid Ser 
vices. 
0050. In one example, a grid service is invoked when grid 
management system 150 receives a virtual job request that 
with an RFP that specifies the parameters for processing a job. 
The grid service is a bid controller that determines a total 
workload required for the virtual job request and calculates a 
capacity of virtual resource 160 to handle the total workload 
required. The bid controller then calculates a cost for the 
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virtual job request and returns a bid for performing the job 
specified by the virtual job request based on the capacity of 
grid environment 240 to handle the total workload required 
and the cost for use of that workload. 
0051 Referring now to FIG.3, a block diagram illustrates 
one example of an architecture that may be implemented in a 
grid environment. As depicted, an architecture 300 includes 
multiple layers of functionality. As will be further described, 
the present invention is a process which may be implemented 
in one or more layers of an architecture, such as architecture 
300, which is implemented in a grid environment, such as the 
grid environment described in FIG. 2. It is important to note 
that architecture 300 is just one example of an architecture 
that may be implemented in a grid environment and in which 
the present invention may be implemented. Further, it is 
important to note that multiple architectures may be imple 
mented within a grid environment. 
0052. Within the layers of architecture 300, first, a physi 
cal and logical resources layer 330 organizes the resources of 
the systems in the grid. Physical resources include, but are not 
limited to, servers, storage media, and networks. The logical 
resources virtualize and aggregate the physical layer into 
usable resources such as operating systems, processing 
power, memory, I/O processing, file systems, database man 
agers, directories, memory managers, and other resources. 
0053 Next, a web services layer320 provides an interface 
between grid services 310 and physical and logical resources 
330. Web services layer 320 implements service interfaces 
including, but not limited to, Web Services Description Lan 
guage (WSDL), Simple Object Access Protocol (SOAP), and 
eXtensible mark-up language (XML) executing atop an Inter 
net Protocol (IP) or other network transport layer. Further, the 
Open Grid Services Infrastructure (OSGI) standard 322 
builds on top of current web services 320 by extending web 
services 320 to provide capabilities for dynamic and manage 
able Web services required to model the resources of the grid. 
In particular, by implementing OGSI standard 322 with web 
services 320, grid services 310 designed using OGSA are 
interoperable. In alternate embodiments, other infrastruc 
tures or additional infrastructures may be implemented a top 
web services layer 320. 
0054 Grid services layer 310 includes multiple services 
which together perform the functions described with refer 
ence to grid management system 150. For example, grid 
services layer 310 may include grid services designed using 
OGSA, such that a uniform standard is implemented in cre 
ating grid services. Alternatively, grid services may be 
designed under multiple architectures. Grid services can be 
grouped into four main functions. It will be understood, how 
ever, that other functions may be performed by grid services. 
0055. First, a resource management service 302 manages 
the use of the physical and logical resources. Resources may 
include, but are not limited to, processing resources, memory 
resources, and storage resources. Management of these 
resources includes scheduling jobs, distributing jobs, and 
managing the retrieval of the results for jobs. Resource man 
agement service 302 monitors resource loads and distributes 
jobs to less busy parts of the grid to balance resource loads and 
absorb unexpected peaks of activity. In particular, a user may 
specify preferred performance levels so that resource man 
agement service 302 distributes jobs to maintain the preferred 
performance levels within the grid. 
0056 Second, information services 304 manage the infor 
mation transfer and communication between computing sys 
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tems within the grid. Since multiple communication proto 
cols may be implemented, information services 304 manages 
communications across multiple networks utilizing multiple 
types of communication protocols. 
0057 Third, a data management service 306 manages data 
transfer and storage within the grid. In particular, data man 
agement service 306 may move data to nodes within the grid 
where a job requiring the data will execute. A particular type 
of transfer protocol, such as Grid File Transfer Protocol 
(GridFTP), may be implemented. 
0058 Finally, a security service 308 applies a security 
protocol for security at the connection layers of each of the 
systems operating within the grid. Security service 308 may 
implement security protocols, such as Open Secure Socket 
Layers (SSL), to provide secure transmissions. Further, Secu 
rity service 308 may provide a single sign-on mechanism, so 
that once a user is authenticated, a proxy certificate is created 
and used when performing actions within the grid for the user. 
0059 Multiple services may work together to provide sev 
eral key functions of a grid computing system. In a first 
example, computational tasks are distributed within a grid. 
Data management service 306 may divide up a computation 
taskinto separate grid services requests of packets of data that 
are then distributed by and managed by resource management 
service 302. The results are collected and consolidated by 
data management system 306. In a second example, the Stor 
age resources across multiple computing systems in the grid 
are viewed as a single virtual data storage system managed by 
data management service 306 and monitored by resource 
management service 302. 
0060 An applications layer 340 includes applications that 
use one or more of the grid services available in grid services 
layer 310. Advantageously, applications interface with the 
physical and logical resources 330 via grid services layer 310 
and web services 320, such that multiple heterogeneous sys 
tems can interact and interoperate. 
0061. With reference now to FIG. 4, there is depicted a 
block diagram of a grid environment in which virtual job 
requests are received and automatically replied to in the form 
of a bid in accordance with the method, system, and program 
of the present invention. As depicted, client system 200 sends 
virtual job requests to a grid environment 240. Grid environ 
ment 240 may logically include a grid scheduler 404, a bid 
controller 412, and grid resources 402. Grid resources 402 
represent the available resources within grid environment 150 
and a grid scheduler 404 controls distribution of jobs to grid 
resources 402. It will be understood that grid resources 402. 
grid scheduler 404, and bid controller 412 may execute 
among multiple server systems distributed within a single 
network or among multiple networks. 
0062 Bid controller 412, which handles receiving virtual 
jobs requests and generating bids for completion of the job 
specified by a virtual job request, may be called as a grid 
service within grid environment 240. Alternatively, virtual 
job requests may be passed to bid controller 412 from the 
transport layer or other gatekeeping function of grid environ 
ment 240. Further, bid controller 412 may execute within a 
system external to grid environment 240. 
0063. As will be further described with reference to FIG. 
9, in one embodiment, bid controller 412 includes a workload 
calculator module 908. Workload calculator module 908 
determines the likely workload required by each virtual job 
request and calculates the capacity of grid environment 240 to 
handle the required workload. Based on the capacity of grid 
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environment 240 to handle the required workload, a cost 
calculator 914 calculates a cost for performing the job speci 
fied by the virtual job request. A bid formalizer 906 considers 
other factors required for the job and returns a bid response to 
client system 200. In addition, bid formalizer 906 stores the 
bid response in a bid response table, for access by grid sched 
uler 404 if client system 200 submits the actual job associated 
with the virtual job request to the grid provider represented by 
grid environment 240. 
0064. While in the embodiment depicted bid controller 
412 is illustrated handling receipt of virtual job requests and 
automatic determination and return of bids for processing 
jobs within grid environment 150, it will be understood that 
bid controller 412 may handle receipt of virtual job requests 
from multiple grid clients and returns bids for processing jobs 
within multiple grid environments. 
0065. In one embodiment, grid environment 400 includes 
grid resources 402, which are the resource available to a 
particular grid provider for handling grid jobs. In addition, 
grid resources 402 may include resources which are acces 
sible from other grid providers and which are capacity on 
demand (CUOD) resources. 
0066. It is important to note that while throughout the 
description, a grid provider refers to an entity that provides 
independent grid processing in a grid environment indepen 
dent from client system 200, that client system 200 may 
Submit grid jobs to a grid provider of a grid environment that 
includes client system 200. In addition, a grid provider may 
also be referred to as a grid vendor. 
0067. Referring now to FIG. 5, there is depicted a flow 
diagram of a job Submitting by a client system to a grid 
provider and the results of the job returned by the grid pro 
vider. As illustrated, client system 200 submits job 502 to a 
grid provider. In particular, as previously described, each grid 
provider may implement a grid management system, such as 
grid management system 240, for managing the flow of a grid 
job by selecting grid resources forajob to meet a performance 
requirements, monitoring the progress of jobs and adjusting 
grid resources if needed to meet performance requirements, 
and managing the return of results to the client system. 
0068. In the example, the grid management system for a 
grid provider includes a job queue 504 that receives job 502 
and holds job 502 until grid scheduler 404 can schedule and 
dispatch job 502 to grid resources. In particular, grid sched 
uler 404 accesses bid 508, which includes the performance 
requirements for job 502, based on a bid placed by the grid 
provider for the specific job or an agreement for job perfor 
mance requirements for jobs received from a particular client 
system, for example. Grid Scheduler 404 accesses the grid 
resources required to handle job 502, for example server A 
516, server B518, and server N520. Although not depicted, 
grid scheduler 404 may access a grid manager and other 
components of the grid management system that build the 
required resources for a grid job, access resources from other 
grid environments, and sell-off grid jobs if necessary to other 
grid providers. 
0069. In the example, grid scheduler 404 divides job 502 
into job parts 510, 512, and 514 that are distributed to server 
A 516, server B 518, and server N520, respectively. A job 
results manager 528 collects results 522. 524, and 526 from 
server A516, server B 518, and server N520, respectively. 
Job results manager 528 returns complete results 530 to client 
system 200. In addition, job results manager 528 updates an 
accounting manager 532 when the job is complete. Account 
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ing manager 532 communicates with a workload manager 
(not depicted) that monitors the use of server A516, server B 
518, and server N520 by job 502 to calculate the total work 
load of job 502 and the total cost of job 502. In particular SLA 
508 may specify factors that control the total cost of job 502, 
Such as a maximum cost, a fixed cost, a sliding cost scale if 
performance requirements are not met, and other pricing 
adjustment factors. 
0070. With reference now to FIG. 6, there is depicted a 
flow diagram of a process for Submitting a grid job micro 
cosm to multiple grid providers to calculate a relative cost per 
client-defined application metric. In the example, a client 
system 200 apportions a grid job into microcosms, which are 
Small, representative jobs of the larger grid job that needs to 
be submitted to a grid provider. In the example, client system 
200 submits grid job microcosm 602 and grid job microcosm 
612 to grid providers 604 and 614, respectively. In one 
embodiment, client system 200 has already submitted a job 
request for the grid job microcosm to grid providers 604 and 
614, as described with reference to FIG. 4, however, in an 
alternate embodiment, client system 200 may submit the grid 
job microcosms to grid providers 604 and 614 with pricing 
and performance expectations based on published rates or 
Verbally agreed to rates, for example. 
0071. Each of grid providers 604 and 614 process gird job 
microcosms 602 and 612 and return results 606 and 616 the 
same manner as described with reference to a grid provider 
processing a grid job in FIG.5. Client system 200 retrieves the 
results and costs for each of grid job microcosms 602 and 604 
and calculates a translation value for each grid provider based 
on a client-defined application metric to grid provider metric 
ratio. For example, where a grid provider metric is an hourly 
charge, but a client-defined application metric is a number of 
database merges. Additional examples of calculating a trans 
lation value are further described with reference to U.S. 
patent application Ser. No. (Attorney Docket Number 
AUS920031042US1), hereby incorporated herein by refer 
CCC. 

0072 Then, client system 200 calculates an estimated cost 
for the full grid job according to the number of client-defined 
application metric operations required for the full grid job 
adjusted by the translation value, compares the costs esti 
mated for each grid provider, and selects the most cost effec 
tive provider. According to an advantage, by sampling the 
actual performance and cost for each provider and translating 
the cost into a client-defined application metric basis, client 
system 200 can compare the actual cost for performance, 
rather than the promised cost for performance, on client 
defined application metric basis, before sending a large grid 
job or multiple large grid jobs. In the example, after sampling 
the results and cost for each of grid job microcosms 602 and 
612, client system 200 selects to send full grid job 620, of 
which grid job microcosm 602 and 612 are representative 
sets, to grid provider 604. Grid provider 604 processes full 
grid job 620, as described with reference to FIG. 5, and 
returns result 624 to client system 200. 
0073 Referring now to FIG. 7, a block diagram depicts the 
components of a grid client agent for a client system for 
controlling automated bid requests to grid providers and auto 
mated analysis of bid responses from multiple grid providers. 
As illustrated a grid client agent 700 executing at a client 
system 200 or at a server interfacing with multiple grid client 
systems, manages the formation of virtual job requests for 
grid jobs in the form of RFPs, distribution of RFPs to grid 
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providers, analysis of bid responses to RFP's from grid pro 
viders, and distribution of grid jobs to a winning grid pro 
vider. 
0074. In particular, grid client agent 700 includes an RFP 
specification controller 708, which controls the interface for a 
user to enter the specifications for an RFP for a particular grid 
job. In one embodiment, RFP specification controller 708 is 
an independent controller. In another embodiment, RFP 
specification controller 708 is added to an existing scheduler 
for a grid client. As will be described with reference to FIG. 8, 
a user may enter multiple categories of criteria for a grid job. 
RFP specification controller 708 stores RFPs in an RFP 
request queue 718, scheduled for dispatch through a grid 
interface controller 712. 
(0075 Grid interface controller 712 manages the distribu 
tion of RFPs, reception of bid responses, distribution of grid 
jobs, and reception of grid job results. In particular, RFPs 
Submitted to grid providers through grid interface controller 
712 are stored in RFP submissions table 716. Then, grid 
interface controller 712 manages the storages of bid 
responses in RFP response table 714. 
0076. In particular, grid client agent 700 includes an RFP 
submission controller 722 that determines when to submit 
RFPs in RFP request queue 718 to grid providers and selects 
the grid providers to which a particular RFP should be sub 
mitted by grid interface controller 712. In one embodiment, 
RFP submission controller 722 may select those grid vendors 
who are designated as part of a particular grid alliance, par 
ticularly when the RFP specifies a grid alliance vendor. In 
particular, vendor ratings 720 specifies the rating criteria for 
selecting grid providers and specifies the types of grid jobs 
included in grid alliance agreements. 
0077. In particular, in one example, a grid client or group 
of grid clients may agree to Submit grid jobs with a particular 
set of characteristics to one or more grid providers as part of 
a grid alliance, where the grid client receives a discounted 
price for agreeing that a particular grid provider or group of 
grid providers will be the sole provider for grid jobs with the 
particular set of characteristics and vendor ratings 720 indi 
cate the grid alliance and particular set of characteristics. In 
another example, a user may assign ratings to each grid ven 
dor in vendor ratings 720 or grid client agent 700 may access 
grid vendor ratings from a vendor rating service. 
0078. In addition, grid client agent 700 includes a job 
microcosm controller 702 for controlling the formation of 
grid job microcosms for RFP submission controller 722 to 
Submit to grid providers to sample the response times and 
costs for processing Smaller portions of a grid job, as 
described with reference to FIG. 6. In one example, an RFP 
may include a grid job microcosm for a grid provider to run 
and return a bid and the results of running the grid job micro 
cosm. In another example, a job microcosm controller 702 
first requests the submission of RFPs for the grid job micro 
cosm and then requests the Submission of the grid job micro 
cosms to multiple grid providers. 
0079 A cost comparator 710 determines the actual cost, 
from the client execution unit basis, for grid jobs based on the 
results from grid job microcosms and full grid jobs. In par 
ticular, as described with reference to FIG. 6, a ratio of a 
client-defined metric to a grid provider metric is calculated 
for a particular type of grid job based on the results of execut 
ing a grid job microcosm or full grid job. In one example, 
where one grid provider calculates a cost of a grid job based 
on an hourly charge and another calculates a cost of a grid job 
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based on the number of floating point operations, cost com 
parator 710 calculates a ratio of each grid provider metric to 
a common client defined metric basis, such as a number of 
database merges. 
0080 A response analyzer 704 analyzes the responses 
received from grid providers and selects the winning grid 
provider. In one embodiment, response analyzer 704 analyzes 
the bid responses for whether the bid response meets all or 
particular RFP criteria and then compares those responses 
meeting the required criteria for a best price or other criteria. 
In another embodiment, where previous grid jobs of a same 
type have already been processed by a grid provider or where 
grid job microcosms were submitted, response analyzer 704 
calls cost comparator 710 to first calculate the client-defined 
metric costs according to grid provider so that response ana 
lyZer 704 can compare actual estimated costs for performing 
a grid job with those promised by the grid providers to select 
the winning grid provider. 
0081. In addition, response analyzer 704 may trigger an 
RFP exception manager 706 if qualifying bid responses 
include exceptions or comments that Suggest re-negotiation 
criteria for a grid job. In particular, RFP exception manager 
706 may prompta user to select to adjust an RFP according to 
the exceptions and comments returned in a bid response. 
Further, RFP exception manager 706 may automatically 
adjust an RFP with the exceptions or comments if they are 
allowed by re-negotiation preferences for the grid client. 
0082. During the re-negotiation process, RFP exception 
manager 706 may submit the adjusted RFP to a single grid 
provider that returned the exception or comment used to 
adjust the RFP or RFP exception manager 706 may submit the 
adjusted RFP to all of the original grid providers. In addition, 
during the re-negotiation process, RFP exception manager 
706 may extend the original RFP response time to enable 
sufficient time for effective re-negotiation. 
0083) Referring now to FIG. 8, a block diagram depicts a 
user interface for entry of RFP criteria for a grid job. For 
purposes of example, the types of information that may be 
provided for each type of criteria are indicated. It will be 
understood that additional types of criteria may be included in 
an RFP additional values may be specified for each criteria, 
and modules at each grid provider may respond to criteria in 
different ways. 
0084 As illustrated, a user interface 800 provides multiple 
entry fields for a user to enter requirements for a virtual job 
request to create an RFP 850. In the example depicted, user 
interface 800 is a window opened by RFP specification con 
troller 708 responsive to a user request to submit the grid job 
to a grid provider. In another example, a client job scheduler 
may automatically trigger RFP specification controller 800 to 
open the window in user interface 800 when a job is detected 
that qualifies for grid Submission. Upon a user selection of 
selectable button 844 through placement and selection of 
cursor 846, the entries in user interface 800 are stored and 
maintained for the grid job in an RFP request queue 718. 
0085. As illustrated at reference numeral 802, a job name 
may be designated for RFP 850. In the example, the job name 
is “DB UPDATE BASE to identify a job requiring a data 
base update. In addition to, or as an alternative to a job name, 
a job number, as indicated at reference numeral 804, or other 
identification may be specified by the user entering the RFP or 
specified automatically by RFP specification controller 708. 
As illustrated at reference numeral 804, a grid client may 
associate a unique number with each grid job to facilitate 
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common reference to a particular grid job during the RFP 
negotiation process. In the example, a job number of “105” is 
associated with RFP 850. In addition, the grid provider 
matches the job number of the RFP and response with a grid 
job received by the grid provider from the grid client. 
I0086. As illustrated at reference numeral 810, an eligibil 
ity for use of capacity on demand (CUOD) resources may be 
designated for RFP 850. In the example, the CUODeligibility 
is set to 'no'. In one embodiment, CUOD resources are 
resources that are available, but currently not active. Both 
hardware and Software resources can be available as capacity 
on demand resources. A licensing cost may be paid to activate 
“on demand resources. If the client specifies that the grid job 
is not eligible for CUOD resources, then grid vendors will 
avoid including any available CUOD responses when prepar 
ing a response to the RFP. If the client specifies that a grid job 
is eligible for CUOD resources, then each grid vendor may 
prepare abid response that includes the additional on demand 
resources and their cost if the resources are deemed necessary 
for the grid job. Further, in a bid response, the grid vendor 
may specify whether the job will require CUOD resources, 
Such that costs for activation of these resources may be speci 
fied. Finally, in another example, when the grid client ana 
lyzes bid responses, the grid client may filter out those 
responses from grid providers that do not provide CUOD 
SOUCS. 

I0087 As illustrated at reference numeral 828, a job time 
limit for the grid job may be specified in RFP 850. In particu 
lar, a user may specify a time limit by which a job must be 
performed. When the workload calculation module deter 
mines the resources and cost of those resources, the time limit 
may be taken into consideration. For example, a job request to 
perform a particular job in 1 hour may cost more than a job 
request to perform the same job, but in 5 hours. 
I0088 Another parameter of a job time limit may include 
the amount of time that a job should be submitted to a grid for 
a job that typically executes in a primary computing environ 
ment. In particular, most jobs can execute in a primary envi 
ronment, Suspendexecution when the primary environment is 
busy, and then upon restart, recommence the job from where 
it left off. According to an advantage of the invention, a job 
may be suspended in its primary environment, moved to a 
grid environment and recommenced, and later Suspended and 
returned to the primary environment. Thus, the job time limit 
may specify the amount of time that the job should execute on 
the grid environment before the job is suspended and returned 
to a primary environment for execution. 
0089. As illustrated at reference numeral 822, a resource 
limit for the resources allowed for a grid job may be specified 
in RFP 850. While some grid providers may charge a client by 
the time at job takes, other grid providers may charge a client 
by the resources used by the job. When billing by resource 
usage is implemented, clients may preferably specify the type 
and amount of resources the client is willing to pay for each 
job considered for Submission. 
0090. As illustrated at reference numerals 812and818, the 
performance required time period and additional completion 
criteria may be specified in RFP 850. In the example, the 
performance of the grid job is required in six hours or less and 
no additional completion criteria are specified. Examples of 
additional completion criteria may include, however, that the 
job must complete execution within eight hours, that the job 
should be suspended after eight hours of execution time, that 
the job is complete when 10,000 output records have been 
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generated, or the job is complete if executed twice and match 
ing results are returned from each execution. 
0091. As illustrated at reference numeral 826, a grid alli 
ance requirement for a grid job may be specified in RFP 850. 
In particular, a grid client may be in a strategic alliance with 
one or more grid providers, where a strategic alliance pro 
vides the client will solely use one of the grid providers in the 
alliance for grid jobs meeting certain criteria. A grid client 
may designate, in the RFP any required grid alliances. Alter 
natively, if the job is one meeting the criteria for an alliance 
that the client has agreed to, then RFP specification controller 
708 may automatically fill in the grid alliance requirement in 
RFP 850 and the client may be limited to submitting the RFP 
to grid alliance providers. 
0092. In one example of a grid alliance, grid providers A 
and B may agree to be the sole sources for a client, where the 
submission of ten or more jobs to grid providers A and B 
entitles the client to a discounted pricing scheme. When an 
application at the grid client spawns ten or more jobs, then the 
RFP submission for those ten or more jobs is limited to only 
grid providers A and B. 
0093. As illustrated at reference numeral 808, a job cost 
limit for a grid job may be specified in RFP 850. For example, 
a user specifies a job cost limit of $5000.00 in RFP 850. In 
particular, job cost limits may include a monetary cost, a 
formula, or multiple conditioned costs. 
0094. As illustrated at reference numeral 832, a software 
platform class specification may be included in RFP 850. In 
particular, a grid job may or may not require specific Software 
to execute. Where a grid job does require specific software to 
execute, the Software platform class or specific Software name 
is included in the RFP as illustrated at reference numeral 832. 
In one example, each Software platform class may be 
assigned a standard reference name or number. For example, 
a particular software platform class may be assigned as ref 
erence number “7”. 
0095. In one example, a grid job is attempting to resolve a 
mathematics problem, where any software with necessary 
calculation capabilities could be used and therefore no soft 
ware platform class designation is necessary. In another 
example, however, a grid job is a complex parallel database 
query that is written and optimized for a specific Software 
environment, where the RFP for the grid job specifies the 
specific software environment in the software platform class 
designator. 
0096. As illustrated at reference numeral 830, a hardware 
platform class specification may be included in RFP 850. In 
particular, a grid job may or may not require a specific hard 
ware platform to execute. Where a grid job does require a 
specific hardware platform to execute, the specific hardware 
platform class or specific hardware platform name is included 
in the RFP, as illustrated at reference numeral 830. In one 
example, each hardware platform class may be assigned a 
standard reference name or number. For example, a particular 
hardware platform class may be assigned as reference num 
ber “5”. 
0097. In one example, a grid job is attempting to resolve a 
mathematical problem, where any hardware platform that 
Supports Software containing calculation capabilities could 
be used and therefore no hardware platform class designation 
is necessary. In another example, however, a grid job is a 
complex parallel database query that is written and optimized 
for a specific hardware environment. For example, a complex 
database query may be optimized for DB2EEE with a par 
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ticular problem reporting and resolution scheme 
“APAR1Y77222 applied and executing on ten IBM Power4 
processor partitions, therefore the RFP would specify the 
software platform class of “DB2EEE with APAR1Y77222' 
and the hardware platform class of “10 IBM Power4 proces 
Sor partitions' or reference numerals representing these soft 
ware and hardware platform classes. 
0098. As illustrated at reference numeral 816, a data 
access and transport mechanism may be specified for a grid 
job in RFP 850. In particular, many grid jobs will require data 
which must accompany the grid job for a grid provider to 
execute a grid job. In one example, the client system Submits 
the data to the grid provider with the job to be executed using 
a tool such as GridFTP, which includes Grid protocol exten 
sions to the file transfer protocol (FTP). In another example, 
the grid provider accesses the data at a network accessible 
storage medium using a secure data communication channel, 
such as secure socket layer (SSL). Either way, the RFP speci 
fies the data access or transport mechanism so that the grid 
Vendor can calculate additional costs associated with the 
access method selected by the grid client. For example, at 
reference numeral 816, the data transport specified for RFP 
800 is “gridFTP” 
0099. As illustrated at reference numeral 836, a data size 
for data required for a grid job may be specified in RFP 850. 
For example, at reference numeral 836, the data size specified 
is 42000 bytes of data. In particular, the data size affects a bid 
by a grid provider because the data size effects the amount of 
time required for data access. In addition, larger amounts of 
data require more storage space, more processing power, and 
more network bandwidth when the grid provider processes 
the grid job. 
0100. As illustrated at reference numeral 820, security 
requirements for the hardware, Software, and data transport 
for a grid job may be specified in RFP 850. In particular, some 
grids jobs must execute in a trusted and secure environment. 
In the example, the security requirement specified is a “secure 
data channel for data transport. In another example, not 
depicted, data protection tools including, but not limited to, 
the Grid Security Interface (GSI) and Web Service security 
(WS-Security) may be specified and platform security 
requirements including, but not limited to, Trusted Comput 
ing Base (TCB) and C2 compliance (C2 security is the U.S. 
National Security Agency criteria for a secure system), may 
be specified. 
0101. As illustrated at reference numeral 814, the latency 
requirements of a grid job may be specified in RFP850. In one 
example, a latency requirement specifies the amount of time 
allowed for returning results of a grid job to a user interface. 
For example, a grid job may require interaction with end users 
with an expectation of sub-second responses to the user inter 
face. 

0102. As illustrated at reference numeral 806, a service 
level agreement may be specified for a grid job in RFP 850. In 
particular, the quality of service (QOS) expectations of a grid 
client for grid jobs are documented in a service level agree 
ment (SLA). As will be understood, a SLA may specify 
general service expectations for all grid jobs of a grid client or 
for all grid jobs of a particular type of a grid client. In one 
example, a grid client formulates all the service expectations 
in an SLA. In another embodiment, a grid vendor may specify 
some or all of the service expectations in an SLA. Further, a 
grid provider or group of grid providers may agree to the SLA 
for grid jobs Submitted by a particular grid client or group of 
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grid clients. In the example, RFP 850 does not include a 
specified SLA, as indicated at reference numeral 806. In 
alternate embodiments, however, a SLA may be attached to 
RFP 850 or referenced by a document number or other form 
aC. 

0103 As illustrated at reference numeral 838, an esti 
mated runtime for a job may be specified in RFP 850. In 
particular, the grid client may have estimates of the estimated 
job runtime based on previous executions of the same or 
similar jobs, which are specified in RFP 850 as indicated at 
reference numeral 838. Even if grid client does not have 
estimates of a job runtime, an expected job runtime may be 
designated so that the grid vendor may more accurately esti 
mate the workload expectations for a grid job. 
0104. As illustrated at reference numeral 834, a sell-off 
policy for the grid job may be specified in RFP 850. In 
particular, a “sell-off policy indicates whether the grid job 
can be sold by the winning grid vendor to another grid vendor. 
In the example, as depicted at reference numeral 834, “sell 
off is not permitted. 
0105. As illustrated at reference numeral 840, an RFP 
response time for responding to the RFP may be specified in 
RFP 850. In particular, the grid client may specify the dead 
line for grid providers to return bid responses to the RFP. The 
deadline may include additional time for negotiation and 
resubmission or may require a quick spot market price for 
more urgent jobs. In the example, as depicted at reference 
numeral 840, the RFP response time is less than or equal to 
two hours. It will be understood that response times may be 
specified by a particular time limit, formula, or conditional 
time limits. 

0106. As illustrated at reference numeral 824, a job prior 
ity for a particular grid job may be specified in RFP 850. In 
particular, a user may specify a job priority for each grid job 
when the grid client is planning to Submit multiple jobs simul 
taneously. The job priority would indicate the priority of each 
grid job. The grid provider may use the job priority indicator, 
such as the job priority of “1”, as indicated at reference 
numeral 824, to determine an order to execute grid jobs when 
grid resources are insufficientor other condition occurs where 
job priority affects job performance. 
0107 As illustrated at reference numeral 842, RFP 850 
may include a sample job, here referred to as “microcosmA'. 
A grid provider receiving RFP 850 with a sample job may 
decide to run the grid job in the grid environment and retrieve 
a result, to determine the actual workload requirements for 
the sample job, the actual cost, and the actual performance of 
the grid environment in processing the grid job. In one 
example, the sample job may also indicate the size of the 
sample job in comparison the size of the grid job described by 
RFP 850, such that the grid provider can estimate total work 
load, cost, and performance based on the estimated percent 
age of the total that the sample job represents. 
0108. With reference now to FIG. 9, there is depicted a 
block diagram of one embodiment of a bid controller in 
accordance with the method, system, and program of the 
present invention. As depicted, bid controller 412 includes a 
job request parser 910. RFP parser 910 receives each virtual 
job request in the form of an RFP and may hold the RFP in a 
queue until processing can be performed. In addition, RFP 
parser 910 may translate values specified by a user in the 
virtual job request into a unit specified for use in workload 
calculations. 
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0109 Bid controller 412 may access a resource database 
912 includes a listing of each resource available within the 
grid environment of a grid provider. In particular, for each 
resource listing, resource database 912 may further specify 
the type of resource, which clients have access to the 
resource, the resource performance specifications, and the 
resource platform characteristics. In addition, resource data 
base 912 may include a listing of resources available to the 
grid environment of a grid provider from outside the grid 
environment. 

0110. An available resource selector 904 may filter 
through the available resource database 912 to determine 
which resources are available as required by an RFP and 
whether sufficient resources are available as required by the 
RFP. Alternatively, resource selector 904 may query a man 
agement module which manages the available resources for a 
grid provider. 
0111. In particular, resource selector 904 determines 
whether the resources required for the grid hardware platform 
specified in the RFP is available. If the specified grid hard 
ware platform is not available, then resource selector 904 
determines whether the RFP allows Sell-off. If the RFP allows 
sell-off, then resource selector 904 continues to determine 
whether the other RFP criteria can be met by the grid vendor, 
with a sell-off of the grid job to access a hardware platform 
from another grid vendor. If the RFP does not allow sell-off, 
then resource selector 904 may return a no bid for the RFP. 
0112 Continuing, resource selector 904 determines 
whether the resources required for the grid software platform 
specified in the RFP is available. If the software platform is 
available, then resource selector 904 continues to determine 
whether the other RFP criteria can be met by the grid vendor. 
Otherwise, if the grid software platform specified in the RFP 
is not available, then resource selector 904 may check 
whether other grid environments or on demand software 
resource providers are available to provide the software plat 
form if allowed by the RFP or return a no bid for the RFP. 
0113 Resource selector 904 also determines whether 
there are sufficient resources available for the required data 
access or transport mechanism for the data size with the 
security required. If there are not sufficient resources for the 
required bandwidth, resource selector 904 may check other 
grids for the required bandwidth if allowed by the RFP or 
return a no-bid. 

0114 Based on the available resources for the hardware 
platform, Software platform, and data access required, a 
workload calculator module next calculates a load factor for 
the bid request. A total workload calculator 908 may calculate 
a total workload required for the job specified by the virtual 
job request. In particular, total workload calculator 908 may 
determine a total resource requirement and time requirement 
for an RFP. As will be further described with reference to FIG. 
10, the total resource requirement may specify the total 
amount of hardware, Software, or network resources, for 
example, needed for completion of a job. The total time 
requirement may specify the time available for executing the 
job within the grid environment, the time available for access 
ing data required for the job, and the time available for return 
ing a result of the job from the grid environment to a client 
system, for example. In addition, total workload calculator 
908 may determine other parameters that describe the total 
workload from additional values specified in a virtual job 
request. 
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0115. A capacity calculator 902 compares the total work 
load required for a virtual job request with the resources 
available for the virtual job request and determines the capac 
ity of the grid environment to handle the job specified by the 
virtual job request. In particular, capacity calculator 902 may 
determine whether the grid environment can meet the 
resource and latency requirements. If the resource and latency 
requirements of the virtual job request can be met within the 
grid environment, then capacity controller 902 determines a 
total workload factor that can be used by a cost calculator to 
determine a cost for workload requirement. The workload 
factor may also indicate the estimated performance available 
for the job. 
0116. The cost calculator 914 calculates a total cost based 
on workload factor, as limited by the cost limits specified in 
the RFP. In addition, the total cost is affected by special 
pricing specified in the RFP available for use of off-peak 
times, or agreed to as part of a grid alliance. In one example, 
U.S. patent application Ser. No. (Attorney Docket 
Number AUS92004.0568US1), hereby incorporated herein 
by reference, describes cost calculator 914. 
0117. A bid formalizer 906 formalizes retrieves the work 
load factor, cost, and performs additional comparisons of an 
RFP to the availability of a grid provider to formalize a bid 
response to the grid client. In some cases, if the grid environ 
ment cannot meet the specific requirements of the virtual job 
request, but could meet a selection of the virtual job request 
requirements, then the estimated performance available may 
indicate the deviation from the virtual job request require 
ments. For example, if the RFP does not allow CUOD eligi 
bility, but use of CUOD resources would allow the grid ven 
dor to meet other performance requirements for the grid job, 
then the bid response may include an exception to the CUOD 
requirement. In another example, if the RFP specifies a price 
limit that is not met by the cost calculation, then the bid 
response may include an exception to the price limit. 
0118. In addition, bid controller 412 may include a sample 
controller 920 that controls the performance of grid micro 
cosms received as a sample attachment to an RFP. As previ 
ously described with reference to FIG. 6, a grid provider may 
process a grid microcosm and return the results to the client, 
Such that the client may then compare the relative costs of grid 
providers. According to another advantage, sample controller 
920 processes sample grid microcosms received with an RFP. 
as described with reference to FIG. 5, and forwards the actual 
workload use to resource selector 904, the actual workload to 
workload calculator 908 and capacity calculator 902, and the 
actual cost to cost calculator 914. Based on the actual 
resource usage from processing a sample of a grid job that 
represents a particular percentage of a total grid job, resource 
selector 904 selects available resources for a total grid job, 
workload calculator 908 and capacity calculator 902 calcu 
late the load factor for the total grid job, and cost calculator 
914 calculate the total cost for the total grid job using actual 
metrics measured for a sample of the grid job. 
0119. With reference now to FIG. 10, there is depicted an 
illustrative example of calculations performed within the 
resource selector and workload calculator based on a virtual 
job request in accordance with the method, system, and pro 
gram of the present invention. As depicted, a received RFP 
1000 includes multiple criteria designated for specifying the 
performance requirements for completing a grid job associ 
ated with the virtual job request. A table indicated at reference 
numeral 1030 includes multiple entries that describe calcula 
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tions that resource selector 904 and workload calculator 908 
may perform based on the values in received RFP 1000. It is 
important to note that while the following description broadly 
references steps performed by workload calculator 908, the 
Sub-calculators within the workload calculator may actually 
perform one or more of the calculations and evaluations 
described. Further, it will be understood that the values 
depicted in received RFP 1000 are illustrative of the types of 
values that may be included in a virtual job request for 
enabling bid controller 412 to automatically determine the 
workload and cost associated with performing a requested 
job. In addition, it will be understood that the functions 
depicted in the table indicated at reference numeral 1030 are 
merely illustrative examples of the types of functions that 
may be performed by resource selector 904 and workload 
calculator 908. 

0.120. As illustrated at reference numeral 1002, a job time 
limit” may be specified that indicates the total time for 
completion of a job or a specific time by which a job must be 
completed, for example. The workload calculator may use the 
job time limit” to determine whether or not the grid environ 

ment has the capacity, in the form of the necessary quantity 
and type of resources needed, to execute the job in the time 
specified in the job time limit.” In particular, as indicated in 
table 1030, the workload calculator may first estimate the 
total time required to perform the job within the grid environ 
ment (TIMEtotal) and then compare that estimated total time 
with the “job time limit” specified at reference numeral 1002. 
In estimating the total time required to perform the job within 
the grid environment, the total workload (WORKLOADtotal) 
required may first be calculated. Then, to calculate the total 
time required to perform the job, the total workload required 
may be divided by the total resources (RESOURCEtotal) 
available to handle the workload. If the total time required for 
performance of the job is greater than or equal to the job time 
limit” than an error is returned indicating that the job cannot 
be processed within the job time limit.” It is important to note 
that the total resources available may be constrained by other 
settings in received RFP 1000, such as whether capacity on 
demand resources may be used or whether resource limits 
within the grid environment are imposed. 
I0121. As depicted at reference numeral 1004, a “capacity 
on demand (CUOD) eligibility” may be specified indicates 
whether CUOD resources available to the grid environment 
can be accessed to perform the job. Further, the CUOD eligi 
bility may specify a limit and type of CUOD resources eli 
gible to execute the job. The workload calculator may check 
the “CUOD eligibility’ if the workload calculator determines 
that the current grid capacity is not sufficient to run the job and 
in determining the resources available for the virtual job 
request. In one example, as depicted at reference numeral 
1032, if the workload calculator determines that more 
resources are needed to perform the job, then the workload 
calculator looks to see if CUOD eligibility is set to “yes” and 
if so, adds the available CUOD resources (RESOURCEcuod) 
to the grid resources (RESOURCEbase) to calculate the total 
available resources to perform the job (RESOURCEtotal). 
0.122. As illustrated at reference numeral 1006, a 
“resource limit” may specify whether there is a limit on the 
available resources that can be used to perform a job. The 
workload calculator may check the “resource limit value to 
set the total resources available for handling a job. In particu 
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lar, as depicted at reference numeral 1034, if “resource limit” 
is set, then the total resources available (RESOURCEtotal) is 
set to the “resource limit’. 

(0123. As illustrated at reference numeral 1008, a job 
completion requirement value may be specified that indi 
cates additional requirements for completing a job. For 
example, if a job is for a database and completion of the job 
requires output in the form of a new data mart transferred to a 
client system, then the job completion requirements' may 
specify the time required for return of the data mart to the 
client system. Thus, as illustrated at reference numeral 1036, 
the workload calculator may use the job completion require 
ments’ (TIMEcomplete) of additional time requirements, 
storage requirements, processing requirements, and network 
bandwidth requirements to specify the total time (TIMEtotal) 
required to complete a job in addition to the time calculated to 
complete the job itself within the grid environment (TIME 
job). Further, the workload calculator may return an error if 
the total time required for completion of the job is greater than 
the time limit. 

0.124. As depicted at reference numeral 1010, a “software 
platform class' may specify the Software platform class of a 
job. In one example, Software platform classes may be speci 
fied by defined numbers. For example, an interactive software 
class may be specified as SW2 and a web hosting application 
may be specified as SW3. In general, the workload calculator 
may use the specified software platform class to determine the 
likely application characteristics of the job. More specifically, 
as depicted at reference numeral 1040, the resource selector 
and workload calculator may use the defined software plat 
form class to determine whether the grid environment has 
hardware to Support the Software class. In particular, it is 
important for the workload calculator to determine whether 
the job is a batch or interactive because various hardware 
platforms vary in suitability for software platform types. For 
example, a zSeries processor may be more efficient for inter 
active jobs, whereas a pSeries processor may be more effi 
cient for web hosting applications. (ZSeries and pSeries are 
registered trademarks of International Business Machines 
Corporation). 
0125. As illustrated at reference numeral 1012, a “hard 
ware platform class may specify the hardware platform class 
of a job. In one example, hardware platform classes may be 
specified by defined numbers. In general, the workload cal 
culator may use the hardware platform class value to deter 
mine which grid hardware is available for the job and the 
throughput characteristics of the hardware type required for 
the job. More specifically, as depicted at reference numeral 
1042, the resource selector and workload calculator may use 
the defined hardware platform class to determine whether the 
preferred hardware platform class is available in the grid 
environment. If a hardware platform class is not specified at 
reference numeral 1012, then the workload calculation mod 
ule may attempt to select the most efficient hardware class 
based on other specified job characteristics. For example, if a 
database application is run for a job, and the grid contains 
preconfigured pSeries 650 nodes running the database appli 
cation, then the pSeries 650 nodes would be the preferred 
hardware. 

0126. As depicted at reference numeral 1014, a “data 
access and transport mechanism” value may specify the 
movement of or access to data that is required for a job. The 
resource selector and workload calculator may use the “data 
access and transport mechanism” value with the data size to 
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determine the time and resources associated with any neces 
sary movement of or access to data. For example, as depicted 
at reference numeral 1044, the RFP may specify in the “data 
access and transport mechanism' that the grid manager 
acquire data from the client using the GridFTP application. 
The resource selector and workload calculator then evaluates 
the time and resources required to acquire data from the client 
using the GridFTP application, taking into account the appli 
cation transfer rates in conjunction with the data size and 
hardware throughput. 
0127. As illustrated at reference numeral 1016, a “data 
size' may be specified for a job. The resource selector and 
workload calculator may use the data size in calculating the 
resources required and time required for the data access speci 
fied at reference numeral 1014, as described in the example 
depicted at reference numeral 1044. In one example, if no 
value is specified for the “data size then the workload cal 
culator may assume that no data transfer is required for the 
execution of the job. 
I0128. As depicted at reference numeral 1018, a “perfor 
mance and latency requirement may be specified that indi 
cates the performance and latency requirements for a job. As 
depicted at reference numeral 1048, the workload calculator 
may use the “performance and latency requirement’, along 
with other values, to determine the resource commitment 
required for a job. For example, a job with no specific perfor 
mance requirements may require fewer resources, in quantity 
and relative power, than an interactive job requiring a 
response to users in under a second. In another example, if a 
latency value is specified at reference numeral 618, then the 
latency value is compared with specifications of the hardware 
platform available within the grid environment. More specifi 
cally, industry standards Such as Standard Performance 
Evaluation Corporation Integer (SPECint) or SPEC floating 
point (SPECfp) can be compared with the latency value, or 
calculations could be made based on other combined RFP 
Submission data Such as hardware platform class or job 
completion limits. 
I0129. In addition, as depicted at reference numeral 1020, a 
"grid sell-off indicator may be specified to indicate whether 
the resource selector and workload calculator can consider 
use of resources outside the grid environment to meet the 
requirements for the job, as depicted at reference numeral 
1050. In one example, if a client does wants a single grid 
resource vendor to be responsible for data security and job 
results, the client may not enable a grid sell-off. 
I0130. With reference now to FIG. 11, a block diagram 
illustrates an RFP response generated by a grid provider in 
response to an RFP. As illustrated, an automated RFP 
response 1100 includes an indication of a grid provider's 
ability and agreement to handle a grid job described by an 
RFP. In particular, as illustrated at reference numeral 1102, 
RFP response 1100 includes the name of the respondent grid 
provider, where in the example the respondent is “IBM Grid'. 
In addition, as illustrated at reference numeral 1104, RFP 
response 1100 includes the job number, as specified in the 
RFP. Next, as depicted at reference numeral 1106, RFP 
response 1100 includes the estimated runtime of 4.6 hours 
and at reference numeral 1108 the estimated job cost of 
S4600.00. Additionally, the grid provider may specify an 
expiration date and time for RFP response 1100, as illustrated 
at reference numeral 1110. 

I0131. In addition, as previously described, an RFP 
response may include exceptions to the RFP criteria. In the 
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example, as illustrated at reference numeral 1112, RFP 
response 1100 includes the exception of an actual latency 
(LATENCYACTUAL) that is greater than the latency limit 
(LATENCYLIMIT). Further, RFP response 1100 includes 
comments, as illustrated at reference numeral 1114, that indi 
cate additional negotiation points and recommendations for a 
grid client to adjust an RFP during a re-negotiation process. 
0.132. According to an advantage, bid formalizer 906 may 
formalize a bid response, such as RFP response 1100 with 
only the minimal information required for a grid provider to 
respond to an RFP. In particular, it is advantageous for bid 
formalizer 906 to avoid needing to include a response to each 
criteria of an RFP. Further, in particular, it is advantageous for 
bid formalizer 906 to minimize the information in RFP 
response 1100 to reduce data flow required from a grid pro 
vider and to minimize the data flow in to a grid client. In one 
example of response minimization, if an RFP specifies that 
sell-off is not permitted, then the RFP response need not 
indicate that the grid provider would not sell-off the grid job, 
however the RFP response may include an exception requir 
ing sell-off or a comment Suggestion enabling sell-off eligi 
bility as a way to increase performance or decrease cost for a 
grid job. 
0133. It is important to note that when a user includes a 
sample of the grid job with an RFP, the response to the RFP 
may need to indicate whether the grid provider actually ran 
the sample to calculate the price and performance in the 
response or whether the price and performance are based on 
estimations. In addition, it is important to note that when a 
user includes a sample of a grid job, a grid provider may 
return a response include the sample results. 
0134 Referring now to FIG. 12, there is illustrated a high 
level logic flowchart of a process and program for managing 
responses to RFP requests in a grid environment. As depicted, 
the process performed by a bid controller for a grid provider 
starts at block 1200 and thereafter proceeds to block 1202. 
Block 1202 depicts a determination by the bid controller as to 
whetheran RFP is received. Ifan RFP is not received, then the 
process iterates at block 1202. If a virtual RFP is received, 
then the process passes to block 1204. 
0135 Block 1204 depicts a determination by the bid con 

troller as to whether the job is a repeat of a previously sub 
mitted job. If the job is a repeat of a previously submitted job, 
then the process passes to block 1206. Block 1206 depicts 
returning the current price for the job workload, based on the 
previously determined price for the job workload, and the 
process ends. Alternatively, at block 1204, if the job is not a 
repeat of a previously Submitted job, then the process passes 
to block 1232. 

0.136 Block 1232 depicts a determination whether a job 
sample, such as a microcosm, is included with an RFP. If a job 
sample is included, then the process passes to block 1234. 
Block 1234 depicts passing the job sample to the grid sched 
uler to execute the job sample. Next, block 1236 depicts a 
determination whether the metered results for the job sample 
are available. Once the metered results for the job sample are 
available, then the process passes to block 1208. In particular, 
the metered results may include actual workload, actual cost, 
and actual performance of the job sample within the grid 
environment for the grid provider. In particular, where the 
sample represents a percentage of a total grid job, the metered 
results are accessed during the other steps of the process to 
calculate cost and performance based on the actual metered 
results of processing a sample of the grid job. 
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I0137 Block 1208 depicts a determination by the bid con 
troller as to whether the required grid hardware platform is 
available. If the required grid hardware platform is available, 
then the process passes to block 1214. Otherwise, if the 
required grid hardware platform is not available, then the 
process passes to block 1210. Block 1210 depicts a determi 
nation by the bid controller whether a sell-off is permitted. If 
a sell-off is not permitted, then the process passes to block 
1212. Block 1212 depicts the bid controller returning a no 
bid, and the process ends. In particular, a no-bid may identify 
the grid provider, the job number and a non-acceptable indi 
cator. Alternatively, at block 1210, if a sell-off is not permit 
ted, then the process passes to block 1214. 
0.138 Block 1214 depicts a determination by the bid con 
troller whether the required grid software platform is avail 
able. If the required software platform is not available, then 
the process passes to block 1216. Block 1216 depicts the bid 
controller checking the other grid providers for software plat 
form availability or returning a no-bid, and the process ends. 
In one example, the bid controller may only check the other 
grid providers for software platform availability if the RFP 
allows sell-off. Otherwise, at block 1214, if the required grid 
Software platform is available, then the process passes to 
block 1218. 

0.139 Block 1218 depicts a determination by the bid con 
troller whether the required bandwidth for storage for the 
specified data size is available. If the required bandwidth is 
not available, then the process passes to block 1216. If the 
required bandwidth is available, then the process passes to 
block 1220. 

0140 Block 1220 depicts the bid controller sending the 
RFP workload constraints to the workload calculation mod 
ule. In one example, the RFP workload constraints include the 
CUOD eligibility, job time limits, job resource limits, perfor 
mance required, latency required, data size, and data transport 
required. Next, block 1222 depicts a determination by the bid 
controller whether the load factor is received from the work 
load calculation module. If the load factor is not yet received, 
then the process iterates at block 1222. When the load factor 
is received, then the process passes to block 1224. In particu 
lar, a load factor may include the amount of resources 
required for a job, the time period that grid resources will be 
used, the type of calculations that will be required to be 
performed by grid resources, and other indicators of the load 
that a grid job would have on grid resources, according to the 
metric unit used by the grid provider for estimating resource 
usage. In particular, a grid provider may define a custom 
formula for calculating a load factor that takes into account 
hourly usage, resources dedicated to a grid job, data accesses, 
and other requirements of a grid job. 
0141 Block 1224 depicts the bid controller sending the 
RFP pricing constraints and load factor to the cost calculation 
module. In one example, the RFP pricing constraints include 
the cost limits, special pricing, and grid alliances. Block 1226 
depicts a determination by the bid controller whether the cost 
calculation is received. If the cost calculation is not yet 
received, then the process iterates at block 1226. If the cost 
calculation is received, then the process passes to block 1228. 
In particular, the cost calculation module calculates the cost 
for the load factor, as adjusted by any special pricing for grid 
alliances or bulk grid job Submissions. In particular, a grid 
provider may maintain cost metrics that enable the cost cal 
culation module to adjust a cost for a particular load factor 
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based on the time of day, the type of grid job, the identity of 
the grid client, and other factors that influence cost. 
0142 Block 1228 depicts a determination by the bid con 

troller whether the cost calculation is equal to or less than the 
cost limit specified in the RFP. If the cost calculation is not 
equal to or less than the limit, then the process passes to block 
1230. Block 1230 depicts the bid controller checking other 
grids, if the RFP allows sell-off, or returning a no-bid and the 
process ends. Alternatively, at block 1228, if the cost calcu 
lation is equal to or less than the limit, then the process passes 
to block 1232. 
0143 Block 1232 depicts a determination by the bid con 

troller whether the cost calculation is equal to or less than the 
estimate. If the cost calculation is not equal to or less than the 
estimate, then the process passes to block 1234. Block 1234 
depicts the bid controller responding to the RFP with the 
price, and the process ends. Alternatively, at block 1232, if the 
cost calculation is not equal to or less than the estimate, then 
the process passes to block 1236. Block 1236 depicts the bid 
controller responding to the RFP with the price and com 
ments suggesting adjustments to the RFP to achieve the cost 
limit or exceptions to the RFP that would enable the grid 
provider to meet the cost limit, and the process ends. 
0144. Referring now to FIG. 13, a high level logic flow 
chart depicts a process and program for controlling Submis 
sion of an RFP to grid providers and processing bid responses 
in accordance with a method, system, and program of the 
present invention. As illustrated, the process performed by a 
grid client agent starts at block 1300 and thereafter proceeds 
to block 1301. Block 1301 depicts completing and storing a 
grid job RFP and the process passes to block 1302. In par 
ticular, as previously described, the RFP specification con 
troller may trigger a user to complete and store an RFP 
responsive to the job qualifying for the cost associated with 
grid Submission. 
(0145 Next, block 1302 depicts scheduling the job for 
local execution. Thereafter, block 1304 illustrates a determi 
nation whether to submit the job to an external grid provider. 
Ifa determination is made not to submit the job to the external 
grid provider, then the process passes to block 1306. Block 
1306 depicts executing the job in a local grid or set of 
resources, and the process ends. 
014.6 Returning block 1304, if a determination is made to 
submit the job to the external grid provider, then the process 
passes to block 1308. Block 1308 illustrates a determination 
whether the job is associated with a grid alliance. If the job is 
associated with a grid alliance, then the process passes to 
block 1312. Block 1312 depicts submitting the RFP to grid 
alliance partners, and the process passes to block 1314. Oth 
erwise, at block 1308, if the job is not associated with a grid 
alliance, then the process passes to block 1310. Block 1310 
depicts submitting the RFP to selected grid vendors as speci 
fied in the RFP or selected based on grid provider ratings, and 
the process passes to block 1314. 
0147 Block 1314 depicts a determination whether RFP 
responses are received prior to a deadline. If RFP responses 
are not received prior to a deadline, then the process passes to 
block 1316. Block 1316 illustrates alerting an administrator 
to the lack of responses received, and the process ends. Oth 
erwise, at block 1314, if RFP responses are received prior to 
the deadline, then the process passes to block 1318. 
0148 Block 1318 depicts a determination whether the 
Submission criteria is satisfied in the responses. If the Submis 
sion criteria are not satisfied in the responses, then the process 
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passes to block 1316, and the administrator is alerted to the 
disparity between Submission criteria and responses, and the 
process ends. Alternatively, the RFP exception manager may 
attempt to renegotiate the RFPs with the grid providers with 
the exceptions or comments included in the responses. Oth 
erwise, at block 1318, if the submission criteria are satisfied in 
the responses, then the process passes to block 1320. 
0149 Block 1320 depicts a determination whether mul 
tiple responses are available in which the submission criteria 
is satisfied. If multiple responses are not available, then the 
process passes to block 1322. Block 1322 depicts submitting 
the job to the single grid provider with the response in which 
the Submission criteria are satisfied, and the process ends. If 
multiple responses are available, then the process passes to 
block 1324. Block 1324 depicts submitting the multiple avail 
able responses to the grid analyzer for analysis, as described 
with reference to FIG. 14, and the process ends. 
0150. With reference now to FIG. 14, there is depicted a 
high level logic flowchart of a process and program for ana 
lyzing bids. As depicted, the process performed by a response 
analyzer for a grid client starts at block 1400 and thereafter 
proceeds to block 1402. Block 1402 depicts a determination 
whether multiple grid RFP responses are received for job X. 
If multiple responses are not received, then the process iter 
ates at block 1402. If multiple responses are received, then the 
process passes to block 1404. In particular, in one example, 
the process described by FIG. 14 is invoked by the process of 
FIG. 13 determining that multiple RFP responses are received 
that meet Submission criteria. 

0151. Block 1404 depicts a determination whether there 
are any exceptions in the responses. If there are not excep 
tions, then the process passes to block 1412. If there are 
exceptions, then the process passes to block 1406. Block 1406 
depicts submitting the exception to the RFP exception man 
ager. Next, block 1408 depicts a determination whether the 
exception is resolved. If the exception is resolved, then the 
process passes to block 1412. If the exception is not resolved, 
then the process passes to block 1414. Block 1414 depicts 
alerting the administrator and disqualifying the RFP response 
with the exception, and the process ends. 
0152 Block 1412 depicts analyzing the response pricing. 
Next, block 1414 depicts excluding all RFP responses which 
are 25% or greater more than the low cost bid, and the process 
passes to block 1416. It will be understood that the percentage 
of 25%, and other percentages used to reduce the number of 
eligible responses are merely examples and may vary from 
grid client to grid client. 
0153. Block 1416 depicts a determination whether there 
are multiple RFP responses remaining. If there are not mul 
tiple responses remaining, then the process passes to block 
1420. Block 1420 depicts processing the preferred vendor as 
the winning response, and the process passes to block 1432. 
Block 1432 depicts submitting the job to the grid provider 
with the winning response, and the process ends. Otherwise, 
at block 1416, if there are multiple RFP responses remaining, 
then the process passes to block 1418. Block 1418 depicts a 
determination whether there is a preferred vendor remaining. 
If there is a preferred vendor remaining, then the process 
passes to block 1420. If there is not a preferred vendor 
remaining, then the process passes to block 1422. 
0154 Block 1422 depicts selecting responses within 14% 
of the low cost bid. Next, block 1424 depicts a determination 
whether there are multiple responses remaining. If there are 
not multiple responses remaining, then the process passes to 
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block 1426. Block 1426 depicts processing the low cost 
response as the winning bid, and the process passes to block 
1432. Otherwise, at block 1424, if there are multiple 
responses remaining, then the process passes to block 1428. 
Block 1428 depicts analyzing the estimated job runtime. 
Next, block 1430 depicts processing the fastest runtime 
response as the winning bid, and the process passes to block 
1432. It will be understood that in addition to cost and runt 
ime, other factors included in bid responses may be consid 
ered and used to select the winning response. 
0155 While the invention has been particularly shown and 
described with reference to a preferred embodiment, it will be 
understood by those skilled in the art that various changes in 
form and detail may be made therein without departing from 
the spirit and scope of the invention. 

1. A computer-implemented method for automatically 
controlling selection of a grid provider for a grid job, com 
prising: 

responsive to a user at a grid client system entering at least 
one criteria for a particular grid job intended for Submis 
sion to angrid environment, selecting at least one grid 
provider of said external grid environment to query for 
availability to process said particular grid job to meet 
said at least one criteria; 

automatically distributing said at least one criteria in a bid 
request for said particular grid job to said at least one 
grid provider; 

storing at least one bid response received from said at least 
one grid provider, 

responsive to reaching a deadline for return of responses 
for said bid request, processing, at said grid client sys 
tem, said at least one bid response to select a winning bid 
response for said particular grid job; 

responsive to said at least one bid response further com 
prising a plurality of bid responses from a plurality of 
grid providers, determining a first selection of bid 
responses from among said plurality of bid responses, 
wherein each of said first selection of bid responses 
comprises a total price within a particular percentage of 
a lowest quoted price in said plurality of bid responses; 

responsive to said first selection of said plurality of bid 
responses comprising at least two bid responses, deter 
mining whether one of said at least two bid responses is 
from a preferred provider; 

responsive to detecting that one of said at least two bid 
responses is from a preferred provider, automatically 
Selecting said one of said at least two bid responses as 
said winning bid response; and 

automatically distributing said particular grid job from said 
grid client system to a particular grid provider Submit 
ting said winning bid response. 

2. The computer-implemented method according to claim 
1 for automatically controlling selection of a grid provider for 
a grid job, wherein selecting at least one grid provider of said 
external grid environment to query for availability to process 
said particular grid job to meet said at least one criteria, 
further comprises: 

determining whether a type of said particular grid job 
matches a particular type assigned to a grid alliance 
agreement, wherein said grid alliance agreement com 
prises at least one alliance grid provider to which said 
grid client agrees to Solely Submit said type of said 
particular grid job; and 
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responsive to detecting that said particular grid job is of a 
type that matches said particular type assigned to said 
grid alliance agreement, automatically selecting only 
said at least one alliance grid provider to query. 

3. The computer-implemented method according to claim 
1 for automatically controlling selection of a grid provider for 
a grid job, wherein automatically distributing said at least one 
criteria in a bid request for said particular grid job to said at 
least one grid provider, further comprises: 

distributing said at least one criteria in said bid request, 
wherein said bid request comprises said at least one 
criteria, an identifier for said particular grid job, an iden 
tifier for said grid client system, and a deadline for 
returning responses to said bid request, wherein said at 
least one criteria comprises a performance requirement 
for said particular grid job. 

4. The computer-implemented method according to claim 
1 for automatically controlling selection of a grid provider for 
a grid job, wherein automatically distributing said at least one 
criteria in a bid request for said particular grid job to said at 
least one grid provider, further comprises: 

distributing said at least one criteria in said bid request, 
wherein said at least one criteria further comprises a 
service level agreement, a job cost limit, a job time limit, 
an eligibility for capacity on demand resources, a hard 
ware class platform requirement, a Software class plat 
form requirement, a latency requirement, a data trans 
port requirement, a data size, a completion requirement, 
a security requirement, a resource limitation, and a sell 
off policy. 

5. The computer-implemented method according to claim 
1 for automatically controlling selection of a grid provider for 
a grid job, wherein automatically distributing said at least one 
criteria in a bid request for said particular grid job to said at 
least one grid provider, further comprises: 

creating a sample microcosm of said particular grid job, 
wherein said sample microcosm represents a particular 
percentage of said particular grid job; and 

distributing said bid request with said sample microcosm, 
wherein said bid request indicates said particular per 
centage of said particular grid job represented by said 
sample microcosm, wherein a grid provider receiving 
said sample microcosm is enabled to process said 
sample microcosm to meter an actual performance and 
actual cost of processing said sample microcosm to cal 
culate an estimated performance and cost of processing 
said particular grid job for said at least one bid response. 

6. The computer-implemented method according to claim 
1 for automatically controlling selection of a grid provider for 
a grid job, wherein responsive to reaching a deadline for 
return of responses for said bid request, processing, at said 
grid client system, said at least one bid response to select a 
winning bid response for said particular grid job, further 
comprises: 

responsive to said at least one bid response further com 
prising a plurality of bid responses from a plurality of 
grid providers, selecting a particular bid response with a 
fastest job runtime from among said plurality of bid 
responses as said winning bid response. 
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