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TRANSPARENT SOFTWARE - DEFINED BRIEF DESCRIPTION OF DRAWINGS 
NETWORK MANAGEMENT 

The disclosure will provide details in the following 
RELATED APPLICATION INFORMATION description of preferred embodiments with reference to the 

5 following figures wherein : 
This application claims priority to provisional application FIG . 1 is a block / flow diagram of a system and method for 

Ser . No . 61 / 865 , 316 filed on Aug . 13 , 2013 , incorporated network management in accordance with an exemplary 
herein by reference . embodiment of the present principles ; 

FIG . 2 is a block / flow diagram of a system and method for 
BACKGROUND 10 network management in accordance with an exemplary 

embodiment of the present principles ; and 
Technical Field FIG . 3 is a flow diagram of a system and method for rule 
The present invention relates to network management , monitoring in accordance with an exemplary embodiment of 

and more particularly , to transparent software - defined net - , the present principles . 
work management . DETAILED DESCRIPTION OF PREFERRED Description of the Related Art EMBODIMENTS A fundamental goal in data center network operation is 
detecting and reacting to application traffic demands to The system and method according to the present prin 
optimize application performance while keeping the net - 20 ciples may completely automate application demand predic 
work highly utilized , yet not congested . As such , it is highly tion and optimizing the data center network operation . 
desirable that a network management platform have com Specifically , an intelligent network middleware may be 
plete , continuous , and up - to - date information about both employed that can adaptively install monitoring rules in the 
current network utilization as well as current and future network devices with the explicit purpose of calculating the 
application demand . 25 amount of bytes that the network forwards on behalf of each 

There have been several attempts to incorporate applica application that runs in the network . Our system uses the 
tion traffic demands into network traffic optimization . In one capabilities of software - defined networking ( e . g . , the Open 
approach , several network management frameworks require Flow protocol ) to detect application traffic transparently , 
input from users or applications : either using a set of predict future demand , and optimize network paths such that 
application programming interface ( API ) calls to a network 30 the demand is met and the network utilization is maximized . 
controller , or through tagging packets at servers according to The system and method according to the present prin 
some traffic priority class . In another approach , steps are ciples may improve the utilization of the underlying network 

infrastructure and the performance of applications running taken towards automation by relying on software installed 
on end - hosts to determine current and upcoming application on it . At the same time , it does not require application 

35 modifications or any involvement from the user or network demand . operator and runs completely automated , thereby reducing 
SUMMARY operation costs while improving profit . Because applications 

are not involved in the monitoring and optimization pro 
cesses , the invention reduces complexity and speeds up the A method for network management , including adaptively in + 40 operation of data center networks . installing one or more monitoring rules in one or more It should be understood that embodiments described network devices on a network using an intelligent network herein may be entirely hardware or may include both middleware , detecting application traffic on the network hardware and software elements , which includes but is not 

transparently using an application demand monitor , and limited to firmware , resident software , microcode , etc . In a 
predicting future network demands of the network by ana - 45 preferred embodiment , the present invention is implemented 
lyzing historical and current demands . The one or more in hardware . 
monitoring rules are updated once counters are collected ; Embodiments may include a computer program product 
and network paths are determined and optimized to meet accessible from a computer - usable or computer - readable 
network demands and maximize utilization and application medium providing program code for use by or in connection 
performance with minimal congestion on the network . 50 with a computer or any instruction execution system . A 

A system for network management , including an intelli - computer - usable or computer readable medium may include 
gent middleware configured to adaptively install one or any apparatus that stores , communicates , propagates , or 
more monitoring rules in one or more network devices on a transports the program for use by or in connection with the 
network ; an application demand monitor configured to instruction execution system , apparatus , or device . The 
detect application traffic on the network transparently ; and a 55 medium can be magnetic , optical , electronic , electromag 
predictor module configured to predict future network netic , infrared , or semiconductor system ( or apparatus or 
demands of the network by analyzing historical and current device ) or a propagation medium . The medium may include 
demands . An updating module is configured to update the a computer - readable storage medium such as a semiconduc 
one or more monitoring rules once counters are collected ; tor or solid state memory , magnetic tape , a removable 
and an optimization module is configured to determine and 60 computer diskette , a random access memory ( RAM ) , a 
optimize network paths to meet network demands and read - only memory ( ROM ) , a rigid magnetic disk and an 
maximize utilization and application performance with optical disk , etc . 
minimal congestion on the network . A data processing system suitable for storing and / or 

These and other features and advantages will become executing program code may include at least one processor 
apparent from the following detailed description of illustra - 65 coupled directly or indirectly to memory elements through a 
tive embodiments thereof , which is to be read in connection system bus . The memory elements can include local 
with the accompanying drawings . memory employed during actual execution of the program 
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code , bulk storage , and cache memories which provide lization incurred by each pair of origin - destination ( OD pair ) 
temporary storage of at least some program code to reduce endpoints for each application running in the network . 
the number of times code is retrieved from bulk storage Knowing and recording the current demand of an applica 
during execution . Input / output or I / O devices ( including but tion enables informed decisions about how to best route the 
not limited to keyboards , displays , pointing devices , etc . ) 5 application ' s traffic to improve performance and network 
may be coupled to the system either directly or through utilization . The procedure may include the following steps : 
intervening I / O controllers . discovering the network topology 204 , discovering the net 

Network adapters may also be coupled to the system to work forwarding information ( e . g . , network routing ) 206 , 
enable the data processing system to become coupled to generating monitoring rules 208 , and collecting and storing 
other data processing systems or remote printers or storage 10 the monitoring results ( e . g . , rule updating ) 210 . 
devices through intervening private or public networks . In one embodiment , the network topology step 204 may 
Modems , cable modem and Ethernet cards are just a few of infer the physical network topology by sending packets 
the currently available types of network adapters . ( e . g . , Link Layer Discovery Protocol ( LLDP ) packets — 

Referring now to the drawings in which like numerals specified in standards document IEEE 802 . 1AB ) from each 
represent the same or similar elements and initially to FIG . 15 switch ( e . g . , to infer links between switches ) and by exam 
1 , a system and method for network management 100 is i ning rules ( e . g . , OpenFlow rules ) installed on each switch 
illustratively depicted in accordance with the present prin - ( e . g . , to infer to which switch is an endpoint connected ) . A 
ciples . In one embodiment , the system 100 preferably key step is detecting where on the network is an endpoint 
includes one or more processors 118 and memory 108 , 116 collected . The procedure may be started with a switch that 
for storing applications , modules and other data . The system 20 has a rule matching the endpoint IP ( e . g . , as a destination ) 
100 may include one or more displays 114 for viewing . The and proceed in several ways . 
displays 114 may permit a user to interact with the system In one embodiment , if the action of the rule is to forward 
100 and its components and functions . This may be further to an out port , the corresponding link may be followed . If the 
facilitated by a user interface 120 , which may include a link is present in the topology then the destination switch of 
mouse , joystick , or any other peripheral or control to permit 25 the link may be selected , and the process repeated . If the link 
user interaction with the system 100 and / or its devices , and is not present in the topology , then it may be concluded that 
may be further facilitated by a controller 112 . It should be it leads to the endpoint , and it may be inferred that the 
understood that the components and functions of the system endpoint is connected to the current switch . In another 
200 may be integrated into one or more systems or work - embodiment , if the action of the rule is other than forward 
stations . 30 to an outport , another switch in the topology that has a rule 

The system 100 may receive input data 102 which may be that matches the endpoint IP as a destination may be selected 
employed as input to a plurality of modules 105 , including according to the present principles . 
a demand monitor module 104 , a demand predictor module In one embodiment , the network routing step 206 may be 
106 , a data storage module 108 , and a network optimizer employed to identify how the traffic of a specified applica 
module 110 . The system 100 may produce output data 122 , 35 tion is routed in the network . For this , poll each switch may 
which in one embodiment may be displayed on one or more be polled , and the forwarding rules may be requested to be 
display devices 114 . It should be noted that while the above installed in the flow tables . Because the IP and MAC 
configuration is illustratively depicted , it is contemplated addresses of the application endpoints and the application 
that other sorts of configurations may also be employed port numbers are known , the forwarding rules to apply to 
according to the present principles . 40 each application may be inferred according to the present 

In one embodiment , the application demand monitoring principles . 
module 104 may compute the traffic matrix corresponding to In one embodiment , the monitoring rules step 208 may 
each application by polling the counters of the rules that measure the traffic demand incurred on the network by each 
match application traffic . A key step here is the rule spe application , the counters associated with the forwarding 
cialization , where wildcard rules , that could ambiguously 45 rules that match against application traffic may be polled . 
match the traffic of more than one application into special - There are several challenges in this approach . First , many 
ized rules , each corresponding to a single application , may forwarding rules may contain wildcards , which means that 
be broken . The data storage module 108 may be the storage flows from more than one application or flows between 
for monitoring data stores all measurement data collected by different endpoints of the same application can match 
the previous component . 50 against them . This makes it difficult to completely disam 

In one embodiment , the demand predictor module 106 biguate traffic among multiple applications or multiple 
may read and analyze current and historical traffic demands application endpoints . Second , polling switch counters may 
and may attempt to predict the traffic category to which the be expensive both in terms of control channel bandwidth and 
application belongs . The network optimizer module 110 switch computation . Polling may also impact scalability , and 
may consider the network topology , current utilization , 55 polling less frequently may miss important shifts in demand . 
current and predicted application demands to computes the In one embodiment , the present principles address these , 
paths that maximize utilization and application performance and other , challenges by employing an adaptive method that 
without creating congestion according to the present prin - may automatically installs monitoring rules such that col 
ciples . The network optimizer module 110 may generates a lecting their counters yields accurate results at low overhead . 
set of forwarding rules , which it may pass to the controller 60 Each monitoring rule may overlap one wildcard rule but 
112 for installation into the switches . may have higher priority such that it matches the intended 
Referring now to FIG . 2 , a block / flow diagram of a system flow . It may have a limited duration to reduce the impact on 

and method for network management is illustratively the switch rule storage and computation and may count the 
depicted in accordance with the present principles . In one bytes that match against it during that duration . 
embodiment , demand monitoring 202 may infer the current 65 Once a monitoring rule 208 becomes inactive ( e . g . , after 
traffic demand for each application running in the data center it expires or when it is not necessary any longer ) , the flow 
network . The traffic demand may include the network uti - may return to being matched by the original wildcard rule , 



US 9 , 736 , 041 B2 

without any performance penalty . For rules that are exact ( Origin - Destination ) pair that is selected to be monitored In 
matches at the start , a user may choose to either re - install the one embodiment , the action of each match is that of the 
same rule with a higher priority , same action , but smaller associated wildcard rule , the frequency and duration have 
duration or proactively , and periodically poll the original default values , and all exact matches may be installed . For 
rule counters . Thus a monitoring rule can either be a 5 exact match rules , the rule may be replicated and re - installed 
temporary rule installed for the purpose of counting the as a monitoring rule with the default duration , or the 
bytes of a single flow ( e . g . , on demand monitoring rule ) or monitoring rule may not be installed , but instead , a sched 
an exact - match original rule for which we poll the byte uling to poll the rule ' s counters with the default rule fre 
counters ( e . g . , in situ monitoring rule ) . quency F may be performed ( e . g . , the exact match rule may 

The method according to the present principles may adapt 10 become an in situ monitoring ) . 
the monitoring rule 208 installation or polling continually , In one embodiment , measurements may be taken as 
according to the byte counters of current rules . In one follows : 
embodiment , four parameters are employed to govern the collect FlowRemoved messages for the expired monitor 
monitoring rule 208 installation and update process . The first ing rules ( FlowRemoved messages are triggered by 
parameter may be granularity — The installed monitoring 15 switches when a forwarding rule expires ) or ReadState 
rules may be able to unambiguously collect statistics asso replies for exact match rules which don ' t have a 
ciated with one source - destination pair for one application . corresponding monitoring rule 
The second parameter may be frequency : ( e . g . , how often an calculate new bandwidth B ' 
origin - destination pair is monitored ) Keeping the monitor if B ' < inactive _ threshold , mark rule as inactive 
ing rules installed all the time is inefficient . If the monitoring 20 if ( B - B ' [ / B > stability _ threshold , mark rule as unstable 
rules are stored in Telecommunications Access Method update rules 
( TCAM ) , they waste valuable space that could be used for In one embodiment , rule updating 210 may update each of 
other forwarding rules . If they are exact matches , and are one or more measurement rules once the counters of its last 
stored in static random - access memory ( SRAM ) , a large instantiation has been collected . If a rule is unstable , the 
number of monitoring rules could have negative effects on 25 frequency may be updated from F to F ' where F = a * F and 
the forwarding performance compared to the forwarding a is a constant , a > 1 . If a rule is stable , the frequency may be 
done by the TCAM - stored wildcards . In one embodiment , updated from F to F ' where F ' = 1 / a * F , where a is a constant , 
monitoring rules are installed temporarily , thus trading - off Q > 1 . If a rule is inactive , no traffic matches against the rule 
accuracy and completeness in measurement for forwarding and thus , the rule may not be installed in the network . 
performance 30 However , it is desirable to detect when a new flow that 

The third parameter may be duration : ( e . g . , for how long matches the rule starts . For this , various embodiments to 
each origin - destination pair is monitored ) Varying the dura - update an inactive rule may be implemented according to the 
tion of a monitoring rule allows for a trade - off of the amount present principles . 
of traffic that is captured ( and thus the accuracy of the One embodiment for rule updating 210 includes an aggre 
measurement ) for scalability . It is noted that this situation 35 gate / install , and may perform the following steps : 
does not apply to in situ monitoring rules . The fourth check if other similar rules are inactive ( similar rules 
parameter may be switch : ( e . g . , where to install monitoring could be rules for OD - pairs connected to the same pair 
rules ) . It may be ensured that two monitoring rules installed of TOR switches , or rules that could be easily aggre 
on different switches are not redundant ( e . g . , measure the gated into one more general rule ) 
same traffic ) . It is noted that although four parameters are 40 if several inactive similar rules exist , aggregate them ( e . g . , 
discussed in the above illustrative embodiment , it is con we aggregate multiple inactive flows from different 
templated that any number of parameters may be employed hosts under the same ToR to the same destination or 
according to the present principles . from the same hosts to different destinations , as long as 

In one embodiment , each monitoring rule may be asso their actions are the same ) 
ciated with one or more of the following properties : 45 install the aggregate rule . 
match ( M ) Another embodiment for rule updating 210 includes an 
action ( A ) aggregate / wait , and may include the following steps : 
frequency ( F ) check if other similar rules are inactive ( similar rules 
duration ( D ) ( does not apply to the in - situ monitoring could be rules for OD - pairs connected to the same pair 

rules ) 50 of TOR switches , or rules that could be easily aggre 
bandwidth ( B ) : the estimated bandwidth last measured for gated into one more general rule ) 

the match if several inactive similar rules exist , aggregate them ( e . g . , 
active / inactive : whether the rule should be installed or not we aggregate multiple inactive flows from different 
inactive _ threshold : utilization of traffic matching the rule hosts under the same ToR to the same destination or 
under which the rule becomes inactive ( e . g . , if there is 55 from the same hosts to different destinations , as long as 
little traffic matching a monitoring rule , it is not worth their actions are the same ) 
maintaining it ) do not install the aggregated rule right away ; instead 

stability _ threshold : fraction of rate change between cur modify the action of the initial wildcard rule to send a 
rent and last rule counters over which the rule becomes PacketIn to the controller in addition to its initial action . 
unstable When the controller receives the PacketIn it installs the 

update speed ( a ) : parameter that determines how the aggregate rule . 
frequency of a rule changes between instantiations . The aggregate / install method and the aggregate / wait 

In an illustrative embodiment , the method to install and method achieve similar functionality ( e . g . , that of detecting 
update monitoring rules 210 may include initialization and and monitoring new traffic for which there are no monitoring 
measurements . During initialization , edge switching for all 65 rules . The aggregate / install method installs an aggregate rule 
rules may be performed . For wildcard rules , all wildcards that matches the part of the rule space not covered by 
may be broken down into exact matches for each OD monitoring rules and checks the counters of the rule every 
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fixed period . However , this may incur a high level of value and the value of the model , we then square each 
overhead if no traffic matches the aggregate monitoring rule individual value and take the sum of all squares . The model 
for a lengthy period of time . with the smallest sum is the chosen one ) . 

In contrast , the aggregate / wait method does not install an In one embodiment , frequency - based modeling 216 may 
aggregate monitoring rule until it detects a new flow not 5 be employed to identify any periodicity in the traffic . The 
covered by existing monitoring rules . It detects such flow by frequency - based modeling 216 may begin by fixing a moni 
modifying the action of the original wildcard rule ( e . g . , toring interval T , which may be the minimum of all fre 
installed by the operator for the regular forwarding opera - quencies F associated with all instantiation of rules that 
tion ) to redirect a matched packet to the controller , in match traffic for the OD pair . Each measurement may then 
addition to sending it according to the original action . Once 10 be considered as extending until the end of the current period 
this first packet arrives , the controller may change the action for which it monitors traffic ( and thus , beyond the duration 
back . The advantage of this method is that it saves network after which the associated monitoring rule expires ) . 
overhead from constantly installing an aggregating moni - Next , all measurements with F > T may be split into F / T 
toring rule and receiving the corresponding FlowRemoved measurements , each with the same bandwidth , and with 
message when it expires . The downside is that there may be 15 period T . In this way , measurements of the same duration for 
a small window of time when the controller sees several the OD pair may be obtained . Then , the set of measurements 
PacketIn messages , and this may introduce overhead both at may be considered as a signal , and its Fourier transform may 
the controller and on the controller - to - switch channel . be computed , and its frequency domain may be obtained . 

In one embodiment , demand prediction may be performed The frequency domain enables identification of periodicity 
in block 212 . When the demand monitoring in block 202 has 20 in the signal ( e . g . , if the signal is periodic , a specific 
collected a sufficient number of measurements about an OD frequency will have many more samples than others ) . Iden 
pair , this procedure discovers known patterns in the demand tifying periodicity in demand may be employed to predict 
that could be used to predict future traffic between the OD future transfers between the OD pair . In one embodiment , 
pair . The determination of what amounts to a sufficient Network optimization may be performed in block 222 , and 
number of measurements may be a case - by - case decision by 25 may include optimization 224 , scheduling 226 , and rule 
an end user . For example , some users may trade - off accuracy management 228 according to the present principles . 
for speed and will need fewer measurements , while others Referring now to FIG . 3 , a block diagram of a system and 
may value accuracy more and wait for more measurements method for rule monitoring 300 is illustratively depicted in 
to become available to better estimate the demand . accordance with the present principles . In one embodiment , 

There are a plurality of methods to predict demand , but 30 each active rule may be received as input in block 302 . A 
for illustrative purposes , two methods to predict future new bandwidth B ' may be computed in block 304 , and if 
demand according to the present principles . The procedure B ' < inactive _ threshold in block 306 , the rule is marked 
may take as input a list of tuples ( e . g . , Bi , t ; , t ; ) , which may inactive in block 308 , and the rule will not be installed in this 
represent the bandwidth measured for an OD pair between network since no traffic matches against the rule , and thus , 
times t ; and t ; . It then may attempt to fit the demand into 35 move to block 316 to aggregate and wait . In one embodi 
several dimensions . ment , if | B - B ' / B > stability _ threshold in block 310 , the rule 

In one embodiment , bandwidth - based modeling 214 may is marked as unstable . If the rule is unstable , then F = F * a in 
be employed to fit the demand based on the bandwidth block 314 , and if the rule is stable , then F = ( 1 + a * F ) / F in 
measured using , for example , one of the following four block 312 . 
models : 40 The foregoing is to be understood as being in every 

constant : constant or slightly varying bandwidth ( Bi var - respect illustrative and exemplary , but not restrictive , and 
ies less than x % across the monitoring period ) the scope of the invention disclosed herein is not to be 

single peak : higher bandwidth only during one or more determined from the Detailed Description , but rather from 
adjacent intervals the claims as interpreted according to the full breadth 

multiple peaks with fixed height : higher bandwidth during 45 permitted by the patent laws . Additional information is 
several non - adjacent intervals , with the bandwidth in provided in an appendix to the application entitled , “ Addi 
each of these intervals constant or slightly varying tional Information " . It is to be understood that the embodi 

multiple peaks with variable height : higher bandwidth ments shown and described herein are only illustrative of the 
during several non - adjacent intervals principles of the present invention and that those skilled in 

Because the monitored demand may not fit exactly in any of 50 the art may implement various modifications without depart 
the four models above , the system and method according to ing from the scope and spirit of the invention . Those skilled 
the present principles may compute the efficiency of the fit in the an could implement various other feature combina 
and choose the model with the best efficiency . In addition , it tions without departing from the scope and spirit of the 
may refine the fit as more and more measurements are invention . Having thus described aspects of the invention , 
added . In one embodiment , the efficiency of the fit may be 55 with the details and particularity required by the patent laws , 
computed as the least squares fit ( e . g . , for each monitoring what is claimed and desired protected by Letters Patent is set 
interval we compute the difference between the monitored forth in the appended claims . 
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ADDITIONAL INFORMATION : mi 

PROBLEM / SOLUTION 

Al Describe the problem that the present invention attempts to solve . 

A fundamental goal in data center network operation is detecting and reacting to 

application traffic demands to optimize application performance while keeping the 

network highly utilized yet not congested . This requires that the network management etwo 12112gonnent 

platfom have complete , continuous , and up - to - date information about both current 

network utilization as well as ourrent and future application demand www 

A2 How have others attempted to solve the problem described in A1 ? 

There have been several attempts to incorporate application traffic demands into network 

tratti timization . On one / 12016 several netwo managemen TimeWOT 

from users or applications either using a set of API calls to the network controller or 

through tagging packets at servers according to some traffic priority class . On the other 

hand , some approaches take steps towards automation by relying on software installed on 

end - hosts to determine current and upcoming application demand . 
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A3 . How does the invention solve the problem described in Al ? 

1 We propose to completely automate the application demand prediction and optimize the * 

data center network operation Specifically , we develop an intelligent network 

middleware that can adaptively install monitoring rules in the network devices with the 

explicit purpose of calculating the amount of bytes that the network forwards on behalf of 

each application that runs in the network Our system uses the capabilities of software 

defined networking ( specifically , the OpenFlow protocol ) to detect application traffic detect AVT WUYA MK an 

transparently , predict future demand , and optimize network pats such that the demand is 

inet and the network utilization is maximized . 

B . What is the specific competitive commercial value of the solution achieved by the 

present invenit 1 et cost , highe wi WIU 

etc . ) ? 

. 

Betvork intrastructur 

performance of applications running on it . At the same time , it does not require 2010 OLI 

application modifications or any involvenient from the user or network operator and runs 

completely automated , thereby reducing operation costs while improving profit . Because 
. 101 in . . . . 11 . Ocasse 

reduces complexity and speeds up the operation of data center networks , 
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AN 
, VL . * TANVENT , 1 , 1 . 17 3 . 3 . 

la - Flow chart or block diagram the key steps features to show their relationship 

Or Sequence . Please use plain words rather than mathematical expressions , if 

possible . 

??????????? 

Demand monitor 
Install rules 

* * collect dala 
update des 

Demand predictor 
* model demand 
classify traffic 

Formwerthwwwwwwwwww Network optimizer 
compute paths Data storage 

11 

* * * * * * * * * * * * * * * * * * * 

OpenFlow controller 
Y 

: 

- ' . 

pis : . . 

entes . 

ii t esinde 
3 . . 

SMA 

Stants 
webm 

i 

15 

The system architecture is illustrated above and consists of four major components : he system Echitect ustrated * * * 12 opoiems . w 

application demand monitor , 2 ) storage for monitoring data , 3 ) application demand lengan vas FR 10 

. . . . 

edictor , an escrIDE * * 1 . 6 €135 . 132W 
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- the application demand monitor coinputes the traffic matrix corresponding to each 

SU 1 the coutei that match a plicatio Www 

key step here is the nule specialization , where we break wildcard rules , that could 

Que app ication 18 U 3710TA Awwww LLA $ . 2 

each corresponding to a single application ; 

- the storage for monitoong data stores all measurement data collected by the 

previous component 

- the demand predictor reads current and historical traffic demands and attenpts to 

predict the traffic category that the application belongs to 

3 . opt neto Pology , curer 1 Current 

and predicted application demands and computes the paths that maximize 
W utilization and application performance without creating congestion . The network A New Art W 

generates a controll * * * 

installation into the switches . 
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WAX 

procedure YOCSduro 14 
Velsuork typortgy * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

procedure 2 . 1 
Byddict - based dioxing 

FOCO SET 
New Soutine 

FOCore 2 . 2 
Frequency basco modeling 

Procedure 32 
Schaguling 

# * * # * # 777777 * 77 * * 77 * 7777777777777 * * * * 77 * * * * * * * * * * * * * * 7 * * * * 7 * * * * * * * 

* * * * * * * 

* 

Procedure 
Mentoring is 

Docedura 33 
Mule mwanasema 

Procedura 1 

Procedure 1 : Demand monitoring 

This procedure inters the current iraffic demand for each application running in the data 

center network . The traffic demand consists of the network utilization incurred by each 

pair of origin - destination ( OD pair ) endpoints for each application running in the 

WOTA Currenx denn0 an apot ication allows u inacce decisions 

about how to best route the application is traffic to improve performance and network 
WYS utilizator & CONS discoveri . ulje Netwo 

topology ( Procedure 11 ) , discovering the network forwarding infomation ( Procedure 
1 . 2 ) , generating monitoring rules ( Procedure 1 . 3 ) , and collecting and storing the 1 

inonitoring results ( Procedure 1 . 4 ) . 
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Procedure 1 . 1 Network topology 

( The procedure is the same as presented in IR 12051 ; we include it for completeness ) 

This procedure inters the physical network topology by sending LLDP packets ( specified 

in standards document IEEE 802 . 1AB ) froin each switch ( to inter links between 

switches ) and by examining OpenFlow rules installed on each switch ( to infer to which 

switch is an endpoint connected ) . 

The key step here is detecting where on the network is an endpoint collected . We star 

with a switch that has a rule matching the endpoint IP ( as a destination , and proceed in 

several ways : A If the action of the rule is to forward to an out port , we follow the 

corresponding link . If the link is present in the topology then we select the destination 

switch of the link and repeat the process . If the link is not present in the topology , then 

We conclude it leads to the endpoint and infer that the endpoint is connected to the current 

switch . B ) If the action of the rule is other than forward to an outport , we select another 
. 1 . 

Switchi switch in the topology that has a rule that matches the endpoint IP as a destination . 1 23 

Procedure 1 7 . Network routing 

The goal of this procedure is to idenify how the traffic of a specified application is 

routed in the network . For this , we poll cach switch and request the forwarding rules 

installed in the flow tables . Because we know the IP and MAC addresses of the 

PUCION endpoms Umber 
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forwarding rules apply to each application . 
2 . 

Procedure 13 : Monitoring rules 

To measure the traffic demand incurred on the network by each application , we can poll 

the counters associated with the forwarding rules that match against application traffic . 

Here are severa 1 ISBRAN Of Ward i 1 contain 

wildcards , which means that flows from more than one application or flows between 

Same n can 17 . X 3 . $ . & 

7 . . possible to com among mult lications or mu EL i 

W 

4 . application endpoints . Second , polling switch counters is expensive both in terms of Second Xpensiv path terS 

control channel bandwidth and switch computation . Polling too often impacts scalability , 

polling less frequently may miss important shifts in demand . 

To address these challenges we propose an adaptive algorithm that automatically installs 

monitoring rules such that collecting their counters yields accurate results at low 

overhead Each monitoring rule overlaps one wildcard rule but has higher priority such 

that it matches the intended flow . It has a limited duration to reduce the impact on the 

switch yule storage and computation and counts the bytes that match against it during that 

e 1310111101100 i 3 . FR 

necessary any longer ) , the flow can return to being matched by the original wildcard rule , 

without any performance penalty . For rules that are exact matches to begin with we can 

choose to either re - install the same rule with a higher prionty , same action , but smaller 
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duration or proactively and periodically poll the original rule counters . Thus a monitoring 

rule can either be a temporary rule installed for the purpose of counting the bytes of a 

single flow ( op demand monitoring rule ) or an exact - match original rule for which we 

poll the byte counters ( in situ monitoring rule ) . 

Our algorithm adapts the monitoring rule installation or polling continually , according to 

the byte counters of current rules . We consider four parameters that govern the 

monitoring rule installation and update process : 

granularity : The installed nionitoring rules should be able to unanibiguously 

collect statistics associated with one source - destination pair for one application . 

frequency : ( how often we monitor an origin - destination pair ) Keeping the 
monitoring rules installed all the time is inefficient . If the monitoring rules are 

stored in TCAM , they waste valuable space that could be used for other 

forwarding rules . If they are exact matches and stored in SRAM , a large number 
of mou of monitoring rules could have negative effects on the forwarding performance lect A 993 

compared to the forwarding done by the TCAM - stored wildcards . We seek to 

install monitoring rules temporarily thus trading - off accuracy and completeness in 
measurement for forwarding performance 

duration : ( for how long we monitor each origin - destination pair ) Varying the 

duration of a nonitoring rule allows us to trade - off the amount of traffic that we 
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capture ( and thus the accuracy of the measurement ) for scalability . ( does not 

apply to in situ monitoring rules ] 

Switch 1 ? f?? si al : IVO 10t0i 

1 191 Jeduncany 

traffic ) 

Thus , each monitoring rule is associated with the following properties : 

* match ( M ) 

- action ( A ) 

frequency ( F ) 

duration ( D ) ( does not apply to the in - situ monitoring rules ) 

- bandwidth ( B ) ; the estimated bandwidth last measured for the match 

- active inactive : whether the rule should be installed or not 

- inactive threshold : utilization of traffic matching the rule under which the rule utilization atch 1 

becomes inactive ( e . g . , if there is little traffic matching a monitoring rule , it is not 10 L 131 

worth maintaining it ) . 
. 

0 thresho 1 Derween Cu Ovites 1 

. . . 

over which the rule becomes unstable 

- update speed ( a ) : parameter that determines how the frequency of a role changes 

between instantiations 
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We describe the algorithm to install and update monitoring rules : 

Initialization : 

- poll edge switches for all rules 

m . for wildcard rules 

o break down all wildcards into exact matches for each OD ( origin 

destination ) pair that we want to monitor ; the action of each match is that 

of the associated wildcard rule , the frequency and duration have default 

values 

instal 1 exaci inatc110 

- for exact match rules , we consider two options 

replicate the nile and re - install it as a monitoring rule with the default 

luratio ] 

2 ) do not install the monitoring rule instead schedule to poll the rules 

counters with the default rule frequency F ( the exact match rule becomes 

an in situ monitoring rule ) 

Measurements : 
. 

collect FlowRemoved messages for the expired monitoring rules ( FlowRemoved 013101 HOWRemo 

HY messages are triggered by switches when a forwarding rule expires ) or ReadState 110SS 

. ndio will . 

a calculate new bandwidth B ' 

- if B ' Kinactive threshold , inark rule as inactive 

• if B - BºyB > stability threshold , mark rule as unstable 
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- update rules ( see Procedure 1 . 4 ) 

Procedure 1 . 4 : Rale updating 

This procedure describes how we update each measurement rule once we have collected 

the counters of its last instantiation , 

Ifa rule is unstable , update the frequency F of where F = q * F and a is a constant , a - 1 . 

. If a rule is stable update the frequency F to F * where F * * a * F , where a is a constant , Constant , 1 Pacicy 

01 . 

NA 

If a rule is inactive , no traffic matches against the rule and thus , we will not install the 

mule in the network . However , we want to detect when a new flow that matches the rule 

starts . For this , we consider several possibilities to update an inactive rule 

Procedure 1 . 4 . 1 Aggregate install 

a ) check if other similar rules are inactive ( similar rules could be rules for OD - pairs 

connected to the same pair of TOR switches , or rules that could be easily 

aggregated into one more general rule ) 

b ) if several inactive similar rules exist , aggregate them ( e . g . , we aggregate multiple 

inactive tlows from different liosts under the same ToR to the same destination or 

from the same hosts to different destinations , as long as their actions are the same 
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c ) install the aggregate rule 

Procedure 1 . 4 . 2 Aggregate wait 

a ) same as Procedure 1 . 4 . 1 

b ) same as Procedure 1 . 4 . 1 

c ) do not install the aggregated rule right away , instead modify the action of the 

initial wildcard rule to send a Packetln to the controller in addition to its initial 111 

action . When the controller receives the Packetln it installs the aggregate rule tetov 

Procedures 1 . 4 . 1 and 1 . 4 . 2 achieve the same functionality , that of detecting and 

monitoring new traffic tor which there are no monitoring rules . Procedure 1 . 4 . 1 installs 

an aggregate rule that matches the part of the rule space not covered by monitoring rules 

and checks the counters of the rule every fixed period . This may incur a lot of overhead if 

no traffic matches the aggregate monitoring rule for a long time . On the other hand , 

Procedure 1 . 4 . 2 does not install an aggregate monitoring rule until it detects a new flow 

not covered by existing monitoring rules . It detects such flow by modifying the action of 

the original wildcard rule ( installed by the operator for the regular forwarding operation ) 

to redirect a matched packet to the controller , in addition to sending it according to the 
M 

2017V oller changes the actio 

advantage of this method is that it saves network overhead from constantly installing an saves del constant ) 

aggregating monitoring rule and receiving the corresponding FlowRemoved message 

when it expires . The downside is that there is a small window of time when the controller 

sees several Packetin messages . This may introduce overhead both at the controller and 
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on the controller - 10 - switch channel . 

The rule monitoring mechanism is illustrated below : 

For each active rule 

PP + HYX + P + 1 + + + + + + + * + + * + + * * * * * 

YYYYY 

Compute new bandwidth B 

r wrWWWWWM 
??????????????????????????????????? ???????????????????????????????????????????????????????????????????? it B 

inactive threshold Rule inactive 

werden EEEEEEEEE 
?????????????????????????????????????????????????? 

18 - BVBA 
stability threshold 

+ + + + + + + + + + + + + + + + + + 111111111111111111rtridyttriririririrse 

tittim ' Fla 

????????????????? ???????????????? ????????????????????? Fofo VED Àggregate + gal } { ait Aggregaterinst 
Procedure 2 . Demand prediction 

When the demand monitor has collected enough measurements about an OD pair , this 

procedure attempts to discovery known patterns in the demand that could be used to 
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predict future traffic betu Iween 3 . $ . & 1 ) . 81 8 ( predict future ( 3 1 . 3 { } } 

demand . 

The procedure takes as input a list of tuples ( Bi , ti , t ) , which represents the bandwidth 

measured for an OD pair between times ti and t . It then tries to fit the demand into along 

several dimensions 

Procedure 2 . 1 : Bandwidth - based modeling 

y enand anawiat hagstite 

four models : 

constant : constant or slightly varying bandwidth ( Bivaries less than x across the 

monitoring period ) 

- single peak : higher bandwidth only during one or more adjacent intervals 

* multiple peaks with fixed height : higher bandwidth during several non - adjacent 
GO Hite i P4 TASA 2 . W terv Distant 1 

varying 

- multiple peaks with variable height higher bandwidth during several non 

adjacent intervals 

These models are similar to the ones defined by Xie et al . [ 11 . Because the monitored 2013 1 

demand may not fit exactly in any of the four models above , the procedure computes the 
efficiency of the fit and chooses the model with the best efficiency . In addition , it may 

retine the fit as more and more measurements are added . 
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Procedure 22 : Frequency - based modeling 

This procedure tries to identify any periodicity in the traffic . It starts by fixing a 

1000 WA DMIN associated I instantiat 

rules that match traffic for the OD pair . We then consider each measurement as extending 

until the end of the current period for which it monitors traffic ( and thus , beyond the 20BIOIS dat * * * * UUTON 1 

duration after which the associated monitoring rule expires ) . Next , all measurements with 
W 

F > Tare split into FIT measurements each with the same bandwidth and with period T . 10 measure uwo 

In this way we obtain measurements of the same duration for the OD pair . We then Measurements * Fyw 

consider the measurements as ourier transtom an 

obtain its frequency domain , The frequency domain allows us to identify periodicity in 

the signal ( eg . if the signal is periodic , a specific frequency will bave many more pedio enc 1 

?? Others Dit001 redict future tansfers 

between the OD pair . 

Procedure 3 : Network opumization 

This procedure is similar to Procedure 3 : Decision engine and Procedure 4 : Rule 
manageinent from IR 12051 

1b . If possible please provide a claim tree or diagram starting from a main 

clan Showing proQTESS Saventi toute 
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detailed features that you think should be protected ( patent counsel can assist , if 

needed ) . 

* * * * * * * * * * * * * ????????????????????????? 

Input 
Traffic from distributed 
xoplications deployed 
on an Openfion - based 

galwork 

??? { \ \ , { ?? { ? 
realize routing that 
oorimizes twork 

unization and 
application porormance 

. VW ' W ' ww that video the they are not play without . 4 . 44 4 4 h I that show the 
WWW . ????? ???? 

WWWWWWWWWW hhhhhhhhhhhh pince 

procedure 1 . 1 
Vadak maux 

ROUTE 
Barsoins 

yoceste 3 
CERIMIZ NWY444 Procedura 12 

Vast sorting Mroceder 22 
SEVIC 

Procedure for 
Gheo 

they Levelvertreten 

procedure 
forstoring fusos 

FOCENESTE 3 . 3 
e manager 

??????????????? 00000000 
procedure 

tatirea 
t initis 

M 

EOCONUT 1 . 41 

procedure 1 . 6 
engalaman 

??????????????????????????????????? ???? 

Demand monitoring Demarta DEDICIONES Optimization 

10 . - What specific parts of the solution to the problem shown in la and Ib above 
UN are NEW and DIFFERENT from what is already known ( prior art ) ? Explain flow 

or operation sequence or diagram blocks or steps and how problem is solved or 

advantage is achieved . 
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Procedures 1 and 2 ( in particular 13 . 14 , 2 . 2 ) are all new When combined , they can he 

ineasure and predict the traffic demand between two application endpoints in an 

OpenFlow network with accuracy and at scale Existing methods to monitor the traffic metho Accwac 

demand of an application are limited to traditional networks and use tools such as SNMP 1933 . 

aptured 9 . V . V 

OpenFlow networks , existing methods to compute the traffic matrix are limited to 
networks with exact match rules . Our invention works for any type of forwarding rules 

installed in the network . In addition , because it adapts to traffic conditions , it can trade . 

off measurement overhead with accuracy . 

Id : - Identify keylessential steps or features from la oi 1b : i ) that enable 

benefits / advantages over what is known and / or il ) that solve an important problem 

{ f t { ? ??t . 

The key steps of this invention are Procedures 1 and 2 ( especially Procedures 1 . 3 and * ? DY 

1 . 4 ) . 
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2 . - Prior Art List patents , articles , or publications you believe are closest to 

steps features in lcld and / or provide a block diagram of what is known with respect to 

steps / features in 10 / 1d . 

K 11 ) The Only Constant is Change : Incorporating Time Varying Network Reservations in arvingevo . esen V C 

Data Centers " Di Xie , Ning Ding , Y . Charlie Hu , Ramana Konpella , ACM Sigcomm 

1 

[ 2 ] " Hedera : Dynamic Flow Scheduling for Data Center Networks " , Mohammad Al 

Fares , Sivasankar Radbakrishnan , Barath Raghavan , Nelson Huang , Amin Vahdat , Wor Sivasanka 111211 , Sarat ainavo eis e 1111 Valle 

Usenix NSDI 2010 

( 3 ) Transparent and Flexible Network Management for Big Data Processing in the 

Cristia Lumnezanu . VS 

Curtis Yu , HotCloud 2013 

. VY 1 1S . 
I Jonchan 1 I 

Monia Ghobadi . Yashar Ganjali PAM 2010 

[ 5 ] " Robust Traffic Matrix Estimation with Imperfect Information Making Use of 

Multiple Data Sources " , Qi Zhao , Zihui Ge , Jia Wang Jun Xu , ACM Sigmetrics 2006 

( 6 " Fast Accurate Computation of Large - Scale IP Traffic Matrices from Link Loads " , 
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Yin Zhang , Matthew Roughan , Nick Duffield Albert Greenberg , ACM Sigmetrics 2003 
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What is claimed is : 7 . A system for network management , comprising : 
1 . A method for network management , comprising : an intelligent middleware configured to adaptively install 
adaptively installing one or more monitoring rules in one one or more monitoring rules in one or more network 

or more network devices on a network using an intel devices on a network , 
ligent network middleware , wherein the one or more monitoring rules are generated 

by breaking wildcard rules into specialized rules , wherein the one or more monitoring rules are generated each corresponding to a single application ; by breaking wildcard rules into specialized rules , wherein each of the one or more monitoring rules each corresponding to a single application ; overlaps , and has a higher priority than one distinct 
wherein each of the one or more monitoring rules wildcard rule so that it matches a particular traffic 

overlaps , and has a higher priority than one distinct flow for a particular duration ; and 
wildcard rule so that it matches a particular traffic wherein a wildcard rule that is an exact match for one 
flow for a particular duration , and or more Origin - Destination pairs on initialization is 

wherein a wildcard rule that is an exact match for one reinstalled as a same rule with a higher priority , same 
or more Origin - Destination pairs on initialization is 15 action , after the wildcard rule becomes inactive ; 
reinstalled as a same rule with a higher priority , same an application demand monitor configured to detect appli 
action , after the wildcard rule becomes inactive ; cation traffic on the network transparently ; 

detecting application traffic on the network transparently a predictor module configured to predict future network 
using an application demand monitor ; demands of the network by analyzing historical and 

predicting future network demands for the network by 0 current demands ; 
analyzing historical and current demands ; 20 an updating module configured to update the one or more 

updating the one or more monitoring rules once counters monitoring rules once counters are collected , the 
are collected , update of the one or more monitoring rules comprising 

the updating the one or more monitoring rules comprising updating a frequency F to F ' , wherein F ' = a * F , if the one 
updating a frequency F to F ' , wherein F ' = a * F , if the one or 35 or more monitoring rules are unstable , wherein a is an 

more monitoring rules are unstable , wherein a is an update update speed and F ' is an updated frequency ; and 
speed and F ' is an updated frequency ; and an optimization module configured to determine and 

determining and optimizing network paths to meet net optimize network paths to meet network demands and 

work demands and maximize utilization and applica maximize utilization and application performance with 
tion performance with minimal congestion on the net - 30 minimal congestion on the network . 
work . 8 . The system according to claim 7 , wherein the predict 

2 . The method according to claim 1 , wherein the predict ing future network demands includes bandwidth - based mod 
ing future network demands includes bandwidth - based mod eling . 
eling . 9 . The system according to claim 7 , wherein the predict 

3 . The method according to claim 1 , wherein the predict - 3 ing future network demands includes frequency - based mod 
ing future network demands includes frequency - based mod e ling 
eling . 10 . The system according to claim 7 , wherein the one or 

4 . The method according to claim 1 , wherein the one or more monitoring rules are at least one of a temporary rule 
more monitoring rules are at least one of a temporary rule which counts bytes of a single flow and an exact - match 
which counts bytes of a single flow and an exact - match 40 original rule which polls byte counters 

11 . The system according to claim 7 , wherein the one or original rule which polls byte counters . 
5 . The method according to claim 1 , wherein the one or more monitoring rules are governed by granularity , fre 

quency , duration , and switch . more monitoring rules are governed by granularity , fre 12 . The system according to claim 7 , wherein the updating quency , duration , and switch . 
6 . The method according to claim 1 , wherein the updating 45 the one or more monitoring rules further comprises updating 

the one or more monitoring rules further comprises updating 45 a frequency F to F ' , wherein F ' = 1 / a , if the one or more 
a frequency F to F ' , wherein F = 1 / a , if the one or more monitoring rules are stable , wherein a is an update speed 
monitoring rules are stable , wherein a is an update speed and F ' is an updated frequency . 
and F ' is an updated frequency . 

in the predict - 35 eling . 

* * * 


