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RENDERING CONTENT ON COMPUTING SYSTEMS

CROSS-RFERENCE TO RELATED APPLICATION

[0001] The present application claims the benefit of U.S. Provisional Patent Application Serial
No. 61/589,824, entitled “Rendering Content on Computing Systems,” filed on January 23, 2012,

which is hereby incorporated by reference in its entirety for all purposes.
FIELD

[0002] The subject disclosure generally relates to computing systems, and, in particular, to

rendering content on computing systems.
BACKGROUND

[0003] A browser may be used to retrieve and view a web page from a network (e.g., the
Internet). The web page may include text, images, video content and/or other forms of web
content. The browser may include a renderer that is configured to render the web content for
display to the user. The renderer may do this by parsing and interpreting markup language code
describing how various web content of the web page are to be rendered and laid out. The
renderer may render video content using video processing software running on a general-purpose
processor. However, this may result in slow and low-performance rendering of the video

content, negatively impacting the user’s browsing experience.
SUMMARY

[0004] A computer-implemented method for rendering a web page including web content and
video content is disclosed according to an aspect of the subject technology. The method
comprises retrieving the web content from a network using a browser process implemented on
one or more processors, and rendering the retrieved web content into rendered web content using
a render process implemented on the one or more processors. The method also comprises
retrieving the video content from the network using a video process implemented on the one or
more processors, and directing the retrieved video content to a video hardware accelerator,

wherein the video hardware accelerator renders the video content into a rendered video frame.
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The method further comprises instructing a graphics processing unit (GPU) to composite the

rendered web content and the rendered video frame into a composite frame for display to a user.

[0005] A system for rendering a web page including web content and video content is
disclosed according to an aspect of the subject technology. The system comprises one or more
processors, a video hardware accelerator, a graphics processing unit (GPU), and a machine-
readable medium cofnprising instructions stored therein, which when executed by the one or
more processors, cause the one or more processors to perform operations. The operations
comprise retrieving the web content from a network, rendering the retrieved web content into
rendered web content, retrieving the video content from the network, and directing the retrieved
video content to the video hardware accelerator, wherein the video hardware accelerator renders
the video content into a rendered video frame and writes the rendered video frame to a memory
space in the GPU. The operations also comprise instructing the GPU to composite the rendered
video frame in the memory space and the rendered web content into a composite frame for

display to a user.

[0006] A machine-readable medium is disclosed according to an aspect of the subject
technology. The machine-readable medium comprises instructions stored therein, which when
executed by a machine, cause the machine to perform operations for rendering a web page
including web content and video content. The operations comprise retrieving the web content
from a network, rendering the retrieved web content into rendered web content, storing the
rendered web content in a memory, retrieving the video content from the network, and directing
the retrieved video content to a video hardware accelerator, wherein the video hardware
accelerator renders the video content into a rendered video frame and writes the rendered video
frame to a memory space in a graphics processing unit (GPU). The operations also comprise
transferring the rendered web content from the memory to the GPU, and instructing the GPU to
composite the rendered web content transferred from the memory and the rendered video frame

in the memory space in the GPU into a composite frame for display to a user.

[0007] It is understood that other configurations of the subject technology will become readily
apparent to those skilled in the art from the following detailed description, wherein various

configurations of the subject technology are shown and described by way of illustration. As will
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be realized, the subject technology is capable of other and different configurations and its several
details are capable of modification in various other respects, all without departing from the scope
of the subject technology. Accordingly, the drawings and detailed description are to be regarded

as illustrative in nature and not as restrictive.
BRIEF DESCRIPTION OF THE DRAWINGS

[0008] Certain features of the subject technology are set forth in the appended claims.
However, for purpose of explanation, several embodiments of the subject technology are set

forth in the following figures.

[0009] FIG. 1 is a conceptual block diagram of a computing system implementing a multi-

process architecture for rendering content according to an aspect of the subject technology.

[0010] FIG. 2 shows a method for rendering content according to an aspect of the subject

technology.

[0011] FIG. 3 conceptually illustrates an electronic system with which some implementations

of the subject technology are implemented.
DETAILED DESCRIPTION

[0012] The detailed description set forth below is intended as a description of various
configurations of the subject technology and is not intended to represent the only configurations
in which the subject technology may be practiced. The appended drawings are incorporated
herein and constitute a part of the detailed description. The detailed description includes specific
details for the purpose of providing a thorough understanding of the subject technology.
However, it will be clear and apparent to those skilled in the art that the subject technology is not
limited to the specific details set forth herein and may be practiced without these specific details.
In some instances, well-known structures and components are shown in block diagram form in

order to avoid obscuring the concepts of the subject technology.

[0013] The subject technology quickly and efficiently renders video content in a web page by
creating a separate video process to handle rendering of the video content. The video process

may be implemented as a process in a multi-process architecture. The video process fetches the
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video content from the network and feeds the received video content to a video hardware
accelerator, which provides fast and high performance video processing. In addition, the video
hardware accelerator may write the rendered video content directly to a hardware memory,
which is readily accessible by a graphics processing unit (GPU) for hardware-accelerated
compositing of the rendered video content with other rendered web content for display to the

uscr.

[0014] FIG. 1 shows an example of a computing system 100 comprising multiple processes in
a multi-process architecture according to an aspect of the subject technology. The multiple
processes may include a browser process 110, a render process 120, a graphics processing unit
(GPU) process 130, and a video process 140. The various processes may be implemented on one
or more processors and may communicate with one another via inter-process communication

(IPC).

[0015] The multiple processes increase robustness of a web browser. This is because, if one
of the processes crashes, then the crash may be isolated to that process so that the other processes
are not affected. In other words, the entire web browser is not brought down when one of the

processes crashes (e.g., the render process 120).

[0016] In one aspect, the various processes may share data via a shared memory (not shown in
FIG. 1). In this aspect, one of the processes may write data to the shared memory and share the
data with another process by sending a pointer to the other process indicating where the data is
stored in the shared memory. The shared memory may comprise an internal memory of the one

or more processors implementing the processes and/or an external memory.

[0017]  The computing system 100 also comprises a graphics processing unit (GPU) 150 for
performing drawing and compositing operations, as discussed further below. The GPU 150 may
include a GPU processor 152 and a GPU memory 155. The GPU processor 152 may be
configured to provide accelerated compositing of various rendered web content into a composite
frame for display on a display 160, as discussed further below. The GPU memory 155 may be

used to temporarily store rendered content for compositing and the composite frame.
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[0018] The computing system 100 also comprises a video hardware accelerator 145 for
hardware-accelerated processing (e.g., video decoding) of video content. The video hardware
accelerator 145 may support video decoding for various video formats including H.265, VPS,
MPEG-4, VC-1 and/or other video formats. An advantage of using the video hardware
accelerator 145 for video processing is that the video hardware accelerator 145 can provide
higher speed and performance for video processing compared with software running on a
general-purpose processor (e.g., a processor on which the processes run). Although the video
hardware accelerator 145 is shown separately from the GPU 150 in FIG. 1, it is to be understood

that the video hardware accelerator 145 may be part of the GPU 150.

[0019] In one aspect, the browser process 110 is configured to manage the browser user
interface. The browser process 110 may also be configured to request and receive a web page
from a network 115 (e.g., when the user clicks on a link), and send the received web page to the
render process 120 for rendering. The web page may include Hyper Text Markup Language
(HTML) code or other markup language code describing how various web content (e.g., text,
image, video) of the web page are to be rendered and the laid out. The HTML code may also

include one or more links (e.g., uniform resource locators (URLs)) to web content for the web

page.

[0020] The browser process 110 may also determine the position and size of the browser
window on the display 160, which may be adjusted by the user (e.g., by clicking a restore down
button or maximize button on the browser). The browser process 110 may also determine which
portion of the web page is to be displayed within the browser window at a given time, which
may be adjusted by the user (e.g., by scrolling the web page within the browser window). The
browser process 110 may send this information to the render process 120 as view port
information. As discussed further below, the render process 120 may use the view port

information to determine where to display rendered web content on the display 160.

[0021] In one aspect, the render process 120 may initially receive HTML code for a web page
from the browser process 110. The render process 120 may parse and interpret the received

HTML code to determine how the various web content of the web page are to be rendered and
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laid out for display to the user. For example, the render process 120 may utilize WebKit code to

parse and interpret the HTML code or other markup language code.

[0022] Ifthe HTML code includes one or more links to web content for the web page, then the
render process 120 may send the one or more links to the browser process 110, and request that
the browser process 110 retrieve the corresponding web content from the network 115. The
browser process 110 may retrieve the corresponding web content by sending network requests to
the network 115 using the one or more links. Upon receiving the requested web content from the
network 115, the browser process 110 may send the web content to the render process 120 for
rendering. If the HTML code includes a link to video content, then the render process 120 may
instead send the link to the video process 140, which handles rendering of video content, as

discussed further below.

[0023] The render process 120 may render some of the received web content (e.g., text and
images) for the web page using software rendering. For example, the render process 120 may
render some of the web content into one or more bitmaps, which may be stored in the shared
memory. The render process 120 may also request that the video process 140 render other web
content comprising video content based on a client-server model. In this example, the render
process 120 acts as a client that requests services (e.g., video rendering) from the video process
140 and the video process 140 acts as a server that provides the requested services (e.g., video

rendering), as discussed below.

[0024] In one aspect, the HTML code may include a link to video content, which may be
displayed with other web content to the user (e.g., a web page with embedded video). In this
regard, the HTML code may include a video tag for the video content. The video tag indicates
that the web page includes video content and includes a video link (e.g., URL) to the source of
the video content on the network 115. The render process 120 may determine that video content
needs to be rendered based on the video tag and send the corresponding video link to the video
process 140 for rendering of the video content. For each frame of video frame to be rendered,
the render process 120 may also send the video process 140 a render target specifying a
particular memory space in the GPU memory 155 in which to store the corresponding rendered

video frame.
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[0025]  Upon receiving the video link from the render process 120, the video process 140
retrieves the video content from the network 115 using the video link. For example, the video
process 140 may send a network request for the video content to the network 115 using the video
link. After receiving the requested video content, the video process 140 may send the video
content to the video hardware accelerator 145 for hardware-accelerated processing (e.g., video
decoding), and instruct the hardware accelerator 145 to write the rendered video frame to the
memory space in the GPU memory 155 specified by the render process 120. The video
hardware accelerator 145 may store the rendered video frame as a graphics library (GL) texture
in the GPU memory 155. The video hardware accelerator notifies the video process 140 when it
is finished rendering the video frame, and the video process 140 notifies the render process 120

that the rendered video frame is ready for compositing.

[0026] The render process 120 may then instruct the GPU 150 to composite the web content
rendered by the render process 120 and the video frame rendered by the video hardware
accelerator 145 into a composite frame for display on the display 160. For the web content
rendered by the render process 120, the render process 120 may send the GPU process 130 a
pointer indicating where the rendered web content is stored in the shared memory. If the web
content rendered by the render process 120 corresponds to two or more different layers, then the
render process 120 may indicate where the rendered web content for each layer is stored in the
shared memory. The render process 120 may also indicate an order in which the rendered web
content for the different layers and the rendered video frame are to be composited (e.g., based on

the HTML code, which may specify a hierarchy for the different layers of the web page).

[0027] The GPU process 130 may then use the pointer to locate the rendered web content in
the shared memory and transfer the rendered web content to the GPU 150. The GPU processor
152 may convert the rendered web content into one or more GL textures and store the one or
more GL textures in the GPU memory 155. If the rendered web content corresponds to two or
more different layers, then the GPU process may instruct the GPU processor 152 to convert the

rendered web content for each layer into a separate GL texture.

[0028]  For the rendered video frame, the render process 120 may send the GPU process 130
the render target identifying the memory space in the GPU memory 155 holding the GL texture
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for the rendered video frame. The GPU process 130 may then pass this information to the GPU
processor 152 so that the GPU processor 152 can locate the GL texture for the rendered video
frame in the GPU memory 155.

[0029] The render process 120 may also determine the layout of the web content in the web
page (e.g., based on the corresponding HTML code) and where the web page is to be displayed
on the display 160 (e.g., based on the view port information from the browser process 110), and
send this information to the GPU process 130. Based on the received information, the GPU
process 130 may issue commands (e.g., GL commands) to the GPU processor 152 specifying
where to draw the GL textures for the rendered web content and the GL texture for the rendered

video frame in the composite frame.

[0030] The GPU processor 152 may then build the composite frame in a display frame buffer.
The display frame buffer may be a memory space allocated in the GPU memory 155 for the
composite frame. To do this, the GPU processor 152 may write the GL textures for the rendered
web content and the GL texture for the rendered video frame to the display frame buffer one at a
time according to the commands from the GPU process 130. When the composite frame is
completed in the display frame buffer, the composite frame may be outputted to the display 160
for display to the user.

[0031] In one aspect, the render process 120 may instruct the GPU process 130 with the order
in which different layers of the web page are to be stacked in the composite frame (e.g., based on
the HTML code, which may specify a hierarchy for the different layers of the web page). In this
example, the rendered web content and the rendered video frame may correspond to different
layers. According to the received instructions, the GPU process 150 may then send commands
to the GPU processor 152 specifying the order in which to write the GL textures for the rendered
web content and the GL texture for the rendered video frame to the display frame buffer. For
example, the GPU processor 152 may write the GL textures in ascending order starting With the
GL texture corresponding to the bottommost layer and ending with the GL texture corresponding
to the uppermost layer. Two GL textures may overlap with each other. In this case, the GL
texture corresponding to the upper layer is drawn on top of the GL texture corresponding to the

bottom layer.
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[0032] In one aspect, the render process 120 may also instruct the GPU process 150 where
the rendered web content and rendered video frame are to be displayed on the display 160 (e.g.,
based on the view port information from the browser process 110). According to the received
instructions, the GPU process 150 may send commands to the GPU 150 specifying where to
write the GL textures for the rendered web content and the GL texture for the rendered video
frame in the display frame buffer. The resulting composite frame may correspond to the portion
of the display 160 in which the browser window is displayed. The composite frame may be
further composited with other textures (e.g., texture corresponding to the browser tool bar,
texture corresponding to a view of another application running on the computer system, etc.) by

a compositor to form the entire frame displayed on the display 160 to the user.

[0033] The subject technology quickly and efficiently renders video content in a web page by
creating a separate video process to handle rendering of the video content. The video process
fetches the corresponding video content from the network and feeds the received video data to
the video hardware accelerator 145, which provides fast and high performance video processing
relative to a general-purpose processor. In addition, the video hardware accelerator 145 may
write the rendered video data directly to the GPU memory 155, which is readily accessible by the
GPU processor 152 for accelerated compositing of the rendered video data with the rest of the

rendered web content into a composite frame for display to the user.

[0034] In one aspect, the render process 120 may be sandboxed, in which the render process
120 is restricted by a restriction policy mechanism from accessing certain system resources. For
example, the render process 120 may be restricted from direct access to a network interface for
communicating with the network 115. As a result, the render process 120 may be unable to
directly retrieve content from the network 115 and may rely on another process (e.g., the browser
process 110) to retrieve web content on its behalf. The render process 120 may also be restricted
from directly accessing the GPU 150, directly accessing sensitive files, and/or other system
resources. Sandboxing the render process 120 enhances security by preventing malicious code

or un-trusted code in a web page from accessing the restricted resources.

[0035] In one aspect, the computing system 100 may include multiple render processes. For

example, the computing system 100 may include a separate render process for each tab that is
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open on the web browser. Each render process may be responsible for rendering a web page
corresponding to the respective tab. The browser process 110 may trigger the creation of a new
render process on the computing system 100 each time a new tab is opened. The browser
process 110 may do this by instructing the processor (shown in FIG. 3) to load and execute code
for implementing a render process. Thus, render processes may be created as needed during a
browser session. An advantage of using multiple render processes is that, if one render process
crashes, then the other render processes may not be affected. As a result, only the tab

corresponding to the crashed render process may be terminated instead of all of the tabs.

[0036] In this aspect, multiple render processes may share the video process 140 for video
rendering. The first render process requiring video rendering may trigger the creation of the
video process 140 on the computing system 100 by instructing the processor to load and execute
code for implementing the video process 140. In this aspect, each render process may act as a

client of the video process 140, which provides video rendering services to the render processes.

[0037] In one aspect, the browéer process 110 may send a cookie to the render process 120
indentifying the browser session used by the browser process 110 to request web content from
the network 115. The render process 120 may then send the cookie to the video process 140
along with the video link to the video content. When the video process 140 requests the video
content from the server hosting the video content, the video process 140 may also send the
cookie to the server. The cookie allows the server to treat the request for the video content as

from the same session requesting the web content, and to serve the video content properly.

[0038] FIG. 2 shows a method 200 for rendering content according to an aspect of the subject
technology. The method 200 may be performed by the browser process 110, the render process
120, the video process 140 and the GPU process 130, all of which may be implemented on one

Oor moreg processors.

[0039] Instep 210, web content is retrieved from the network 115. For example, the browser
process 110 may retrieve the web content by sending one or more network requests for web

content to the network 115 and receiving the requested web content from the network 115.

-10 -
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[0040] In step 220, the retrieved web content is rendered into rendered web content. For
example, the render process 120 may receive the retrieved web content from the browser process
110 and render the retrieved web content (e.g., using software-based renderer). The render
process 120 may render the web content into a bitmap or other format, and store the rendered

web content in the shared memory.

[0041] Instep 230, video content is retrieved from the network 115. For example, the render
process 120 may parse HTML code to retrieve a link (e.g., URL) to video content and send the
retrieved link to the video process 140. The video process 140 may then retrieve the video

content from the network 115 using the video link.

[0042] In step 240, the retrieved video content is directed to the video hardware accelerator
145 for video rendering. For example, the video process 140 may direct the retrieved video
content to the video hardware accelerator 145, which performs video processing (e.g., video
decoding) on the video content. The video hardware accelerator 145 may store the resulting

rendered video frame in a memory space in the GPU memory 155.

[0043] In step 250, the GPU 150 is instructed to composite the rendered web content and the
rendered video frame into a composite frame. For example, the GPU process 130 may transfer
the rendered web content from the shared memory to the GPU 150 and instruct the GPU 150 to
composite the transferred rendered web content and the rendered video frame stored in the GPU

memory 155.

[0044] In one aspect, the video content may comprise a video data stream that is directed to
the video hardware accelerator 145 by the video process 140 for rendering. The video hardware
accelerator 145 may render the video data stream into a sequence of rendered video frames. For
each rendered video frame, the video hardware accelerator 145 may notify the video process 140
when the rendered video frame is finished. The video process 140 may then notify the render
process 120, which may then instruct the GPU process 130 to command the GPU 150 to
composite the rendered video frame with the rest of the rendered web content. If the rendered
web content does not change between video frames, then, for each new rendered video frame, the
render process 120 may instruct the GPU process 130 to command the GPU 150 to composite

the rendered web content already stored in the GPU 150 with the new rendered video frame.

- 11 -
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[0045] In this aspect, for each rendered video frame, the video process 140 may instruct the
video hardware accelerator 145 where to store the rendered video frame in the GPU memory
155. For example, two or more different memory spaces may be allocated in the GPU memory
155 for storing rendered video frames and each of the memory spaces may be identified by a

unique identifier.

[0046] For each rendered video frame, the render process 130 may indicate to the video
process 140 in which of the memory spaces the rendered video frame is to be stored using the
corresponding identifier. The video process 140 may then communicate this information to the
video hardware accelerator 145 so that the rendered video frame is stored in the appropriate
memory space. When the rendered video frame is finished, the render process 140 may
communicate the identity of the memory space to the GPU process 130 and instruct the GPU
process 130 to command the GPU processor 152 to composite the rendered video frame in the

identified memory space with the other rendered web content into a composite frame.

[0047] FIG. 3 conceptually illustrates an electronic system 300 with which some
implementations of the subject technology are implemented. The electronic system 300 can be
used to implement the computing system shown in FIG. 1. The electronic system 300 may be a
smart phone, a tablet, a personal digital assistant, a laptop or other electronic system. While the
electronic system 300 is shown in one configuration in FIG. 3, it is to be understood that the

electronic system 300 may include additional, alternative and/or fewer components.

[0048] In the example shown in FIG. 3, the electronic system 300 includes a processor 310,
system memory 315, a storage device 320, a network interface 330, an input interface 340, the
video hardware accelerator 145, the GPU 150, the display 160, and a bus 370.

[0049] The bus 370 collectively represents all system, peripheral, and chipset buses that
communicatively connect the numerous components of the electronic system 300. For instance,
the bus 370 communicatively connects the processor 310 with the system memory 315 and the
storage device 320. The processor 310 may retrieve instructions from one or more of these
memories and execute the instructions to implement one or more of the processes according to
various aspects of the subject technology. The processor 310 may comprise a single processor or

a multi-core processor in different implementations.

12 -
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[0050] The storage device 320 may comprise a solid state drive, a magnetic disk, or an optical
drive. The storage device 320 may be used to store an operating system (OS), programs, and/or
files. The system memory 315 may comprise volatile memory (e.g., a random access memory

(RAM)) for storing instructions and data that the processor 310 needs at runtime.

[0051] In one aspect, the browser process 110, the render process 120, the graphics process
unit (GPU) process 130, and the video process 140 may be implemented on the processor 310.
For each process, the processor 310 may retrieve code corresponding to the process from a
memory (e.g., system memory 315 and/or storage device 310) and execute the code to
implement the process. The various processes running on the processor 300 may communicate
with one another via inter-process communication (IPC). The shared memory used to share data
across processes may be implemented using the system memory 315 and/or an internal memory

of the processor 310.

[0052] The network interface 330 enables the processor 310 to communicate with the network
115 (e.g., a local area network (LAN), a wide area network (WAN), an intranet, the Internet,
etc.). For example, the browser process 110 and the video process 140 implemented on the
processor 310 may retrieve content from the network 115 via the network interface 330. The
network interface 330 may include a wireless communication module for communicating with a
base station or wireless access point 130 connected to the network 115 over a wireless link (WikFi

wireless link, cellular wireless link, etc.).

[0053] The input interface 340 enables the user to communicate information and commands to
the processor 310. For example, the input interface 340 may be coupled to an alphanumeric
keyboard and/or a pointing device (e.g., touch pad or mouse) to receive commands from the user.
For example, the browser process 110 may receive inputs from the user via the input interface
340. The browser process 110 may use the received inputs to determine when the user clicks on

a link and to retrieve the corresponding web page from the network 115.

[0054] Many of the above-described features and applications may be implemented as a set of
machine-readable instructions stored on a computer readable storage medium (also referred to as
computer readable medium). When these instructions are executed by one or more processing

unit(s) (e.g., one or more processors, cores of processors, or other processing units), they cause
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the processing unit(s) to perform the actions indicated in the instructions. Examples of computer
readable media include, but are not limited to, CD-ROMs, flash drives, RAM chips, hard drives,
EPROMs, etc. The computer readable media does not include carrier waves and electronic

signals passing wirelessly or over wired connections.

[0055] In this disclosure, the term “software” and “program” is meant to include firmware or
applications stored in a memory, which can be executed by a processor. Also, in some
implementations, multiple software aspects can be implemented as sub-parts of a larger program
while remaining distinct software aspects. In some implementations, multiple software aspects
can also be implemented as separate programs. Finally, any combination of separate programs
that together implement a software aspect described here is within the scope of the disclosure. In
some implementations, the software programs, when installed to operate on one or more
electronic systems, define one or more specific machine implementations that execute and

perform the operations of the software programs.

[0056] A computer program (also known as a program, software, software application, script,
or code) can be written in any form of programming language, including compiled or interpreted
languages, declarative or procedural languages, and it can be deployed in any form, including as
a stand alone program or as a process, component, subroutine, object, or other unit suitable for
use in a computing environment. A computer program may, but need not, correspond to a file in
a file system. A program can be stored in a portion of a file that holds other programs or data
(e.g., one or more scripts stored in a markup language document), in a single file dedicated to the
program in question, or in multiple coordinated files (e.g., files that store one or more processes,
sub programs, or portions of code). A computer program can be deployed to be executed on one
computer or on multiple computers that are located at one site or distributed across multiple sites

and interconnected by a communication network.

[0057] The functions described above can be implemented in digital electronic circuitry, in
computer software, firmware or hardware. The techniques can be implemented using one or
more computer program products. Programmable processors and computers can be included in

or packaged as mobile devices. The processes and logic flows can be performed by one or more
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programmable processors and by one or more programmable logic circuitry. General and special

purpose computers and storage devices can be interconnected through communication networks.

[0058] Some implementations include electronic components, such as microprocessors,
storage and memory that store computer program instructions in a machine-readable or
computer-readable medium (alternatively referred to as computer-readable storage media,
machine-readable media, or machine-readable storage media). Some examples of such
computer-readable media include RAM, ROM, read-only compact discs (CD-ROM), recordable
compact discs (CD-R), rewritable compact discs (CD-RW), read-only digital versatile discs (e.g.,
DVD-ROM, dual-layer DVD-ROM), a variety of recordable/rewritable DVDs (e.g., DVD-RAM,
DVD-RW, DVD+RW, etc.), flash memory (e.g., SD cards, mini-SD cards, micro-SD cards, etc.),
magnetic and/or solid state hard drives, read-only and recordable Blu-Ray® discs, ultra density
optical discs, any other optical or magnetic media, and floppy disks. The computer-readable
media can store a computer program that is executable by at least one processing unit and
includes sets of instructions for performing various operations. Examples of computer programs
or computer code include machine code, such as is produced by a compiler, and files including
higher-level code that are executed by a computer, an electronic component, or a miCroprocessor

using an interpreter.

[0059] While the above discussion primarily refers to microprocessor or multi-core processors
that execute software, some implementations are performed by one or more integrated circuits,
such as application specific integrated circuits (ASICs) or field programmable gate arrays
(FPGAs). In some implementations, such integrated circuits execute instructions that are stored

on the circuit itself.

[0060] As used in this specification and any claims of this application, the terms “computer”,
“processor”, and “memory” all refer to electronic or other technological devices. These terms
exclude people or groups of people. For the purposes of the specification, the terms display or
displaying means displaying on an electronic device. As used in this specification and any
claims of this application, the terms “computer readable medium” and “computer readable

media” are entirely restricted to tangible, physical objects that store information in a form that 1s
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readable by a computer. These terms exclude any wireless signals, wired download signals, and

any other ephemeral signals.

[0061] It is understood that any specific order or hierarchy of steps in the processes disclosed
is an illustration of exemplary approaches. Based upon design preferences, it is understood that
the specific order or hierarchy of steps in the processes may be rearranged, or that all illustrated
steps be performed. Some of the steps may be performed simultaneously. For example, in
certain circumstances, multitasking and parallel processing may be advantageous. Moreover, the
separation of various system components in the embodiments described above should not be
understood as requiring such separation in all embodiments, and it should be understood that the
described program components and systems can generally be integrated together in a single

software product or packaged into multiple software products.

[0062] The previous description is provided to enable any person skilled in the art to practice
the various aspects described herein. Various modifications to these aspects will be readily
apparent to those skilled in the art, and the generic principles defined herein may be applied to
other aspects. Thus, the claims are not intended to be limited to the aspects shown herein, but is
to be accorded the full scope consistent with the language claims, wherein reference to an
element in the singular is not intended to mean “one and only one” unless specifically so stated,
but rather “one or more.” Unless specifically stated otherwise, the term “some” refers to one or

more.

[0063] A phrase such as an “aspect” does not imply that such aspect is essential to the subject
technology or that such aspect applies to all configurations of the subject technology. A
disclosure relating to an aspect may apply to all configurations, or one or more configurations. A
phrase such as an aspect may refer to one or more aspects and vice versa. A phrase such as a
“configuration” does not imply that such configuration is essential to the subject technology or
that such configuration applies to all configurations of the subject technology. A disclosure
relating to a configuration may apply to all configurations, or one or more configurations. A

phrase such as a configuration may refer to one or more configurations and vice versa.
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2

[0064] The word “exemplary” is used herein to mean “serving as an example or illustration.’
Any aspect or design described herein as “exemplary” is not necessarily to be construed as

preferred or advantageous over other aspects or designs.

[0065] All structural and functional equivalents to the elements of the various aspects
described throughout this disclosure that are known or later come to be known to those of
ordinary skill in the art are expressly incorporated herein by reference and are intended to be
encompassed by the claims. Moreover, nothing disclosed herein is intended to be dedicated to

the public regardless of whether such disclosure is explicitly recited in the claims.
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What is Claimed is:

1. A computer-implemented method for rendering a web page including web content
and video content, the method comprising:

retrieving the web content from a network using a browser process implemented on one
Or MOTE Processors;

rendering the retrieved web content into rendered web content using a render process
implemented on the one or more processors;

retrieving the video content from the network using a video process implemented on the
one Or more Processors;

directing the retrieved video content to a video hardware accelerator, wherein the video
hardware accelerator renders the video content into a rendered video frame; and

instructing a graphics processing unit (GPU) to composite the rendered web content and

the rendered video frame into a composite frame for display to a user.

2. The method of claim 1, further comprising:

sending a render target to the video hardware accelerator using the video process,
wherein the video hardware accelerator writes the rendered video frame to a memory space in
the GPU specified by the render target; and

sending the render target to the GPU, wherein the GPU retrieves the rendered video
frame from the memory space specified by the render target for compositing with the rendered

web content.

3. The method of claim 2, further comprising:
generating the render target using the render process; and
sending the render target from the render process to the video process using inter-process

communication (IPC).
4. The method of claim 1, wherein instructing the GPU to composite the rendered

web content and the rendered video frame is performed using a GPU process implemented on the

one or more processors.
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5. The method of claim 4, further comprising:

storing the rendered web content in a shared memory using the render process, wherein
the shared memory is shared by the render process and the GPU process; and

transferring the rendered web content from the shared memory to the GPU using the GPU
process, wherein the GPU composites the rendered web content transferred from the shared

memory with the rendered video frame.

6. The method of claim 1, further comprising:

parsing markup language code of the web page to retrieve a video link using the render
process; and

sending the video link from the render process to the video process via inter-process
communication, wherein the video process retrieves the video content from the network using

the video link.

7. The method of claim 6, wherein the video link comprises a uniform resource
locator (URL).
8. The method of claim 6, further comprising:

sending a cookie to a server on the network hosting the video content using the video
process, wherein the cookie identifies a same browser session used by the browser process to

retrieve the web content from the network.

9. The method of claim 6, further comprising:

parsing the markup language code of the web page to retrieve one or more web links
using the render process; and

sending the one or more web links from the render process to the browser process via
inter-process communication, wherein the browser process retrieves the web content from the

network using the one or more web links.

10. The method of claim 9, wherein one or more web links comprise uniform

resource locators (URLs).
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11. The method of claim 1, wherein the video hardware accelerator performs video

decoding on the video content to produce the rendered video frame.

12. A system for rendering a web page including web content and video content, the
system comprising:
One Or More Processors;
a video hardware accelerator;
a graphics processing unit (GPU); and
a machine-readable medium comprising instructions stored therein, which when executed
by the one or more processors, cause the one or more processors to perform operations
comprising:
retrieving the web content from a network;
rendering the retrieved web content into rendered web content;
retrieving the video content from the network;
directing the retrieved video content to the video hardware accelerator, wherein
the video hardware accelerator renders the video content into a rendered video frame and
writes the rendered video frame to a memory space in the GPU; and
instructing the GPU to composite the rendered video frame in the memory space

and the rendered web content into a composite frame for display to a user.

13. The system of claim 12, wherein the operations further comprise:

sending a render target to the video hardware accelerator, wherein the render target
specifies the memory space to which the rendered video frame is written; and

sending the render target to the GPU, wherein the GPU retrieves the rendered video
frame from the memory space specified by the render target for compositing with the rendered

web content.
14. The system of claim 12, wherein the operations further comprise:

parsing markup language code of the web page to retrieve a video link, wherein the video

link is used to retrieve the video content from the network.

-20 -



WO 2013/112630 PCT/US2013/022805

15. The system of claim 14, wherein the video link comprises a uniform resource

locator (URL).

16. The system of claim 14, the operations further comprise:
sending a cookie to a server on the network hosting the video content using the video
process, wherein the cookie identifies a same browser session used by the browser process to

retrieve the web content from the network.

17. The system of claim 12, wherein the video hardware accelerator performs video

decoding on the video content to produce the rendered video frame.

18. The system of claim 12, wherein the operations further comprise:

writing the rendered web content to a memory accessible by the one or more processors;
and

transferring the rendered web content from the memory to the GPU, wherein the GPU

composites the rendered web content transferred from the memory with the rendered video frame.

19. The system of claim 12, wherein the operations further comprise:

processing markup language code of the web page to determine an order of the web
content and the video content; and

instructing the GPU to composite the rendered web content and the rendered video frame

based on the determined order.

20. A machine-readable medium comprising instructions stored therein, which when
executed by a machine, cause the machine to perform operations for rendering a web page
including web content and video content, the operations comprising:

retrieving the web content from a network;
rendering the retrieved web content into rendered web content;
storing the rendered web content in a memory;

retrieving the video content from the network;
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directing the retrieved video content to a video hardware accelerator, wherein the
video hardware accelerator renders the video content into a rendered video frame and
writes the rendered video frame to a memory space in a graphics processing unit (GPU);

transferring the rendered web content from the memory to the GPU; and

instructing the GPU to composite the rendered web content transferred from the
memory and the rendered video frame in the memory space in the GPU into a composite

frame for display to a user.

21. The machine-readable medium of claim 20, wherein the operations further
comprise:

sending a render target to the video hardware accelerator, wherein the render target
specifies the memory space to which the rendered video frame is written; and

sending the render target to the GPU, wherein the GPU retrieves the rendered video
frame from the memory space specified by the render target for compositing with the rendered

web content.

22.  The machine-readable medium of claim 20, wherein the operations further
comprise:
parsing markup language code to retrieve a video link, wherein the video link is used to

retrieve the video content from the network.
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