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Abstract: The present invention relates to computer-implemented methods and systems for analysing a biomarker which cycles in a subject. In some other aspects, the present invention relates to analysing a biomarker which at least initially increases or decreases in amount in a subject following a treatment for a disease. In further aspects, the present invention relates to computer-implemented methods and systems for determining a preferred time to administer a therapy to treat a disease in a subject. The present invention also relates to computer program product to implement the methods. Further, the present invention relates to methods of determining the timing of treating a disease in a subject in which the immune system is cycling.
METHODS AND SYSTEMS FOR DETERMINING PREFERRED TIMES FOR ADMINISTERING THERAPY TO TREAT DISEASES

FIELD OF THE INVENTION

The present invention relates to computer-implemented methods and systems for analysing a biomarker which cycles in a subject. In some other aspects, the present invention relates to analysing a biomarker which at least initially increases or decreases in amount in a subject following a treatment for a disease. In further aspects, the present invention relates to computer-implemented methods and systems for determining a preferred time to administer a therapy to treat a disease in a subject. The present invention also relates to computer program product to implement the methods. Further, the present invention relates to methods of determining the timing of treating a disease in a subject in which the immune system is cycling.

BACKGROUND OF THE INVENTION

Regulatory T cells

Studies have identified the existence of a naturally occurring population of regulatory/suppressor T cells, which, upon in vitro TCR-mediated stimulation, suppress the proliferation of effector T cells (von Herrath and Harrison, 2003; Allan et al., 2008; Brusko et al., 2008; Vila et al., 2009). These cells are central to the control of T cell homeostasis and in the modulation of immune responses to autoantigens, cancer cells, pathogens, and alloantigens.

In the periphery of young mice not prone to autoimmune diseases, regulatory T cells constitute a stable 10% of CD4+ T cells. This proportion appears to be reduced in mice genetically prone to autoimmune disease such as diabetes (Salomon et al., 2000). Transfer of regulatory T cells has been shown to prevent a wide range of experimental autoimmune diseases, including diabetes, experimental autoimmune encephalomyelitis, and colitis (Salomon et al., 2000; Wu et al., 2002; Kohm et al., 2002; Read et al., 2000). Furthermore, depletion of regulatory T cells has been shown to exacerbate various experimental autoimmune diseases, including collagen induced arthritis. In humans, an analogous population of CD4+CD25+ regulatory T cells has been identified in the peripheral blood and the thymus (Jonulait et al., 2001; Amunziato et al., 2002).

Autoimmune diseases

Many autoimmune disorders arise when cells of specific tissues become the targets of T lymphocytes (for reviews see Santamaria, 2001; Vila et al., 2009). Much of what is currently known about effector pathways of autoimmunity has been learned
from spontaneous and experimental models of autoimmune disease. Type 1 diabetes mellitus (T1D) in non-obese diabetic (NOD) mice is a prototypic model of spontaneous, organ-specific autoimmunity. NOD mice spontaneously develop a form of autoimmune diabetes, closely resembling human T1D, that results from destruction of the pancreatic β-cells by T lymphocytes.

Studies of CD8+ T-cell-deficient NOD mice indicate that the initial β-cell insult in T1D is effected by cytotoxic CD8+ T cells. Several transgenic models of T1D have shown that CD8+ T cells can readily kill β-cells expressing transgenic neo-antigens; however, little is known about the antigenic specificity or specificities of the CD8+ T cells that kill β-cells in NOD mice. Wong et al. (1999) have reported that there is a CD8+ T-cell subpopulation that recognizes an insulin-derived peptide in the islets of young NOD mice. Furthermore, immunopathological studies of pancreata from human diabetic individuals and pancreas isograft recipients have suggested that destruction of β-cells in human T1D may also be effected, at least in part, by CD8+ effector T cells (Bottazzo et al., 1985).

Experimental autoimmune encephalomyelitis (EAE) is a prototypic experimental autoimmune disease that models human multiple sclerosis and that develops in susceptible rodent strains after immunization with myelin basic protein, proteolipid antigen or myelin oligodendrocyte protein (MOG). Evidence suggests that CD8+ T cells have a role in disease progression and severity (reviewed by Goverman, 1999). Myelin basic protein is processed in vivo by the MHC class I pathway, and a MOG-derived peptide activates encephalitogenic CD8+ T cells in vivo. There is also evidence for clonal expansions of CD8+ T cells in active multiple-sclerosis lesions (Babbe et al., 2000).

Graft-versus-host disease

Graft-versus-host disease is a multistep process. It has been shown that effector T cells play the pivotal role in the induction of the disease. During the 'induction phase' the effector T cells see allogeneic disparities and then become activated and clonally expand (the 'expansion stage'). These T cells then release cytokines and possibly chemokines (for example macrophage inflammatory protein 1α), resulting in the recruitment of other cell types (macrophages, granulocytes, natural killer cells, etc.) in the 'recruitment phase'. Finally, the T cells and the other cell types mediate the pathology associated with graft-versus-host disease (the 'effector phase') (for a review see Murphy and Blazar, 1999).
There has been emphasis on delineating the effector mechanisms of graft-versus-host disease. T cells and other cells primarily mediate their effector functions through either FasL, perforin–granzyme-B or TNF. The use of knockout mice has demonstrated a pivotal role for each of these pathways in the effector stage of graft-versus-host disease. FasL and perforin–granzyme-B appear critical for solid organ pathology whereas TNF appears to mediate the wasting/weight loss associated with graft-versus-host disease. TNF also appears to be induced, along with other cytokines, after conditioning (Hill et al., 1997) — demonstrating that cytokines elicited by either the donor or the recipient affect graft-versus-host disease. TNF-receptor knockout mice and the use of anti-TNF antibodies have been shown to be protective in graft-versus-host disease models (Speiser et al., 1997).

Cancer

In the past, attempts have been made to trigger the immune system to mount an efficient response against malignant cells. Despite significant and promising progress, such a response has yet to be fully attained and many immune based therapies have proved disappointing.

Numerous studies using in vitro cellular assays demonstrate that cytotoxic lymphocytes have the ability to kill tumour cells. The cancer patient also has increased concentration of circulating immune complexes, indicating the immune system is active, particularly against certain tumour antigens. The level of these immune complexes can increase with disease progression (Horvath et al., 1982; Aziz et al., 1998).

Regulatory T cells have been implicated in a subject’s immune response to cancer (North and Awwad, 1990; Gajewski et al., 2009). As most cancer antigens are actually produced by the patient they are considered as "self" by the immune system. Upon the presence, and/or increased quantity, of tumour antigen the host's immune system mounts a response characterized by the production of effector T cells which target cells producing the tumour antigen. However, in many instances these effector T cells are recognized by the immune system as targeting the host's own cells, and hence a population of regulator T cells are produced to down-regulate the effector T cell population. Thus, the production of these regulator T cells limits the ability of the immune system to effectively remove cancer cells.
Degenerative diseases

Whilst degenerative diseases such as Alzheimer's disease are not classically considered to be mediated by inflammation or the immune system, in some instances the immune system may play an important role in the degenerative process. In addition, it has become clear that the immune system itself may have beneficial effects in nervous system diseases considered degenerative. Immunotherapeutic approaches designed to induce a humoral immune response have recently been developed for the treatment of Alzheimer's disease. In animal models, it has also been shown that immunotherapy designed to induce a cellular immune response may be of benefit in central nervous system injury, although T cells may have either a beneficial or detrimental effect depending on the type of T cell response induced (Monsonego and Weiner, 2003).

Infections

More recently, regulator T cells have been shown to be involved in a subject's immune response to a viral infection. WO 02/13828 describes the production of regulator T cells during retroviral infection, and methods of treating such infections by down-regulating the regulator T cell population whilst maintaining the effector T cell population. Since WO 02/13828 was filed there have been a large number of studies which have identified a role for regulatory T cells in the progression of chronic retroviral infections. This includes studies on Friend retrovirus infection (Iwashiro et al., 2001), Feline immunodeficiency virus (Vahlenkamp et al., 2004), Simian immunodeficiency virus (Hryniewicz et al., 2006; Estes et al., 2007) and many studies on HIV (Weiss et al., 2004; Kinter et al., 2004; Lim et al., 2006; Nilsson et al., 2006; Kinter et al., 2007a; Kinter et al., 2007b; Lim et al., 2007; Cao et al., 2009). The role of regulatory T cells in the progression of chronic retroviral infections has also been the subject of many recent reviews including those by Vahlenkamp et al. (2005), Belkaid and Rouse (2005), Rouse et al. (2006) and Dittmer (2004).

Treatment of diseases involving effector and regulator T cells

Taking advantage of regulatory T cells has been complicated by an inability to expand and characterize this minor T cell subset, a population of cells reduced even further in autoimmune-prone animals and patients. For instance, studies have suggested that it may be impossible to reverse ongoing autoimmune diabetes due to the autoreactive T cells becoming resistant to suppression during the active phase of the disease. Prior efforts to expand regulatory T cells ex vivo have not achieved clinically
sufficient expansion, nor demonstrable in vivo efficacy. The low number of CD4+ CD25+ regulatory T cells, their anergic phenotype and diverse antigen specificity present major challenges to harnessing this potent tolerogenic population to treat autoimmune diseases and transplant rejection.

WO 03/070270 describes the use of acute phase inflammatory markers in regimes for the effective treatment of HIV. These methods rely on at least partially "resetting" the immune system by a treatment such as HAART followed by the analysis of acute phase inflammatory proteins as markers for effector and regulator T cell expansion. The emergence of acute phase inflammatory proteins appears to be linked to effector T cell expansion, which occurs before regulator T cell expansion, and thus the patient can be treated with a suitable agent which allows the effector T cell population to be maintained whilst destroying, preventing the production of, or reducing the activity of, regulator T cells. In essence, upon withdrawal of HAART treatment it was considered that the patient's immune system would treat the re-emerging HIV particles as a new infection, and hence a new population of effector T cells would be produced.

Similar to WO 03/070270, WO 03/068257 relates to at least partially resetting the immune system, however, in this instance in the context of the treatment of cancer. Again, the treatment is focussed on the initial re-emergence of effector T cells following a reduction in tumour load through techniques such as surgery or the administration of anti-proliferative drugs.

Following from the advances described in WO 02/13828, WO 03/070270 and WO 03/068257, it was later surprisingly found that the immune system is cycling in many chronic disease states such as cancer, retroviral infections (both in WO 05/040816) and autoimmune diseases (WO 06/026821). Thus, it is not essential that the disease state be "reset" to be able to target the regulator T cells to effectively treat the diseases involving regulator T cells such as cancer. Despite the ground breaking advances described in WO 05/040816 and WO 06/026821, variations between individuals, variations in sample testing, and the complexity of the disease states make it difficult to manage the data to allow the routine targetting of the desired cell type on the first attempt. Thus, there is a need for mechanisms to increase the likelihood of effectively treating a disease in which the immune system is cycling in the initial attempt(s).
SUMMARY OF THE INVENTION

According to a first aspect, the present invention provides a computer-implemented method for analysing a biomarker which cycles in a subject with a disease, the method comprising estimating a periodicity of the cycling of the biomarker based on measurements of the biomarker.

The method may further comprise determining from the estimated periodicity of the cycling a preferred time in the future to administer a therapy to treat the disease in the subject. The measurements of the biomarker may be received via a communications network, or retrieved from a remote or local storage.

Estimating the periodicity may comprise obtaining a best-fit curve to the measurements in accordance with a model of the cycling of the biomarker. The model of the periodicity of the cycling biomarker may in some embodiments be of the form:

\[ \log({\text{marker}}_i) = \cos \left(2\pi \times \left(\frac{(\text{time}_i - \text{offset})}{\text{period}}\right)\right) \times \text{amplitude} + \text{mean} + \epsilon_i \]

where \(\text{marker}_i\) is a measurement taken at \(\text{time}_i\), and parameters \(\text{offset, period, amplitude, mean}\) and model error or residual \(\epsilon_i\) are unknown. Preferably, the model errors are normally distributed with zero mean and constant but unknown variance, or from one of the family of t distributions with degrees of freedom as determined by the model fitting mechanism.

For example, where the measurements are CRP measurements obtained with a time specificity of one day, the model may be of the form:

\[ \log({\text{CRP}}_i) = \cos \left(2\pi \times \left(\frac{(\text{day}_i - \text{offset})}{\text{period}}\right)\right) \times \text{amplitude} + \text{mean} + \epsilon_i \]

where \(\text{CRP}_i\) is a CRP measurement taken at \(\text{day}_i\), and parameters \(\text{offset, period, amplitude, mean}\) and model error or residual \(\epsilon_i\) are unknown.

The method may further comprise projecting the obtained best-fit curve into the future to determine the preferred time in the future to administer the therapy. The best-fit curve may be a fit to a harmonic model of the cycling of the biomarker. In this case, obtaining the best-fit curve further comprises fitting the harmonic model to the measurements multiple times using different initial conditions for each fit. For example where the harmonic model includes the period as a parameter, the initial value of the period may be altered for each fit so as to generate different best-fit results. In one embodiment, different initial estimates of cycle period, such as but not limited to, about 3 days, about 5 days, about 7 days or about 9 days. Where the curves so generated differ, reduced confidence in the best fit results can be inferred. This may
include at least two, and preferably three curves under different regression models for the single set of data. In such embodiments a similarity or disparity of the best fit result of each regression model is preferably used to generate a confidence measure to indicate a confidence in the model having the highest log-likelihood.

Thus, in another embodiment, the method further comprises generating a confidence measure by comparing a similarity in the fit result produced by each fitting. Furthermore, in recognition of the difficulty of extracting a periodic characteristic from a small number of measurements, such as seven daily noisy measurements, such embodiments of the present invention provide not only a method of analysing such data in a manner to give an estimated best fit periodic curve, but also provide an indication of the confidence in the estimate.

Obtaining a best-fit curve may further comprise imposing a box constraint on at least some of parameters of the model to guide optimisation to biologically realistic regions. In some embodiments, an optimisation algorithm is repeatedly applied using altered levels of degrees of freedom, to allow for differing tolerance to data outliers. A fitted model with the highest log-likelihood may then be chosen for each initial condition for comparison to a fitted model obtained using an alternative nominated initial condition. In this case, close agreement between the chosen fitted models may be taken to improve a confidence in the estimate of the underlying cycle.

A variance-stabilizing transformation of the measurements may be determined prior to estimating the periodicity based on the transformed measurements. In taking a variance-stabilizing transformation of the measurements, the noisy nature of the biomarker measurements and the non-constant amplitude in the cycling biomarkers are considered.

Any suitable variance-stabilizing transformation of measurements may be used, such as logarithm of the measurements. The transformation taken may be the identity, the square root, the natural logarithm, the logarithm to base 10, any other transformation from the ladder of powers, or the like. The transformation will preferably be the natural logarithm and the exposition that follows will assume that this has been performed. Noting that at least some biomarkers, for example c-reactive protein (CRP) levels, are measured as a concentration, negative measurements are not possible so that the variance-stabilizing transformation can always be taken in such embodiments.

Determining the preferred time to administer the therapy may further comprise comparing the measurements of the subject with a database of measurements of the biomarker obtained from other subjects who had the disease and have been treated with
a therapy. The therapy used to treat the “other subjects” may be the same or different to that which is planned to be administered to the subject, preferably the same. Furthermore, not all the “other subjects” may have been treated with the same therapy, for example, the exact same antiproliferative drug.

The measurements may also be for two or more different biomarkers which are cycling in the subject, in which case the method comprises determining the preferred timing of administration by reference to two or more sets of measurements. This may provide improved accuracy of estimation of immune system cycling as compared to embodiments which rely on measurements of a single biomarker. Alternatively or additionally, two or more different types of measurements are taken for the same biomarker. For example, daily or sub-daily measurements of an acute phase marker can be taken from a finger prick sample using a hand-held point of care monitoring device coupled with and calibrated by less frequent but more precise measurements obtained by detailed sample examination such as is provided by a professional laboratory.

The model may have a heavy tail to allow for noisy nature of the measurements, such as by applying non-linear regression using maximum likelihood and assuming a heavier-tailed error distribution. In this embodiment, T regression replaces the assumption of the normal distribution for the errors with the t distribution with statistically-determined degrees of freedom. The degrees of freedom correlate to the weight of the tail (more degrees gives lighter tail); heavier tails provide greater robustness to outlier values.

In another embodiment, the use of an error distribution is selected to provide robustness against extreme values, for example, the normal, the family of t distributions, the Cauchy, the gamma, the Weibull, and the Johnson S families, preferably the t family.

In cases where a periodic characteristic of the measurements cannot be determined or can only be estimated with low confidence, the method and algorithm preferably further provides for a recommendation that further samples be analysed. Preferably also provided is a recommendation for the preferred timing of measurements to help ensure the further monitoring provides sufficient data to characterize the cycling, such as the times that the several models that have been produced are at their furthest points from one another. Alternatively, an output indication is sent to a skilled operator to visually analyse the data and determine whether a preferred timing can be estimated through human intervention or whether the recommendation that further samples be analysed is sent to the end user.
In some embodiments, the method is carried out on-site at a testing facility at which the measurements are obtained from a diseased subject. In other embodiments, the method is carried out using a hand-held, generally point-of-care device, which is able to measure the biomarker, for example, a device which can measure acute phase inflammatory marker levels from a drop of blood obtained from a finger-prick. In alternative embodiments, the method is conducted at a central location remote from a testing facility.

Embodiments of the invention preferably further recognise that the obtained biomarker measurements are likely to constitute a sparse sample set, due to the difficulty in obtaining such measurements less than about daily from the diseased subject. In a further embodiment, the actual time the therapy was administered, further measurements of the biomarker following administration and/or the outcome of therapy are analysed to allow further refinement of the determination of the preferred time to administer a specific therapy, to a subject whose immune system is cycling in a particular way and/or to take into account any other factors relevant to the determination of the preferred time for a given set of circumstances.

According to another aspect, the present invention provides a computer-implemented method for analysing a biomarker which cycles in a subject with a disease, the method comprising:

i) sending measurements of the biomarker to a computing device, wherein the computing device is operable to estimate a periodicity of the cycling of the biomarker based on the measurements; and

ii) receiving the estimated periodicity of the cycling from the computing device.

According to a further aspect, the present invention provides a computer system for analysing a biomarker which cycles in a subject with a disease, the system comprising a computing device operable to estimate a periodicity of the cycling of the biomarker in the subject based on measurements of the biomarker.

The computing device may also be operable to determine from the estimated periodicity of the cycling a preferred time to administer a therapy to treat a disease in the subject.

The measurements may be received via a communications network from a plurality of distributed testing locations, the measurements relating to the cycling of a biomarker of each of a plurality of diseased subjects.

According to a further aspect, the present invention provides a computer program product comprising computer program code means to cause a computer to
implement a method for determining a preferred timing of administration of a therapy in accordance with a method of the invention.

According to another aspect, the present invention provides an apparatus comprising a data processing means which is arranged to determine a preferred timing of administration of a therapy in accordance with a method of the invention.

Instead of relying on the analysis of the cycling of the immune system to treat the disease, the immune system can at least be partially "reset" and the emerging T cell population of interest (effector or regulator depending on the disease) can be targeted at the appropriate time. Thus, in yet another aspect, the present invention provides a computer-implemented method for analysing a biomarker which at least initially increases or decreases in amount in a subject following a treatment for a disease, the method comprising estimating the timing and/or rate of the at least initial increase or decrease in amount of the biomarker based on measurements of the biomarker, the measurements having been at least obtained after the treatment.

The method may further comprise determining from the estimated timing and/or rate of increase or decrease a preferred time in the future to administer the therapy. The measurements of the biomarker may be received via a communications network, or retrieved from a remote or local storage.

Before and after said treatment the amount of the biomarker may be cycling in the subject, in which case the increase or decrease reflects the beginning of the first cycle following said treatment. Thus, the levels of the biomarker is typically cycling in the subject with the disease and the treatment disrupts and resets the cycling. Furthermore, this means that this aspect, and related aspects, are practiced immediately after the treatment, such as within about 28 days, or within about 21 days, or within about 14 days.

Examples of biomarkers which increase after the treatment are, but not limited to, effector T cells, regulator T cells (after the effector T cells) and positive acute phase inflammatory markers. Examples of biomarkers which decrease after treatment are, but not limited to, cancer antigen markers in subjects with cancer, and viral load in subjects with a viral infection such as HIV.

The "treatment" and the "therapy" in this, and related aspects, can be the same or different. Thus, this, and related aspects, can be considered as providing a first therapy to at least partially reset the immune system and a second therapy to effectively treat the disease by targeting the T cell population of interest.

Estimating the timing and/or rate may comprise obtaining a best-fit curve to the measurements in accordance with a model of the cycling of the biomarker to estimate
the timing and rate of the at least initial increase or decrease in amount of the biomarker. Obtaining the best-fit curve may further comprise imposing a box constraint on at least some parameters of the model to guide optimisation to biologically realistic regions. The method may further comprise projecting the obtained best-fit curve into the future to estimate the preferred time to administer the therapy.

The method may further comprise determining a variance-stabilizing transformation of the measurements prior to estimating the timing and rate. The variance-stabilizing transformation of measurements may be logarithm of the measurements. Other suitable transformations include

In a further aspect, the present invention relates to a computer-implemented method for analysing a biomarker which at least initially increases or decreases in amount in a subject following a treatment for a disease, the method comprising:

i) sending measurements of the biomarker in the subject to a computing device, wherein the measurements are at least obtained after said treatment, and wherein the computing device is operable to estimate the timing and/or rate of the at least initial increase or decrease in amount of the biomarker based on the measurements; and

ii) receiving the estimated timing and/or rate of the at least initial increase or decrease in amount of the biomarker.

In a further aspect, the present invention relates to a computer program product comprising computer program code means to cause a computer to implement a method for analysing a biomarker which at least initially increases or decreases in amount in a subject following a treatment for a disease.

In a further aspect, the present invention relates to a computer system for analysing a biomarker which at least initially increases or decreases in amount in a subject following a treatment for a disease, the system comprising a computing device operable to estimate the timing and/or rate of the at least initial increase or decrease in amount of the biomarker based on measurements of the biomarker, the measurements being at least obtained after the treatment.

In a further aspect, the present invention relates to a computer-implemented method for determining a preferred time to administer a therapy to treat a disease in a subject, the method comprising:

i) based on measurements of a biomarker which cycles in the subject, estimating a periodicity of the cycling of the biomarker; and

ii) determining from the estimated periodicity of the cycling a preferred time in the future to administer the therapy to treat the disease in the subject.
In a further aspect, the present invention relates to a computer-implemented method for determining a preferred time to administer a therapy to treat a disease in a subject, the method comprising:

i) based on measurements of a biomarker which at least initially increases or decreases in amount in the subject following a treatment for the disease, estimating a timing and/or rate of the at least initial increase or decrease, wherein the measurements are at least obtained after the treatment; and

ii) determining from the estimated timing and/or rate of increase or decrease a preferred time in the future to administer the therapy.

In a further aspect, the present invention relates to a computer system for determining a preferred time to administer a therapy to treat a disease in a subject, the system comprising a computing device operable to:

i) based on measurements of a biomarker which cycles in the subject, estimate a periodicity of the cycling of the biomarker; and

ii) determine from the estimated periodicity of the cycling a preferred time in the future to administer the therapy to treat the disease in the subject.

In a further aspect, the present invention relates to a computer system for determining a preferred time to administer a therapy to treat a disease in a subject, the system comprising a computing device operable to:

i) based on measurements of a biomarker which at least initially increases or decreases in amount in the subject following a treatment for the disease, estimate a timing and/or rate of the at least initial increase or decrease, wherein the measurements are at least obtained after the treatment; and

ii) determine from the estimated timing and/or rate of increase or decrease a preferred time in the future to administer the therapy.

In a further aspect, the present invention relates to a computer program product comprising computer program code means to cause a computer implement a method for determining a preferred time to administer a therapy to treat a disease in a subject.

With regard to cycling levels of an acute phase inflammatory marker, the present inventors have identified a particularly preferred timing of administration of the therapy to treat the disease. Thus, in a further aspect the present invention provides a method of treating a disease in a subject in which the immune system is cycling, the method comprising:

i) monitoring the subject to determine the periodicity of the cycling of an acute phase inflammatory marker in the subject, and
ii) administering the therapy whilst the level of the acute phase inflammatory marker is increasing, between half way between a minimum in the cycle and a maximum in the cycle, but before the levels of the acute phase inflammatory marker have peaked,

wherein the disease is characterized by the production of regulator T cells.

An example of this preferred timing of administration is shown schematically in Figure 19.

Preferably, the disease characterized by the production of regulator T cells is selected from, but not limited to, cancer, an infection and a degenerative disease.

The infection can be caused by any type of infectious agent such as, but not limited to, a virus, bacteria, protozoa, nematode, prion, or fungus. Preferably, the infectious agent causes chronic persistent infection characterized by the patient’s immune system not being able to eliminate the infectious agent. Examples of infectious agents which cause chronic persistent infection are viruses such as HIV, the Hepatitis B virus and the Hepatitis C virus.

In another aspect the present invention provides a method of treating a disease in a subject in which the immune system is cycling, the method comprising:

i) monitoring the subject to determine the periodicity of the cycling of an acute phase inflammatory marker in the subject, and

ii) administering the therapy between just before and just after the acute phase inflammatory marker has reached its lowest point in the cycle, wherein the disease is characterized by the production of effector T cells.

Preferably, the disease characterized by the production of effector T cells is selected from, but not limited to, an autoimmune disease or transplant rejection.

In a preferred embodiment of the two above aspects, it is preferred that a second biomarker which is out of phase with the cycling of the acute phase inflammatory marker is also monitored and used to more accurately determine when to administer the therapy. Examples of biomarkers which cycle out of phase with acute phase inflammatory markers include, but are not limited to, TGFβ and IL-10.

With regard to the two above aspects, preferably the acute phase inflammatory marker is a positive acute phase inflammatory marker. Examples of positive acute phase inflammatory markers include, but are not limited to, c-reactive protein (CRP), serum amyloid A (SAA), serum amyloid P component, complement proteins such as C2, C3, C4, C5, C9, B, C1 inhibitor and C4 binding protein, fibrinogen, von Willebrand factor, α1-antitrypsin, α1-antichymotrypsin, α2-antiplasmin, heparin cofactor II, plasminogen activator inhibitor I, haptoglobin, haemopexin, ceruloplasmin,
manganese superoxide dismutase, α1-acid glycoprotein, haeme oxygenase, mannose-binding protein, leukocyte protein I, lipoprotein (a), lipopolysaccharide-binding protein, and interleukins such as IL-1, IL-2, IL-6, IL-10 and receptors thereof. Preferably, the positive acute phase inflammatory marker is CRP or SAA, more preferably CRP.

Due to the complexities described below, the present inventors have devised a treatment regime which optimizes the possibility of effectively treating the disease. This procedure relies on slightly overestimating the optimal time of administration of the therapy, and then backing into the cycle with recurrent treatments over a number of cycles. Accordingly, in a further aspect the present invention provides a method of treating a disease in a subject in which the immune system is cycling, the method comprising

i) monitoring the subject to determine the periodicity of the cycling of a biomarker which cycles in the disease,

ii) predicting the optimal time in the cycle to administer a therapy to treat the disease,

iii) administering a first therapy at a time selected after the predicted optimal time,

iv) administering a second therapy in the next cycle following step iii) at a time selected earlier in the cycle than the first therapy, and optionally

v) administering a third therapy in the next cycle following step iv) at a time selected earlier in the cycle than the second therapy.

In one embodiment, the first therapy is administered between about 12 hours to about 48 hours after the predicted optimal time. In another embodiment, the second therapy is administered between about 12 hours and about 24 hours earlier in the cycle than the first therapy. In a further embodiment, the third therapy is administered between about 12 hours and about 24 hours earlier in the cycle than the second therapy. The treatment can be continued with further therapies administered in subsequent cycle between about 12 hours and about 24 hours earlier than the previous cycle. However, it is likely that two, and at most three, administrations of the therapy will be sufficient to treat the disease.

The first, second, third, etc therapies can be the same or different therapies, but preferably the same.

Also provided is the use of a therapy for the manufacture of a medicament for treating a disease in a subject in which the immune system is cycling, wherein the subject is monitored to determine the periodicity of cycling of an acute phase
inflammatory marker in the subject, and the therapy is to be administered whilst the level of the acute phase inflammatory marker is increasing, between half way between a minimum in the cycle and a maximum in the cycle, but before the levels of the acute phase inflammatory marker have peaked, wherein the disease is characterized by the production of regulator T cells.

Also provided is the use of a therapy for the manufacture of a medicament for treating a disease in a subject in which the immune system is cycling, wherein the subject is monitored to determine the periodicity of cycling of an acute phase inflammatory marker in the subject, and the therapy is to be administered between just before and just after the acute phase inflammatory marker has reached its lowest point in the cycle, wherein the disease is characterized by the production of effector T cells.

Also provided is the use of a therapy for the manufacture of a medicament for treating a disease in a subject in which the immune system is cycling, wherein the subject is monitored to determine the periodicity of the cycling of a biomarker which cycles in the disease, and the therapy is to be sequentially administered

i) at a time selected after a predicted optimal time to administer the therapy followed by

ii) at a time selected earlier in the cycle than i) and optionally followed by

iii) at a time selected earlier in the cycle than ii).

Unless specified otherwise, the biomarker to be analysed is any cell or molecule, the levels of which are cycling in the diseased subject. Examples of such biomarkers include, but are not limited to, regulator T cells, effector T cells, molecules associated with the disease, and/or immune system markers.

Preferably, the immune system marker reflects the number and/or activity of regulator T cells, and/or the number and/or activity of effector T cells. In a preferred embodiment, the immune system marker (biomarker) is an acute phase inflammatory protein.

In an embodiment, the regulator T cells are CD4+CD8- T cells.

In another embodiment, the effector T cells are CD8+CD4- T cells.

In a further embodiment, the molecule associated with the disease is an antigen, or nucleic acid encoding therefore, produced by a cancer cell or an infectious agent.

It will be appreciated by the skilled person that diseases such as cancer, autoimmunity and AIDS have a complex effect on the patient. Furthermore, natural variations between individuals linked to factors such as their genotype, nutrition, fitness, previous and current disease status, all influence how a given individual responds to a disease state. Thus, whilst in most cases the cycle will be somewhere
between 3 and 15 days (often depending on the biomarker being analysed), in some individuals this may be slightly shorter or longer. In addition, like the menstrual cycle, the length of the cycle may vary slightly within an individual due to natural variation and/or environmental factors. Thus, individual variation may at least be encountered with regard to, for example, i) the length (periodicity) of the cycle, ii) the absolute numbers of effector or regulator T cells during the cycle, or iii) the levels of acute phase inflammatory markers during the cycle. Such variation may be exaggerated in patients with advanced markers, where the patient's immune system has been challenged for a considerable length of time.

As a result, it will most likely be desirable to monitor the subject for a sufficient length of time to ensure that the dynamics of biomarker cycling within a particular subject is understood. Preferably, the subject is monitored/measured for a period of at least 7 days, more preferably at least 14 days, more preferably at least 21 days, more preferably at least 28 days, more preferably at least 35 days, more preferably at least 42 days, and even more preferably at least 49 days.

Furthermore, it is preferred that the subject is monitored as frequently as possible to ensure biomarker cycling within a given subject is suitably characterized. Naturally this will ensure that the therapy is administered at the appropriate time and that any small variation in the biomarker is not misinterpreted. Preferably, the subject is monitored at least every 3 days, more preferably at least every 2 days, and most preferably at least every day. Monitoring may occur more frequently, for instance every 12 hours, when the cycling is reaching a stage where it is likely that the timing would be appropriate to administer the therapy. Thus, it is preferred that serial measurements with a defined frequency have been taken, however, the invention nonetheless allows the use of infrequent measurements as long as there is enough representative data to make a prediction as to when to administer the therapy.

A further complicating factor will be if the subject has recently acquired a disease or trauma unrelated to that being treated. For example, a subject being treated for a HIV infection may also contract the common flu virus. The presence of the flu virus will result in, for example, an increase in acute phase inflammatory markers independent of the cycling of these markers which is occurring due to the HIV infection. Accordingly, it is desirable to monitor the subject for any factors which may result in elevated levels of, for example, acute phase inflammatory markers to ensure that the factor being monitored truly reflects biomarker cycling resulting from the disease being treated.
As outlined above, in an embodiment numerous biomarkers are monitored at the same time. This is because, due to the factors describe above, it is unlikely that each biomarker will have a perfect cycle profile within a given period, particularly over a number of cycles, to routinely provide a clear indication of the appropriate time to administer the therapy. Whilst the analysis of numerous factors of a long period may be costly, and may be of at least some inconvenience to the subject, diseases such as cancer and AIDS are life threatening. Hence it is worthwhile understanding as much as possible regarding biomarker cycling in a given subject before the subject is treated.

When the disease is characterized by the production of regulator T cells it is particularly preferred the therapy inhibits the production of, limits the function of, and/or destroys, regulator T cells. More preferably, the therapy is selected from the group consisting of anti-cancer drugs such as anti-proliferative drugs, a vaccine, radiation, dsRNA and antibodies which inhibit the production and/or activity of regulator T cells. Preferably, the anti-proliferative drug is selected from the group consisting of, but not limited to, taxol, vincristine, vinblastine, temozolomide and anhydro vinblastine.

Examples of preferred antibodies for treating a disease characterized by the production of regulator T cells include, but are not limited to, anti-CD4+, anti-CTLA-4 (cytotoxic lymphocyte-associated antigen-4), anti-GITR (glucocorticoid-induced tumour necrosis factor receptor), anti-CD28 and anti-CD25.

When the disease is characterized by the production of effector T cells it is particularly preferred the therapy inhibits the production of, limits the function of, and/or destroys, effector T cells. More preferably, the therapy is selected from the group consisting of anti-cancer drugs such as anti-proliferative drugs, a vaccine, radiation, dsRNA and antibodies which inhibit the production and/or activity of effector T cells. An example of an antibody for treating a disease characterized by the production of effector T cells is an anti-CD8+ antibody.
According to one aspect of the present invention, there is provided a computer-implemented method for analysing a biomarker which cycles in a subject with a disease to determine a preferred time in the future to administer a therapy to treat the disease, the method comprising: estimating a periodicity of the cycling of the biomarker based on measurements of the biomarker in samples from the subject by obtaining a best-fit curve to the measurements in accordance with a model of the cycling of the biomarker; and projecting the obtained best-fit curve into the future to determine the preferred time in the future to administer the therapy to treat the disease.

According to another aspect of the present invention, there is provided a computer-implemented method for analysing a biomarker which cycles in a subject with a disease, the method comprising: sending measurements of the biomarker to a computing device, wherein the computing device is operable to receive the measurements and to estimate a periodicity of the cycling of the biomarker based on the received measurements by obtaining a best-fit curve to the measurements in accordance with a model of the cycling of the biomarker; receiving the estimated periodicity of the cycling from the computing device; and determining from the estimated periodicity of the cycling a preferred time in the future to administer a therapy to treat the disease in the subject by projecting the obtained best-fit curve into the future.

According to still another aspect of the present invention, there is provided a computer system for analysing a biomarker which cycles in a subject with a disease, the system comprising a computing device operable to: estimate a periodicity of the cycling of the biomarker based on measurements of the biomarker in samples from the subject by obtaining a best-fit curve to the measurements in accordance with a model of the cycling of the biomarker; and determine from the estimated periodicity of the cycling a preferred time in the future to administer a therapy to treat the disease in the subject by projecting the obtained best-fit curve into the future.

According to yet another aspect of the present invention, there is provided a point-of-care device for analysing a biomarker which cycles in a subject with a disease, the
point-of-care device configured to: send measurements of the biomarker to a computing device, wherein the computing device is operable to receive the measurements and to estimate a periodicity of the cycling of the biomarker based on the received measurements by obtaining a best-fit curve to the measurements in accordance with a model of the cycling of the biomarker; receive the estimated periodicity of the cycling from the computing device; and determine from the estimated periodicity of the cycling a preferred time in the future to administer the therapy by projecting the obtained best-fit curve into the future.

According to a further aspect of the present invention, there is provided a computer system for analyzing one or more biomarkers in a sample from a subject comprising: a point-of-care device for receiving a sample from a subject and for measuring the level of an acute phase inflammatory marker in the sample; and a computing device comprising one or more processors to: i) estimate the periodicity of cycling of the acute phase inflammatory marker in the subject by obtaining a best-fit curve of measurements of the acute phase inflammatory marker from two or more samples obtained at different times from the subject to a model of the cycling of the acute phase inflammatory marker; and ii) project the obtained best-fit curve into the future to identify a time period as a preferred time in the future to administer therapy to treat the disease characterized by cycling immune system markers in the subject.

As will be apparent, preferred features and characteristics of one aspect of the invention are applicable to many other aspects of the invention.

Throughout this specification the word "comprise", or variations such as "comprises" or "comprising", will be understood to imply the inclusion of a stated element, integer or step, or group of elements, integers or steps, but not the exclusion of any other element, integer or step, or group of elements, integers or steps.

The invention is hereinafter described by way of the following non-limiting examples and with reference to the accompanying figures.
**BRIEF DESCRIPTION OF THE DRAWINGS**

Figure 1: Illustrates a distributed system for obtaining cyclic biomarker measurements, centrally processing such measurements, and determining a suitable future time for administration of a therapy.

Figure 2: A flowchart of steps performable by a measurement device at a testing location in communication with a central computing device via a wide area communications network in a first application.

Figure 3: A flowchart of steps performable by a central computing device in communication with plural measurement devices via a wide area communications network in a first application.

Figure 4: A flowchart of steps performable by a measurement device at a testing location in communication with a central computing device via a wide area communications network in a second application.

Figure 5: A flowchart of steps performable by a central computing device in communication with plural measurement devices via a wide area communications network in a second application.

Figure 6: Illustrates a general-purpose computing device that may be used in an exemplary system for implementing the invention.

Figure 7: CRP cycling in Patient 1 from the clinical study.

Figure 8: CRP cycling in Patient 2 from the clinical study.

Figure 9: CRP cycling in Patient 3 from the clinical study.

Figure 10: CRP cycling in Patient 4 from the clinical study.

Figure 11: CRP cycling in Patient 5 from the clinical study.

Figure 12: CRP cycling in Patient 6 from the clinical study.

Figure 13: CRP cycling in Patient 7 from the clinical study.

Figure 14: CRP cycling in Patient 8 from the clinical study.

Figure 15: CRP cycling in Patient 9 from the clinical study.

Figure 16: CRP cycling in Patient 10 from the clinical study.

Figure 17: CRP cycling in Patient 11 from the clinical study.

Figure 18: CRP cycling in Patient 12 from the clinical study.

Figure 19: Overview of predicted patient treatment times. The predicted optimal time of administration based on the pilot study is highlighted.

Figure 20: Example report for a randomly-generated patient. This low-variability patient has six measures, each spaced two days apart.

Figure 21: Example report for a randomly-generated patient. This low-variability patient has six measures, each spaced one day apart.
Figure 22: Example report for a randomly-generated patient. This low-variability patient has ten measures, each spaced one day apart.

Figure 23: Example report for a randomly-generated patient. This low-variability patient has ten measures across 14 days.

Figure 24: Example report for a randomly-generated patient. This low-variability patient has fifteen measures, each spaced one day apart.

Figure 25: Example report for a randomly-generated patient. This high-variability patient has six measures, each spaced two days apart.

Figure 26: Example report for a randomly-generated patient. This high-variability patient has six measures, each spaced one day apart.

Figure 27: Example report for a randomly-generated patient. This high-variability patient has ten measures, each spaced one day apart.

Figure 28: Example report for a randomly-generated patient. This high-variability patient has ten measures across 14 days.

Figure 29: Example report for a randomly-generated patient. This high-variability patient has fifteen measures, each spaced one day apart.

Figure 30: Summary plot of the interval lengths of the simulations. The nominal rate is 0.95. CV refers to the patient’s underlying variability; Symmetry differentiates between those designs that are (S)ymmetric, those that have a preponderance of measurement (L)ate, or with more points allocated to (B)oth tails; N is the number of measurements, and Span refers to the number of days for the full regime. The interval length increases with increasing underlying variability, and seems unaffected by measurement symmetry, span, and the number of measurements. However, these results should be interpreted in the light of those presented in Figure 31.

Figure 31: Summary plot of the interval coverage rates of the simulations. The nominal rate is 0.95. CV refers to the patient’s underlying variability; Symmetry differentiates between those designs that are (S)ymmetric, those that have a preponderance of measurement (L)ate, or with more points allocated to (B)oth tails; N is the number of measurements, and Span refers to the number of days for the full regime. Coverage increases with increasing sample size, seems largely unaffected by the span of the measurement period, symmetry and underlying variability.
DETAILED DESCRIPTION OF THE INVENTION

General Techniques and Definitions

Unless specifically defined otherwise, all technical and scientific terms used herein shall be taken to have the same meaning as commonly understood by one of ordinary skill in the art (e.g., in cell culture, molecular genetics, cancer therapy, immunology, immunohistochemistry, protein chemistry, and biochemistry).


As used herein the terms "treating", "treat" or "treatment" include administering a therapeutically effective amount of a therapy sufficient to reduce or eliminate at least one symptom of the disease. In an embodiment, these terms are used to indicate that the methods of the invention increase the length of progression free survival of the subject from the disease when compared to an untreated patient, and/or the methods of the invention increase the average length of progression free survival of a group of subjects from the disease when compared to the average from a group which have been randomly treated with the therapy.

As used herein, "cycling" or "cycle" or variations thereof refers to a repetitive (persistent) oscillation of a biomarker (cell number, activity of, marker of disease, immune system marker etc.), wherein the biomarker changes periodically from a maximum to a minimum for a given length of time which is typically about 3 days to about 15 days, more typically about 7 days to about 14 days, depending on the biomarker. Furthermore, as used herein the term "the periodicity of the cycling" or variations thereof refers to the length of time of one wave of the cycle from a given
point to when the levels of the biomarker return to the corresponding point in the next wave.

As used herein, the term “determining a preferred timing of administration of a therapy” or variations thereof refers to the analysis of biomarker (immune system) cycling, or the timing and/or rate of the at least initial increase or decrease in amount of the biomarker following “resetting” the immune system, to predict when the therapy should be administered to increase the chances the disease will be effectively treated.

As used herein, the term “predicting the optimal time in the cycle” refers to the best estimation of when the therapy should be administered to target the clonal expansion of the relevant cells based on the monitoring data.

The term "immune system marker" generally refers to any molecule or factor which provides an indication of the state and/or activity of the immune system. These markers may be directly linked to the activity and/or production of regulator and/or effector T cells, and/or may provide a more general indication of the overall response of the immune system to an antigen. Examples of a suitable immune system marker include acute phase inflammatory markers such as c-reactive protein and serum amyloid A. Another example of an immune system marker are indicators of cellular destruction such as, but not limited to, cholesterol and β-2-microglobulin in serum. Cholesterol and β-2-microglobulin are integral components of cellular membranes. In particular, β-2-microglobulin is the accessory molecule to the Major Histocompatibility Class I or MHC-I receptor. Consequently, with the cycling of the anti-disease immune response together with target cell destruction, the serum levels in diseased patients of these two molecules is often elevated. Thus, oscillations in indicators of cellular destruction, such as cholesterol and β-2-microglobulin, may also prove useful in determining the beginning or end of the immune response cycle. Another example of an immune system marker is body temperature, however, in this instance the patient is monitored directly without the need to obtain a sample.

As used herein, “out of phase” refers to two different biomarkers peaking at different, for example opposite, times during immune system cycling. More specifically, when one biomarker has peaked in the cycle, the other biomarker is about at its lowest point, and vice versa.

"Effector T cells" include, but are not necessarily limited to, the T cell population known as CD8+ cells.

"Regulator T cells" include, but are not necessarily limited to, a subpopulation of CD4+ T cells. Such cells may also be referred to in the art as "suppressor cells" or
"regulatory T cells". Regulator T cells may either act directly on effector T cells or may assert their affects upon effector T cells through other mechanisms.

CD4+ cells express the marker known in the art as CD4. Typically, the term "CD4+ T cells" as used herein does not refer to cells which also express CD8. However, this term can include T cells which also express other antigenic markers such as CD25.

As used herein, the term "inhibits the production of, limits the function of, and/or destroys" when referring to the exposure of the "effector T cells" to the therapy means that the number, and/or activity, of effector T cells is down-regulated by the therapy. Most preferably, the number, and/or activity, of effector T cells is completely eradicated by the therapy.

As used herein, the term "inhibits the production of, limits the function of, and/or destroys" when referring to the exposure of the "regulator T cells" to the therapy means that the number, and/or activity, of regulator T cells is down-regulated by the therapy. Most preferably, the number, and/or activity, of regulator T cells is completely eradicated by the therapy.

As used herein the term "disease characterized by the production of regulator T cells" refers to any condition wherein the number or activity of regulator T cells plays a role in prolonging the disease state. Examples of such disease include, but are not limited to, cancer, degenerative diseases and infection especially chronic persistent infections.

As is known in the art, a cancer is generally considered as uncontrolled cell growth. The methods of the present invention can be used to treat any cancer including, but not limited to, carcinoma, lymphoma, blastoma, sarcoma, and leukemia. More particular examples of such cancers include breast cancer, prostate cancer, colon cancer, squamous cell cancer, small-cell lung cancer, non-small cell lung cancer, ovarian cancer, cervical cancer, gastrointestinal cancer, pancreatic cancer, glioblastoma, liver cancer, bladder cancer, hepatoma, colorectal cancer, uterine cervical cancer, endometrial carcinoma, salivary gland carcinoma, mesothelioma, kidney cancer, vulval cancer, thyroid cancer, hepatic carcinoma, skin cancer, melanoma, brain cancer, neuroblastoma, myeloma, various types of head and neck cancer, acute lymphoblastic leukemia, acute myeloid leukemia, Ewing sarcoma and peripheral neuroepithelioma.

As used herein, the term "chronic persistent infection" refers to the presence of an infectious agent in the subject which is not readily controlled by the subject's immune system or available therapies. Examples include, but are not limited to,
infections with *Mycobacterium tuberculosis* (which causes tuberculosis), the Hepatitis B virus, the Hepatitis C virus or retroviruses such as HIV. To be classified as a "chronic persistent infection" it is preferred that the subject has at least had the infection for 3 months, more preferably at least 6 months.

As used herein, a "degenerative disease" is a condition that results in the loss of cells. Preferably, the degenerative disease is a neurodegenerative disease which is marked by the loss of nerve cells. Examples of neurodegenerative diseases relevant to the present invention include, not are not limited to, Alexander disease, Alzheimer disease, Amyotrophic lateral sclerosis (Lou Gehrig's disease), Ataxia Telangiectasia, Canavan disease, Cockayne syndrome, Corticobasal Degeneration, Huntington disease, Kennedy's disease, Krabbe disease, Lewy body dementia, Machado-Joseph disease, Parkinson disease, Pelizaeus-Merzbacher Disease, Pick's disease, Primary lateral sclerosis, Refsum's disease, Sandhoff disease, Schilder's disease, Steele-Richardson-Olszewski disease, Tabes dorsalis, and prion related diseases such as Creutzfeldt-Jakob disease, Alper's disease, Kuru, Gersynmann-Straussler-Scheinker syndrome, Fatal familial insomnia, scrapie, transmissible milk encephalopathy, chronic wasting disease, and bovine spongiform encephalopathy. In another embodiment, the degenerative disease is an "amyloid related disease", examples of which include, but are not limited to, Alzheimer disease, Type II diabetes and cerebral amyloid angiopathy.

As used herein the term "disease characterized by the production of effector T cells" refers to any condition wherein the number or activity of effector T cells plays a role in prolonging the disease state. These disease are either i) typically characterized by an immune response against self antigens known generally in the art as autoimmune diseases, or ii) involve a subjects immune response during organ/tissue/cell transplantation from a suitable donor. Examples of such disease include, but are not limited to, autoimmune diseases and transplant rejections including both graft-versus-host disease and host-versus-graft disease.

As used herein, the term "autoimmune disease" refers to any disease in which the body produces an immunogenic (ie, immune system) response to some constituent of its own tissue. In other words the immune system loses its ability to recognize some tissue or system within the body as "self" and targets and attacks it as if it were foreign. Autoimmune diseases can be classified into those in which predominantly one organ is affected (eg, hemolytic anemia and anti-immune thyroiditis), and those in which the autoimmune disease process is diffused through many tissues (eg, systemic lupus erythematosus). Examples of autoimmune diseases include, but are not limited to, rheumatoid arthritis, multiple sclerosis, lupus erythematosus, myasthenia gravis,
scleroderma, Crohn's disease, ulcerative colitis, Hashimoto's disease, Graves' disease, Sjogren's syndrome, polyendocrine failure, vitiligo, peripheral neuropathy, autoimmune polyglandular syndrome type I, acute glomerulonephritis, Addison's disease, adult-onset idiopathic hypoparathyroidism (AOIH), alopecia totalis, amyotrophic lateral sclerosis, ankylosing spondylitis, autoimmune aplastic anemia, autoimmune hemolytic anemia, Behcet's disease, Celiac disease, chronic active hepatitis, CREST syndrome, dermatomyositis, dilated cardiomyopathy, eosinophilia-myalgia syndrome, epidermolysis bullosa acquisita (EBA), giant cell arteritis, Goodpasture's syndrome, Guillain-Barré syndrome, hemochromatosis, Henoch-Schonlein purpura, idiopathic IgA nephropathy, insulin-dependent diabetes mellitus (IDDM), juvenile rheumatoid arthritis, Lambert-Eaton syndrome, linear IgA dermatosis, myocarditis, narcolepsy, necrotizing vasculitis, neonatal lupus syndrome (NLE), nephrotic syndrome, pemphigoid, pemphigus, polymyositis, primary sclerosing cholangitis, psoriasis, rapidly-progressive glomerulonephritis (RPGN), Reiter's syndrome, stiff-man syndrome, inflammatory bowel disease, osteoarthritis and thyroiditis.

The term "transplant" and variations thereof refers to the insertion of a graft into a host, whether the transplantation is allogeneic (where the donor and recipient are of different genetic origins but of the same species), or xenogeneic (where the donor and recipient are from different species). Thus, in a typical scenario, the host is human and the graft is an isograft, derived from a human of the same or different genetic origins. In another scenario, the graft is derived from a species different from that into which it is transplanted, such as a baboon heart transplanted into a human recipient host, and including animals from phylogenically widely separated species, for example, a pig heart valve, or animal beta islet cells or neuronal cells transplanted into a human host. Cells, tissues and/or organs may be transplanted, examples include, but are not limited to, isolated cells such as islet cells; tissue such as the amniotic membrane of a newborn, bone marrow, hematopoietic precursor cells, and ocular tissue, such as corneal tissue; and organs such as skin, heart, liver, spleen, pancreas, thyroid lobe, lung, kidney, tubular organs (e.g., intestine, blood vessels, or esophagus), etc. The tubular organs can be used to replace damaged portions of esophagus, blood vessels, or bile duct. The skin grafts can be used not only for burns, but also as a dressing to damaged intestine or to close certain defects such as diaphragmatic hernia. The graft is derived from any mammalian source, including human, whether from cadavers or living donors. Preferably the graft is bone marrow or an organ such as heart.
As used herein, the term "graft-versus-host disease" refers to an immune attack on the recipient by cells from a donor. Whilst the transplanted cells can be of any cell type, typically the only transplanted tissues that house enough immune cells to cause graft versus host disease are the blood and the bone marrow.

As used herein, the term "host-versus-graft disease" refers to the lymphocyte-mediated reactions of a host against allogeneic or xenogeneic cells acquired as a graft or otherwise, which lead to damage or/and destruction of the grafted cells. This is the common basis of graft rejection.

As used herein, "transplant rejection" or variations thereof refers to the host's immune system mounting an immune response to the graft, ultimately resulting in the graft being rejected by the host. There are generally two types of "transplant rejection", namely graft-versus-host disease and host-versus-graft disease.

As used herein, the term "a molecule associated with the disease" refers to any molecule which is linked to the disease state. In a preferred embodiment, the marker is a protein, or a nucleic acid encoding therefor such as a gene or an mRNA. Such protein and nucleic acid markers are well known in the art. For example, levels of amyloid-β peptide can be a marker of Alzheimer's disease, and prion proteins in their β-confirmation can be a marker of prion related diseases. Examples of suitable tumour antigen markers include, but are not limited to, for AFP (marker for hepatocellular carcinoma and germ-cell tumours), CA 15-3 (marker for numerous cancers including breast cancer), CA 19-9 (marker for numerous cancers including pancreatic cancer and biliary tract tumours), CA 125 (marker for various cancers including ovarian cancer), calcitonin (marker for various tumours including thyroid medullary carcinoma), catecholamines and metabolites (phaeochromocytoma), CEA (marker for various cancers including colorectal cancers and other gastrointestinal cancers), hCG/beta hCG (marker for various cancers including germ-cell tumours and choriocarcinomas), 5HIAA in urine (carcinoid syndrome), PSA (prostate cancer), serotonin (carcinoid syndrome) and thyroglobulin (thyroid carcinoma). Suitable markers for, if not all, infectious diseases are also well known, for example the gag or env proteins of HIV.

As used herein, the term "monitoring" or variations thereof refers to the analysis of the levels of a biomarker over a sufficient period of time to suitably characterize the periodicity of the cycling of the biomarker, or the timing and/or rate of the at least initial increase or decrease in amount of the biomarker following "resetting" the immune system. Examples of suitable time periods and frequency of analysis are described herein. Generally, the monitoring/analysis will be performed on samples
obtained from the subject. However, in some instances the monitoring/analysis will be
performed directly on the subject, such as the determination of body temperature.

The "sample" refers to a material suspected of containing the biomarker such as
regulator T cells, effectors cells, immune system markers and/or a molecule associated
with the disease. The sample can be used as obtained directly from the source or
following at least one step of (partial) purification. The sample can be prepared in any
convenient medium which does not interfere with the method of the invention.
Typically, the sample is an aqueous solution or biological fluid as described in more
detail below. The sample can be derived from any source, such as a physiological
fluid, including blood, serum, plasma, saliva, sputum, ocular lens fluid, buccal swab,
sweat, faeces, urine, milk, ascites fluid, mucous, synovial fluid, peritoneal fluid,
transdermal exudates, pharyngeal exudates, bronchoalveolar lavage, tracheal
aspirations, cerebrospinal fluid, semen, cervical mucus, vaginal or urethral secretions,
anomotic fluid, and the like. Preferably, the sample is blood or a fraction thereof.

Pretreatment may involve, for example, preparing plasma from blood, diluting viscous
fluids, and the like. Methods of treatment can involve filtration, distillation, separation,
concentration, inactivation of interfering components, and the addition of reagents.
The selection and pretreatment of biological samples prior to testing is well known in
the art and need not be described further. In some embodiments, due to current
technology a drop of blood from a finger prick will be a sufficient sample, for example
for testing acute phase inflammatory marker levels.

The term "subject" as used herein is intended to mean any animal, in particular
mammals, such as humans, horses, cows, cats and dogs, and may, where appropriate,
be used interchangeably with the term "patient". Preferably, the subject is a human.

The term "antibody" as used in this invention includes intact molecules as well
as molecules comprising or consisting of fragments thereof, such as Fab, F(ab')2, and
Fv which are capable of binding an epitopic determinant. These antibody fragments
retain some ability to selectively bind to the target molecule such as CD8 or CD4,
examples of which include, but are not limited to, the following:

(1) Fab, the fragment which contains a monovalent antigen-binding fragment
of an antibody molecule can be produced by digestion of whole antibody with the
enzyme papain to yield an intact light chain and a portion of one heavy chain;

(2) Fab', the fragment of an antibody molecule can be obtained by treating
whole antibody with pepsin, followed by reduction, to yield an intact light chain and a
portion of the heavy chain; two Fab' fragments are obtained per antibody molecule;
(3) (Fab'), the fragment of the antibody that can be obtained by treating whole antibody with the enzyme pepsin without subsequent reduction; F(ab)2 is a dimer of two Fab' fragments held together by two disulfide bonds;

(4) Fv, defined as a genetically engineered fragment containing the variable region of the light chain and the variable region of the heavy chain expressed as two chains;

(5) Single chain antibody ("SCA"), defined as a genetically engineered molecule containing the variable region of the light chain, the variable region of the heavy chain, linked by a suitable polypeptide linker as a genetically fused single chain molecule; such single chain antibodies may be in the form of multimers such as diabodies, triabodies, and tetrabodies etc which may or may not be polyspecific (see, for example, WO 94/07921 and WO 98/44001) and

(6) Single domain antibody, typically a variable heavy domain devoid of a light chain.

Computer Modelling of Biomarkers:

Figure 1 illustrates a distributed system 100 for obtaining cycling biomarker measurements, centrally processing such measurements, and determining a suitable future time for administration of a therapy. A measurement device 110 measures biomarker levels of a plurality of diseased subjects in multiple locations. Obtained measurements are communicated via a wide area communications network such as the Internet 120 to a central computing device 130. For each individual, the computing device 130 estimates from the measurements a future time at which a therapy should be administered to, for example, increase the chance of progression free survival. The central computing device 130 may be a server and the measurement device 110 may be a desktop computer, a laptop computer wireless device such as a smartphone, or a dedicated computing device.

In a first application, the measurement device 110 is operable to obtain measurements of a biomarker which cycles in time in a subject; see step 210 in Figure 2. The measurements are then sent to the central computing device 130 via the Internet 120; see step 220. Alternatively or additionally, the measurements may be sent to a remote data store for retrieval by the central computing device.

At the central computing device 130, the measurements are received or retrieved from the data store, and analysed to estimate a periodicity of the cycling of the biomarker; see steps 310 and 320 in Figure 3. From the estimated periodicity of the cycling of the biomarker, the central computing device 130 then determines a preferred
time to administer the therapy and sends the estimated periodicity and/or the preferred
time to the measurement device 110 via the Internet 120; see steps 330 and 340 in
Figure 3.

At the measurement device 110, the estimated periodicity and/or the preferred
time of administration is determined; see step 230 in Figure 2. Alternatively or
additionally, the estimated periodicity, or the preferred time, or both, is sent to another
computing device that is independent of the measurement device 110.

Instead of relying on the analysis of the cycling of the immune system to treat
the disease, the immune system can at least be partially “reset” and the emerging T cell
population of interest (effector or regulator depending on the disease) can be targeted at
the appropriate time in a second application. Referring now to Figure 4 and Figure 5,
the measurement device 110 is operable to obtain measurements of a biomarker in a
subject where the biomarker at least initially increases or decreases in amount
following being treated for the disease; see step 410 in Figure 4. In this case, the
measurements were at least obtained after said treatment. The measurements are then
sent to the central computing device 130 via the Internet 120; see step 420. Alternatively or additionally, the measurements may be sent to a remote data store for
retrieval by the central computing device.

At the central computing device 130, the measurements are received or retrieved
from the data store; see step 510 in Figure 5. The central computing device 130 then
analyses the measurements to estimate the timing and/or rate of the at least initial
increase or decrease in amount of the biomarker; see step 520 in Figure 5. From the
estimated timing and rate, the central computing device 130 then determines a preferred
time in the future to administer the therapy; see step 530. The computing device 130
then sends the estimated timing and/or rate to the measurement device 110 via the
Internet 120; see step 540. Alternatively or additionally, the preferred time is sent to
the measurement device.

At the measurement device 110, the estimated timing and/or rate, and/or the
preferred time of administration is determined; see step 430 in Figure 4. Alternatively
or additionally, the estimated timing and/or rate and preferred time is be sent to another
computing device that is independent of the measurement device 110.

Some portions of this detailed description are presented in terms of algorithms
and symbolic representations of operations on data bits within a computer memory.
These algorithmic descriptions and representations are the means used by those skilled
in the data processing arts to most effectively convey the substance of their work to
others skilled in the art. An algorithm is here, and generally, conceived to be a self-
consistent sequence of steps leading to a desired result. The steps are those requiring physical manipulations of physical quantities. Usually, though not necessarily, these quantities take the form of electrical or magnetic signals capable of being stored, transferred, combined, compared, and otherwise manipulated. It has proven convenient at times, principally for reasons of common usage, to refer to these signals as bits, values, elements, symbols, characters, terms, numbers, or the like.

As such, it will be understood that such acts and operations, which are at times referred to as being computer-executed, include the manipulation by the processing unit of the computer of electrical signals representing data in a structured form. This manipulation transforms the data or maintains it at locations in the memory system of the computer, which reconfigures or otherwise alters the operation of the computer in a manner well understood by those skilled in the art. The data structures where data is maintained are physical locations of the memory that have particular properties defined by the format of the data. However, while the invention is described in the foregoing context, it is not meant to be limiting as those of skill in the art will appreciate that various of the acts and operations described may also be implemented in hardware.

It should be borne in mind, however, that all of these and similar terms are to be associated with the appropriate physical quantities and are merely convenient labels applied to these quantities. Unless specifically stated otherwise as apparent from the description, it is appreciated that throughout the description, discussions utilizing terms such as "processing" or "computing" or "calculating" or "determining" or "displaying" or "obtaining" or "projecting" or "analysing" or "imposing" or the like, refer to the action and processes of a computer system, or similar electronic computing device, that manipulates and transforms data represented as physical (electronic) quantities within the computer system's registers and memories into other data similarly represented as physical quantities within the computer system memories or registers or other such information storage, transmission or display devices.

The present invention also relates to apparatus for performing the operations herein. This apparatus may be specially constructed for the required purposes, or it may comprise a general purpose computer selectively activated or reconfigured by a computer program stored in the computer. Such a computer program may be stored in a computer readable storage medium, such as, but is not limited to, any type of disk including floppy disks, optical disks, CD-ROMs, and magnetic-optical disks, read-only memories (ROMs), random access memories (RAMs), EPROMs, EEPROMs, magnetic or optical cards, or any type of media suitable for storing electronic instructions, and each coupled to a computer system bus.
The algorithms and displays presented herein are not inherently related to any particular computer or other apparatus. Various general purpose systems may be used with programs in accordance with the teachings herein, or it may prove convenient to construct more specialized apparatus to perform the required method steps. The required structure for a variety of these systems will appear from the description. In addition, the present invention is not described with reference to any particular programming language. It will be appreciated that a variety of programming languages may be used to implement the teachings of the invention as described herein.

A machine-readable medium includes any mechanism for storing or transmitting information in a form readable by a machine (e.g., a computer). For example, a machine-readable medium includes read only memory ("ROM"); random access memory ("RAM"); magnetic disk storage media; optical storage media; flash memory devices; electrical, optical, acoustical or other form of propagated signals (e.g., carrier waves, infrared signals, digital signals, etc.); etc.

The invention is illustrated as being implemented in a suitable computing environment (Figure 6). Although not required, the invention will be described in the general context of computer-executable instructions, such as program modules, being executed by a personal computer. Generally, program modules include routines, programs, objects, components, data structures, etc. that perform particular tasks or implement particular abstract data types. Moreover, those skilled in the art will appreciate that the invention may be practiced with other computer system configurations, including hand-held devices, multi-processor systems, microprocessor-based or programmable consumer electronics, network PCs, minicomputers, mainframe computers, and the like. The invention may be practiced in distributed computing environments where tasks are performed by remote processing devices that are linked through a communications network. In a distributed computing environment, program modules may be located in both local and remote memory storage devices.

In Figure 6, a general purpose computing device is shown in the form of a conventional personal computer 20, including a processing unit 21, a system memory 22, and a system bus 23 that couples various system components including the system memory to the processing unit 21. The system bus 23 may be any of several types of bus structures including a memory bus or memory controller, a peripheral bus, and a local bus using any of a variety of bus architectures. The system memory includes read only memory (ROM) 24 and random access memory (RAM) 25. A basic input/output system (BIOS) 26, containing the basic routines that help to transfer information between elements within the personal computer 20, such as during start-up, is stored in
ROM 24. The personal computer 20 further includes a hard disk drive 27 for reading from and writing to a hard disk 60, a magnetic disk drive 28 for reading from or writing to a removable magnetic disk 29, and an optical disk drive 30 for reading from or writing to a removable optical disk 31 such as a CD ROM or other optical media.

The hard disk drive 27, magnetic disk drive 28, and optical disk drive 30 are connected to the system bus 23 by a hard disk drive interface 32, a magnetic disk drive interface 33, and an optical disk drive interface 34, respectively. The drives and their associated computer-readable media provide nonvolatile storage of computer readable instructions, data structures, program modules and other data for the personal computer 20. Although the exemplary environment shown employs a hard disk 60, a removable magnetic disk 29, and a removable optical disk 31, it will be appreciated by those skilled in the art that other types of computer readable media which can store data that is accessible by a computer, such as magnetic cassettes, flash memory cards, digital video disks, Bernoulli cartridges, random access memories, read only memories, storage area networks, and the like may also be used in the exemplary operating environment.

A number of program modules may be stored on the hard disk 60, magnetic disk 29, optical disk 31, ROM 24 or RAM 25, including an operating system 35, one or more applications programs 36, other program modules 37, and program data 38. A user may enter commands and information into the personal computer 20 through input devices such as a keyboard 40 and a pointing device 42. Other input devices (not shown) may include a microphone, joystick, game pad, satellite dish, scanner, or the like. These and other input devices are often connected to the processing unit 21 through a serial port interface 46 that is coupled to the system bus, but may be connected by other interfaces, such as a parallel port, game port or a universal serial bus (USB) or a network interface card. A monitor 47 or other type of display device is also connected to the system bus 23 via an interface, such as a video adapter 48. In addition to the monitor, personal computers typically include other peripheral output devices, not shown, such as speakers and printers.

The personal computer 20 may operate in a networked environment using logical connections to one or more remote computers, such as a remote computer 49. The remote computer 49 may be another personal computer, a server, a router, a network PC, a peer device or other common network node, and typically includes many or all of the elements described above relative to the personal computer 20, although only a memory storage device 50 has been illustrated. The logical connections depicted include a local area network (LAN) 51 and a wide area network (WAN) 52. Such
networking environments are commonplace in offices, enterprise-wide computer networks, intranets and, inter alia, the Internet.

When used in a LAN networking environment, the personal computer 20 is connected to the local network 51 through a network interface or adapter 53. When used in a WAN networking environment, the personal computer 20 typically includes a modem 54 or other means for establishing communications over the WAN 52. The modem 54, which may be internal or external, is connected to the system bus 23 via the serial port interface 46. In a networked environment, program modules depicted relative to the personal computer 20, or portions thereof, may be stored in the remote memory storage device. It will be appreciated that the network connections shown are exemplary and other means of establishing a communications link between the computers may be used.

Therapy

The present invention relates broadly to the use of three different types of therapies. There are:

1) therapies which are specific for effector T cells (such as CD8+ specific antibodies) that can be used to treat a disease characterized by the production of effector T cells,

2) therapies which are specific for regulator T cells (such as CD4+ specific antibodies) that can be used to treat a disease characterized by the production of regulator T cells, and

3) non-selective therapies which influence effector T cells and regulator T cells, however, the timing of administration of the therapy dictates the cell type being targeted.

The current analysis indicates that there is about a 12 hour time period to administer the therapy in each cycle, and/or soon after "re-setting" the immune system. In a preferred embodiment, the therapy is oral, has high bioavailability, has low toxicity to the patient and/or has a half life of 6 to 15 hours. Examples of such therapies include alkalating agents, vinca alkaloids and taxanes.

Therapies for treating a disease characterized by the production of regulator T cells

The therapy can be any agent, factor or treatment which selectively or non-selectively results in the destruction, limits the function of, or the inhibition of the production, of regulator T cells. For example, a CD4+ specific antibody could be used to specifically target CD4+ T cells. However, in some instances a non-selective
therapy could be used, such as an anti-proliferative drug, an anti-metabolic drug or radiation, each of which target dividing cells. In particular, as with other cell types, regulator T cells are particularly vulnerable to destruction by anti-mitotic (anti-proliferative) drugs or spindle poisons (e.g. vinblastine or paclitaxel) when dividing and specifically in mitosis.

Preferably, the therapy is administered, or the estimation of the preferred time to administer, is such that the activity of the effector T cells is not significantly reduced. More specifically, the timing is such that the therapy exerts a proportionally greater effect against the regulator T cells than the effector T cells. It is clearly preferred that the agent is administered at a time when the ratio of effect against the regulator T cells to the effect against effector T cells is greatest. In a preferred embodiment, the therapy for treating a disease characterized by the production of regulator T cells is administered just before or just after regulator T cells begin clonally expanding.

The term "anti-proliferative drug" and "anti-metabolic drug" is a term well understood in the art and refers to any compound that destroys dividing cells or inhibits them from undergoing further proliferation. Anti-proliferative drugs include, but are not limited to, mechlorethamine, temozolomide, cyclophosphamide, ifosfamide, melphalan, chlorambucil, hexamethyl-melamine, thiopeta, busulfan, carmustine, lomustine, semustine, streptozocin, dacarbazine, methotrexate, fluorouracil, flouxuridine, cytarabine, mercaptopurine, thioguanine, pentostatin, vinblastine, anhydro vinblastine, vincristine, etoposide, teniposide, dactinomycin, daunorubicin, doxorubicin, bleomycin, plicamycin, mitomycin, L-asparaginase, cisplatin, mitoxantrone, hydroxyurea, procarbazine, mitotane, aminoglutethimide, prednisone, hydroxyprogesterone caproate, medroprogesterone acetate, megestrol acetate, diethylstilbestrol, ethinyl estradiol, tamoxifen, testosterone propionate, radioactive isotopes, ricin A chain, taxol, diphtheria toxin, colchicine and pseudomonas exotoxin A.

Recent studies have suggested that CD4+CD25+ T cells play an important role in regulating immune cells directed against self antigens (Salomon et al, 2000; Suri-Payer and Cantor, 2001). Furthermore, targeting CD4+CD25+ T cells has been shown to enhance the ability of an animal to control tumour growth (Onizuka et al., 1999; Shimizu et al., 1999; Suttmuller et al., 2001). Accordingly, CD4+CD25+ T cells could be acting as regulator T cells as used herein. The activity of CD4+CD25+ T cells can be downregulated by anti-GITR, anti-CD28 and/or anti-CTLA-4 (Read et al., 2000; Takahashi et al., 2000; Shimizu et al., 2002). Thus, these antibodies may be useful as agents for use in the methods of the present invention.
The therapy is usually administered in the dosage forms that are readily available to the skilled clinician, and are generally administered in their normally prescribed amounts (as for example, the amounts described in the Physician's Desk Reference, 55th Edition, 2001, or the amounts described in the manufacturer's literature for the use of the therapy).

In one embodiment, the therapy is administered as a single bolus injection. In another embodiment, the therapy is administered by infusion. The period of infusion can be, for example, at least 3 hours, at least 12 hours or at least 24 hours.

It has also determined that treatment for a disease characterized by the production of regulator T cells can be enhanced (or the chances of successful treatment can be increased) when the vaccine is administered at the appropriate time. In these instances, the vaccine boosts the innate immune response against the disease. This will most likely be a result of increased numbers and/or activity of effector T cells. Although theoretically regulator T cells will still ultimately be produced, the boosting of the immune system allows the subject to suitably control the disease before the emergence of the regulator T cells. This scenario would explain why previous studies have shown that anti-HIV and anti-tumour vaccines are only successful in a small number of subjects. More specifically, there is only a small chance the vaccine will be administered at the same time the innate immune response to the disease is occurring.

Other times of administration in the prior art occur when there are high numbers and/or activity of regulators cells, or at times which uncouple the natural cycling of the immune system.

Such a vaccine will comprise at least one antigen, or a polynucleotide encoding said antigen. The vaccine can be provided as any form known in the art such as, but not limited to, a DNA vaccine, ingestion of a transgenic organism expressing the antigen, or composition comprising the antigen.

As used herein, an "antigen" is any polypeptide sequence that contains an epitope which is capable of producing an immune response against the disease.

Antigens which are capable of raising an immune response against a cancer cell are well known in the art. Certain tumour antigens can be recognized and targeted by the immune system. This property may be due to overexpression by the tumour tissue. Some of these antigens can be detected in normal tissue. The tumour antigens targeted by T cells are generally proteins that are processed intracellularly and presented as short peptide fragments bound in the groove of the tumour MHC class I molecule to be recognized by CD8+ cytotoxic T lymphocytes. The mere presence of a tumour antigen is not always sufficient to trigger an immune response. Co-stimulatory molecules such
as B7.1 are sometimes required. Once antigen-specific T cells are stimulated, they are capable of recognizing and destroying the tumour. The conditions needed for the activation of antigen-specific T cells are stringent, but are open to genetic manipulation of target tumour cells and T cells.

Antigens which can be used to treat infections, such as HIV, are also well known in the art.

The antigen can be provided in any manner known in the art which leads to an immune response. An antigen can be, for example, native, recombinant or synthetic. Native antigens can be prepared, for example, by providing cell lysates of a tumour cell.

Vaccines may be prepared from one or more antigens. The preparation of vaccines which contain an antigen is known to one skilled in the art. Typically, such vaccines are prepared as injectables, or orals, either as liquid solutions or suspensions; solid forms suitable for solution in, or suspension in, liquid prior to injection or oral consumption may also be prepared. The preparation may also be emulsified, or the protein encapsulated in liposomes. The antigen is often mixed with carriers/excipients which are pharmaceutically acceptable and compatible with the active ingredient. Suitable carriers/excipients are, for example, water, saline, dextrose, glycerol, ethanol, or the like and combinations thereof.

In addition, if desired, the vaccine may contain minor amounts of auxiliary substances such as wetting or emulsifying agents, pH buffering agents, and/or adjuvants which enhance the effectiveness of the vaccine.

Typically, vaccines comprise an adjuvant. As used herein, the term "adjuvant" means a substance that non-specifically enhances the immune response to an antigen.

Examples of adjuvants which may be effective include but are not limited to: N-acetylmuramyl-L-threonyl-D-isoglutamine (thr-MDP), N-acetyl-nor-muramyl-L-alanyl-D-isoglutamine (CGP 11637, referred to as nor-MDP), N-acetylmuramyl-L-alanyl-D-isoglutaminyl-L-alanine-2-(1'-2'-dipalmitoyl-sn-glycero-3-hydroxyphosphoryloxy)-ethylamine (CGP 19835A, referred to as MTP-PE), and RIBI, which contains three components extracted from bacteria, monophosphoryl lipid A, trehalose dimycolate and cell wall skeleton (MPL+TDM+CWS) in a 2% squalene/Tween 80 emulsion. Further examples of adjuvants include aluminum hydroxide, aluminum phosphate, aluminum potassium sulfate (alum), bacterial endotoxin, lipid X, Corynebacterium parvum (Propionobacterium acnes), Bordetella pertussis, polyribonucleotides, sodium alginate, lanolin, lyssolecithin, vitamin A, saponin, liposomes, levamisole, DEAE-dextran, blocked copolymers or other synthetic adjuvants. Such adjuvants are available
commercially from various sources, for example, Merck Adjuvant 65 (Merck and Company, Inc., Rahway, N.J.) or Freund's Incomplete Adjuvant and Complete Adjuvant (Difco Laboratories, Detroit, Michigan).

The proportion of antigen and adjuvant can be varied over a broad range so long as both are present in effective amounts. For example, aluminium hydroxide can be present in an amount of about 0.5% of the vaccine mixture (Al₂O₃ basis). Conveniently, the vaccines are formulated to contain a final concentration of antigenic polypeptide in the range of from 0.2 to 200 μg/ml, preferably 5 to 50 μg/ml, most preferably 15 μg/ml.

After formulation, the vaccine may be incorporated into a sterile container which is then sealed and stored at a low temperature, for example 4°C, or it may be freeze-dried. Lyophilisation permits long-term storage in a stabilised form.

The vaccines are conventionally administered parenterally, by injection, for example, either subcutaneously or intramuscularly. Additional formulations which are suitable for other modes of administration include suppositories and, in some cases, oral formulations. For suppositories, traditional binders and carriers may include, for example, polyalkylene glycols or triglycerides; such suppositories may be formed from mixtures containing the active ingredient in the range of 0.5% to 10%, preferably 1% to 2%. Oral formulations include such normally employed excipients as, for example, pharmaceutical grades of mannitol, lactose, starch, magnesium stearate, sodium saccharine, cellulose, magnesium carbonate, and the like. These compositions take the form of solutions, suspensions, tablets, pills, capsules, sustained release formulations or powders and contain 10% to 95% of active ingredient, preferably 25% to 70%. Where the vaccine composition is lyophilised, the lyophilised material may be reconstituted prior to administration, e.g. as a suspension. Reconstitution is preferably effected in buffer.

Capsules, tablets and pills for oral administration to a patient may be provided with an enteric coating comprising, for example, Eudragit "S", Eudragit "L", cellulose acetate, cellulose acetate phthalate or hydroxypropylmethyl cellulose.

DNA vaccination involves the direct in vivo introduction of DNA encoding an antigen into tissues of a subject for expression of the antigen by the cells of the subject's tissue. Such vaccines are termed herein "DNA vaccines" or "nucleic acid-based vaccines". DNA vaccines are described in US 5,939,400, US 6,110,898, WO 95/20660 and WO 93/19183.

To date, most DNA vaccines in mammalian systems have relied upon viral promoters derived from cytomegalovirus (CMV). These have had good efficiency in
both muscle and skin inoculation in a number of mammalian species. A factor known to affect the immune response elicited by DNA immunization is the method of DNA delivery, for example, parenteral routes can yield low rates of gene transfer and produce considerable variability of gene expression. High-velocity inoculation of plasmids, using a gene-gun, enhanced the immune responses of mice, presumably because of a greater efficiency of DNA transfection and more effective antigen presentation by dendritic cells. Vectors containing the nucleic acid-based vaccine of the invention may also be introduced into the desired host by other methods known in the art, e.g., transfection, electroporation, microinjection, transduction, cell fusion, DEAE dextran, calcium phosphate precipitation, lipofection (lysosome fusion), or a DNA vector transporter.

Transgenic plants producing a antigenic polypeptide can be constructed using procedures well known in the art. A number of plant-derived edible vaccines are currently being developed for both animal and human pathogens. Immune responses have also resulted from oral immunization with transgenic plants producing virus-like particles (VLPs), or chimeric plant viruses displaying antigenic epitopes. It has been suggested that the particulate form of these VLPs or chimeric viruses may result in greater stability of the antigen in the stomach, effectively increasing the amount of antigen available for uptake in the gut.

Another example of an therapy which can be administered in a method of the invention is dsRNA. dsRNA is used in RNA interference (RNAi) which is a phenomenon where upon introduction into a cell, mRNA homologous to the dsRNA is specifically degraded so that synthesis of gene products is suppressed. Examples of such an agent causing RNAi include, but are not limited to, a sequence having at least about 70% homology to the nucleic acid sequence of a target gene or a sequence hybridizable under stringent conditions, RNA containing a double-stranded portion having a length of at least 10 nucleotides or variants thereof. Examples of target genes include, but are not limited to, a gene required for replication or survival of a regulator T cell.

dsRNA having a length of about 20 bases (e.g., representatively about 21 to 23 bases) or less than about 20 bases, which is called siRNA in the art, can be used. Expression of siRNA in cells can suppress expression of a gene targeted by the siRNA. In another embodiment, an agent capable of causing RNAi may have a short hairpin structure having a sticky portion at the 3' terminus (shRNA; short hairpin RNA). As used herein, the term "shRNA" refers to a molecule of about 20 or more base pairs in which a single-stranded RNA partially contains a palindromic base sequence and forms
a double-strand structure therein (i.e., a hairpin structure). shRNA can be artificially chemically synthesized. Alternatively, shRNA can be produced by linking sense and antisense strands of a DNA sequence in reverse directions and synthesizing RNA in vitro with T7 RNA polymerase using the DNA as a template. The length of the double-stranded portion is not particularly limited, but is preferably about 10 or more nucleotides, and more preferably about 20 or more nucleotides. The 3' protruding end may be preferably DNA, more preferably DNA of at least 2 nucleotides in length, and even more preferably DNA of 2-4 nucleotides in length.

An agent capable of causing RNAi useful for the invention may be artificially synthesized (chemically or biochemically) or naturally occurring. There is substantially no difference therebetween in terms of the effect of the present invention. A chemically synthesized agent is preferably purified by liquid chromatography or the like.

An agent capable of causing RNAi used in the present invention can also be produced in vitro. In this synthesis system, T7 RNA polymerase and T7 promoter can be used to synthesize antisense and sense RNAs from template DNA. These RNAs are annealed and thereafter are introduced into a cell.

dsRNA can be delivered to the subject using any means known in the art. Examples of methods of delivering dsRNA to a patient are described in, for example, US 20040180357, US 20040203024 and US 20040192629.

**Therapies for treating a disease characterized by the production of effector T cells**

The therapy can be any agent, factor or treatment which selectively or non-selectively results in the destruction, limits the function of, or the inhibition of the production, of effector T cells. For example, a CD8+ specific antibody could be used to specifically target CD8+ T cells. However, in some instances a non-selective therapy could be used, such as an anti-proliferative drug, an anti-metabolic drug or radiation, each of which target dividing cells. In particular, as with other cell types, effector T cells are particularly vulnerable to destruction by anti-mitotic (anti-proliferative) drugs or spindle poisons (e.g. vincristine or paclitaxel) when dividing and specifically in mitosis.

Each of the above mentioned types of therapies are also useful for treating diseases characterized by the production of effector T cells. With regard to dsRNA, the dsRNA molecule can be specific for mRNAs expressed only in effector T cells. Furthermore, antibodies useful for treating these diseases bind molecules present in effector T cells such as CD8.
Preferably, for these diseases the therapy is administered, or the estimation of the preferred time to administer, is such that the activity of the regulator T cells is not significantly reduced. More specifically, the timing is such that the therapy exerts a proportionally greater effect against the effector T cells than the regulator T cells. It is clearly preferred that the agent is administered at a time when the ratio of effect against the effector T cells to the effect against regulator T cells is greatest. In a preferred embodiment, the therapy for treating a disease characterized by the production of effector T cells is administered just before or just after effector T cells begin clonally expanding.

Acute Phase Inflammatory Markers

Some acute phase inflammatory markers initially increase during an immune response (referred to hereinafter as positive acute phase inflammatory markers) whilst others initially decrease during an immune response (referred to hereinafter as negative acute phase inflammatory markers). Acute phase inflammatory markers are also referred to in the art as acute phase reactants or acute phase proteins. The skilled addressee will be aware of the many assays which can be used to monitor acute phase inflammatory markers.

Examples of positive acute phase inflammatory markers include, but are not limited to, c-reactive protein, serum amyloid A, serum amyloid P component, complement proteins such as C2, C3, C4, C5, C9, B, C1 inhibitor and C4 binding protein, fibrinogen, von Willebrand factor, α1-antitrypsin, α1-antichymotrypsin, α2-antiplasmin, heparin cofactor II, plasminogen activator inhibitor I, haptoglobin, haemopexin, ceruloplasmin, manganese superoxide dismutase, α1-acid glycoprotein, haeme oxygenase, mannose-binding protein, leukocyte protein 1, lipopolysaccharide-binding protein, and interleukins such as IL-1, IL-2, IL-6, IL-10 and receptors thereof.

Examples of negative acute phase inflammatory markers include, but are not limited to, albumin, pre-albumin, transferrin, apoAI, apoAII, α2 HS glycoprotein, inter-
α-trypsin inhibitor, histidine-rich glycoprotein.

Serum amyloid A (SAA) was discovered as a plasma component that shares antigenicity with amyloid AA, the chief fibrillar component in reactive AA amyloid deposits. SAA has been shown to be an acute phase reactant whose level in blood is elevated to 1000-fold or higher as part of the body's responses to various injuries including trauma, infection and inflammation.
SAA levels can be determined as known in the art, see for example Weinstein et al. (1984), Liuzzo et al. (1994), O'Hara et al. (2000), Kimura et al. (2001) and O'Hanlon et al. (2002).

C-reactive protein (CRP) is an important positive acute phase response protein, and its concentration in serum may increase as much as 1,000-fold during the acute phase response. CRP is a pentamer consisting of five identical subunits, each having a molecular weight of about 23,500.

C-reactive protein levels can be determined using techniques known in the art, these include, but are not limited to, those disclosed in Senju et al. (1983), Weinstein et al. (1984), Price et al. (1987), Liuzzo et al. (1994), Eda et al. (1998), Kimura et al. (2001) and O'Hanlon et al. (2002).

The complement proteins are a group of at least 20 immunologically distinct components. They normally circulate in the blood in an inactive form. They are able to interact sequentially with antigen – antibody complexes, with each other and with cell membranes in a complex but adaptable way to destroy viruses and bacteria and pathologically, even the hosts own cells. Abnormal serum levels of complement proteins may be due to either inherited or acquired diseases. At least circulating levels of C3 and C4 reflect a balance between complement consumption due to immune complex formation and increased synthesis due to acute phase response. Methods of measuring complement protein levels are well known in the art.

Levels of different interleukins can also be determined using procedures known in the art such as using the ProteoPlex™ cytokine assay kit (EMD Biosciences Inc., CA, USA).

Monitoring of Subjects

In most instances, the time point that the therapy is to be administered will need to be empirically determined in subjects at different stages of disease as their immune response kinetics may vary. Other factors such as the general health of the subject and/or the genetic makeup of the subject will also impact upon when is the appropriate time to administer the therapy.

Techniques known in the art can be used to monitor the growing population of effector and/or regulator T cells during the "cycle". Serial blood samples can be collected and quantitatively screened for T cell subsets (such as CD4+ and/or CD8+) by FACS analysis, or for acute phase marker levels as described above.

Optimally, the monitoring is continued to determine the effect of the therapy. Insufficient ablation, re-emergence of the effector T cells or regulator T cells
(depending on the disease state being treated) will mean that the method of the present invention should be repeated. Such repeated cycles of treatment may generate immunological memory. It is therefore possible that the present invention, used in repetitive mode, may provide some prophylactic protective effect.

Monitoring can be performed at a central testing laboratory, or at least in some instances at some other location that is convenient for the patient such as using a point of care device. Examples of suitable point of care monitoring devices are produced by Universal Biosensors (Rowville, Australia) (see US 20060134713), Axis-Shield PoC AS (Oslo, Norway) and Clinical Lab Products (Los Angeles, USA).

EXAMPLES

Example 1 – Clinical trial and analysis of data

Methods and Methods

Patients, Treatment and Monitoring

A pilot clinical study was conducted on 12 patients with metastatic melanoma (median age 61; 4 female; 7 with M1c disease) at The Mayo Clinic, Rochester, Minnesota, USA headed by Dr Svetomir Markovic. Serial CRP measurements were taken every 2-3 days for 2 weeks. The CRP oscillation cycle was identified by analysis of the raw data without any computer aided modelling, and chemotherapy with temozolomide (200mg/m2 for 5 days, every 28 days) was initiated. Patients were evaluated for clinical and immune response endpoints every 8 weeks until progression.

Analysis of Immune System Cycling

In the described embodiment, the model form is:

\[
\log(CRP_i) = \cos \left( 2\pi \times \left( \frac{\text{day}_i - \text{offset}}{\text{period}} \right) \right) \times \text{amplitude} + \text{mean} + \epsilon_i
\]

That is, the natural logarithm CRP of a patient on day \( i \) is considered a harmonic function where the parameters (period, offset, mean, and amplitude) of the curve are unknown, and are estimated from the data. The assumptions that are necessary for having reasonable faith in the model are that: the model form is correct; the residuals \( \epsilon_i \) ~ N(0, \( \sigma^2 \)); and the residuals are independent.

This embodiment uses the natural logarithm because extensive testing suggests that otherwise, the fitting algorithm is strongly affected by observations that are unusually high. Furthermore as the CRP measurement refers to a concentration, which is constrained to be greater than zero, the log transformation is a natural one to try.
The model form is non-linear. The consequence of the non-linearity is that in order to estimate the model parameters, it is necessary to nominate a starting point for each one. A consequence of this necessity is that the predicted values may depend on the initial values, especially in cases when data are sparse. In order to provide some objectivity, the present embodiment uses three start points for the period, for three separate fits of the model. This allows any disparity between the outcomes to be considered an indication of poor quality of the data.

Although this embodiment uses a model form defined by a sine curve to estimate the periodicity of the cycling of the biomarker, it will be appreciated that any other suitable periodic regression techniques may be used. One example is Fourier analysis, which is suitable for applications where the measurements do not follow a symmetrical relation as a sine curve. In this case, the measurements can be fitted into a finite Fourier series, which is a sum of finite sine and cosine curves and allows higher harmonics to be considered.

Additionally or alternatively, machine learning algorithms may be used to estimate the periodicity of the cycling of the biomarker, such as:

(a) Bayesian regression analysis, which involves determining a function for the relationship between the measurements (marker) and the periodicity (period), and calculating a conditional posterior probability distribution the periodicity conditional on the measurements, i.e. \( p(\text{period} | \text{marker}) \)

(b) Artificial neural network, where the measurements (marker) are defined as input nodes, and the periodicity of the cycling of the measurements (period) as output node. Each input node is multiplied by a random weight, and the relationship between the input nodes and the output node is a hidden at the hidden node. The weights are estimated until a best-fit curve of the periodicity is obtained as a function of the measurements. The operation of estimating the weights is known as training.

(c) Classification algorithms, where measurements (marker) are classified or placed into groups based on one or more inherent characteristics of the measurements. Classification is one form of supervised machine learning, where classifiers such as neural network, support vector machines and k-means clustering can be used. Random forest regression techniques can be used, where a random forest is a collection of tree predictors that are each built independently from the others using a random vector.
Fit

The model fit approach proceeds as follows. The following steps are repeated for three different starting estimates of period: 5 days, 7 days, and 9 days.

1) Use an optimization algorithm from Byrd et al. (1995) that allows box constraints on the parameter estimates to maximise the likelihood of the observations conditional on the model, the data, and the assumed underlying distribution. This is done for t with degrees of freedom among 3, 5, 10, 20, 40, 70, 100, and 1000, which differ in their tolerance to outliers. The box constraints help guide the optimization into biologically realistic regions.

2) If the model fits described in the previous step fail, the strategy is repeated using the same algorithm but without the box constraints.

3) The model that has the highest log-likelihood is chosen.

4) The parameter estimates are used to estimate the remaining time until the next peak from the assumed current day, which depends on the delay since the final measurement.

5) The parameter estimates, their asymptotic standard errors, and the estimated wait time are reported. These factors are integrated by the analyst to establish the best possible time for treatment, or the best possible time for further measurements, conditional on the model.

Assessment

An assessment of the quality of the fit and the relative reliability of the estimates, including the estimated time to wait until treatment, is provided by the construction of confidence intervals. The confidence intervals are based on the bootstrap technology (Davison and Hinkley, 1997), using the so-called parametric, normal bootstrap intervals.

These randomly-generated intervals are designed to cover the true value about 95% of the time, but their behaviour is guaranteed only in very large sample sizes. Normal intervals appear to have the best overall pattern of behaviour.

Interpretation

Each patient report comprises two panels; (1) a plot of patient data, and (2) a plot of patient data with models overlaid. We omit the first panel to save space. Each plot shows a vertical grey line; this line represents ‘today’ and allows for the fact that there will most often be a delay between the taking of the final measurement and the
time of data analysis. For example, in Figure 7, the analysis took place on August 14, and the last measurement was taken on August 9.

The second panel provides a prediction of when to treat the patient (currently aiming for the peak of the cycle), along with a considerable amount of diagnostic information. The estimated optimal wait time (in days) is the presented in the first column of the legend box.

The diagnostic information is used to assess the quality of the prediction.
- the panel contains up to three model lines. The overlaying of the lines introduces some visual confusion. This is an asset, as it reflects the confusion of the algorithm about the true model.
  - These three lines represent three different starting points for the model. Ideally the three will be coincident, which implies that the model predictions are identical regardless of the starting point. If the three lines are not coincident, then more measurements are required, and should be taken at times when the projected lines are as far apart as possible, for best resolution.
  - If more data cannot be obtained then the line that corresponds to the highest value of l (log-likelihood, reported in box) should be used, subject to the following qualifiers.
  - The legend box also reports the estimated period, P. Previous examinations of these data suggest that a period of close to 7 is common. Periods far from 7 should be treated with suspicion.
  - A visual examination and comparison of the curves should be undertaken. It is sometimes possible to distinguish between competing curves by eye if the statistics are ambiguous.

- When the curve is chosen, it must be interpreted. The legend box reports WL, which is the approximate length of the 95% confidence interval of the expected wait time, in days. This quantity reports the data-based uncertainty of the wait time. If this number is too high, then refer to WO. WO is the approximate length of the 95% confidence interval of the offset. If this number is low when WL is high, then the high variability in the wait time is an artifact of how close ‘today’ is to the best treatment time. In that case, we will worry less about the variability of WL. If both WL and OL are high, then more data are needed.
Results

The results of each of the patients is described below which includes a rating system used to try to identify those patients whose data could be reliably used by the model. The rating was from 1 (worst) to 5 (best). Rating 5 indicated that the inventors were satisfied that the data matched the model as well as could be expected. Rating 1 indicated that the inventors had little expectation that the model would be reliable.

Patient 1

The treatment appears to have been applied just before the peak of immune system activity (Figure 7). WL is very large but OL is much smaller; this suggests that the size of WL is an artifact of the model definition. However, there is more than one curve, so the rating was penalized - Rating: 4.

Patient 2

Analysis of the models suggests the drug was administered to patient 2 when the immune system peaked (Figure 8). WL is very high but OL very low, this suggests that the size of WL is an artifact of the model definition. There is more than one curve, so the rating was penalized - Rating: 4.

Patient 3

Analysis of the models suggests the drug was administered to patient 3 on the down-swing of the immune system (Figure 9). WL is low for all three curves. There is more than one curve, so the rating was penalized - Rating: 4.

Patient 4

The analysis suggests the treatment was just past halfway up the slope (Figure 10), however, more sampling would have provided a clearer determination - Rating: 1.

Patient 5

The treatment appears to have been applied just after the peak of immune system activity (Figure 11). WL is low. There is more than one curve, so the rating was penalized - Rating: 4.

Patient 6

Unfortunately, the treatment was applied on the day of the third measurement, thus more data would have been preferable - Rating: 1 (Figure 12). The available data
suggests the treatment was applied on the beginning of the downswing of the immune cycle.

Patient 7
Analysis suggests treatment was applied some time after the immune system peak (Figure 13), however, more sampling would have provided a clearer determination - Rating: 1.

Patient 8
For patient 8 the curves agree on the relative location of the treatment: at the peak of immune system activity (Figure 14). There is more than one curve, so the rating was penalized - Rating: 4.

Patient 9
The relative location of the treatment is on the downswing of immune system activity (Figure 15). The inventors have reasonable confidence on the location for the data for this patient - Rating: 4.

Patient 10
Fortunately the curves basically agree on the location of the treatment: just on or after the peak (Figure 16). WL is high - Rating: 3.

Patient 11
The data strongly suggests the treatment was applied just as the upswing began. WL is very small (Figure 17). There is more than one curve, so the rating was penalized - Rating: 4.

Patient 12
Treatment was applied just before the peak of immune system activity (Figure 18). All curves agree, and OL is small - Rating: 5.

Summary
All 12 patients exhibited oscillating CRP levels with an average periodicity of 7.8 days. Only 11 patients were treated (1 patient had rapid tumor progression). The two patients who remain progression-free for >2 years (1 PR, 1 CR), were treated in the
pre-peak section of the CRP cycle, distinctly separate from the other patients treated post CRP-peak (all progressed <5 months).

An overview of predicted patient treatment times is provided in Figure 19. Patient numbers represented above the line are assigned with high rating (confidence) (4-5), numbers below the line are assigned with low confidence (1-2), numbers on the line have average rating (3).

This data suggests that patient clinical outcome is dependent on the timing of therapy relative to an individual patient’s immune response cycle and outline the dynamic equilibrium of systemic immune homeostasis in patients with advanced melanoma. This data suggests that the optimal timing of administration of the therapy to treat cancer in relation to cycling CRP levels is at least about half-way up the rise of the CRP levels but before they have peaked.

**Example 2 – Modelling to predict preferred timing of administration – Protocol**

**Assessment**

**Introduction**

The test of the software comprised two main portions: the use of the software on data from real and simulated patients and a simulation study. The overarching goal of the algorithm is to make the prediction as accurate as possible. The inventors can assess its ability to do so in simple, easy-to-grasp cases, as a means of developing intuition about how it will perform in complex cases that are harder to understand.

**Simulated Patients**

This example provides a demonstration of the use of the fitting algorithm on simulated patients.

Random patient were generated as follows:

```r
> p.random <- patient(id = "15 Daily Measures", delay = 5, random = TRUE,
+ cv = 75, parameters = c(7, 2, 2, 1), rel.days = 0:14)
```

It will be appreciated that random patients can be generated using any suitable statistical computing environment, such as open-source programming language R and MATLAB.

The random patient is then processed and reported using the following code -

```r
> report(p.random). Note that each simulated patient has a light gray harmonic curve. This is the curve that was used to generate the patient’s data, so can be thought of as the “truth” that our algorithm is trying to match. The inventors experimented with the
underlying variability until we found level that seemed consonant with the variability observed in the data from the measured patients.

Low Variability

The inventors started with low-variability scenarios here to provide a sense of how the fitting algorithm works for “ideal” patients.

Figure 20 shows a typical scenario of six measurements spaced two days apart. The variability and poor fit created by this design are reasonably well captured in the figure. The length of the 95% confidence intervals of the estimated wait time (WL) is low enough for satisfactory prediction, but the model choice is not unequivocal.

Figure 21 shows six measurements spaced one day apart. This scenario provides a timely warning: in a cycle of seven days, measuring at the wrong six days can be misleading. Here, the model is uncertain of the period because of the errors in the measurements and the small number of measurements. The length of the 95% confidence intervals of the estimated wait time (WL) is high in this case.

Figure 22 shows ten daily measurements. The benefit of four extra measurements is clear. The predicted curve matches the actual curve quite well.

Figure 23 shows ten measurements spaced across two weeks, with a greater focus on the second week. Again the predicted curve is a good match for the actual curve. The length of the 95% confidence interval of the estimated wait time (WL) is low enough for satisfactory prediction.

Figure 24 shows fifteen daily measurements. Again the predicted curve is a good match for the actual curve. The length of the 95% confidence interval of the estimated wait time (WL) is low enough for satisfactory prediction.

The overview from these simulations is that the algorithm performs well for low variability patients.

High Variability

Five high-variability scenarios here are analysed to provide a sense of how the fitting algorithm works for “difficult” patients.

Figure 25 shows a typical scenario of six measurements spaced two days apart. The variability and poor fit created by this design are reasonably well captured in the figure. The length of the 95% confidence intervals of the estimated wait time is low, but not low enough for satisfactory prediction.

Figure 26 shows six measurements spaced one day apart. This scenario provides a timely warning: in a cycle of seven days, measuring at the wrong six days
can be extremely misleading. Here, the model fails to capture the periodicity because of the errors in the measurements and the small number of measurements. We see warning flags in the exceptionally large estimate of the period, but nowhere else in our diagnostics.

Figure 27 shows ten daily measurements. The benefit of four extra measurements is clear. The predicted curve matches the actual curve quite well, although the importance of timeliness is also obvious. Within a few weeks of the last measurement, the estimated window of treatment probably no longer overlaps the actual window. This is of concern even ignoring the possibility that the patient’s immune response could change timing of its own accord, or in response to stimuli.

Figure 28 shows ten measurements spaced across two weeks, with a greater focus on the second week. Again the predicted curve is a good match for the actual curve. The length of the 95% confidence interval of the estimated wait time is low, but not quite low enough for satisfactory prediction.

Figure 29 shows fifteen daily measurements. One of the curves has missed the pattern altogether, but if we follow our algorithm then the prediction from this curve would not be used anyway. The overview from the high-variability random patients is less encouraging, which is an expected result. As the underlying variability of the signal increases, we are able to rely less on the data to inform us about the nature of the true signal.

Conclusions

The results suggest that the proposed strategy is defensibly robust and works under a wide range of different circumstances. However, care is required in its application, and datasets of reasonable size (e.g. at least 10) will yield better results. If the sample size is too small then the confidence with which the technique identifies the location of the treatment window will be overstated.
Example 3—Simulation study

Materials and Methods

The present inventors used the model and fitting algorithm as laid out in Example 1. The goal was to assess the impact upon prediction performance of the number of measures taken, the timeframe over which they were taken, and the pattern of spacing. It is reasonable to expect that the underlying variability of the patients' biological signal would also affect the quality of the model fit. Therefore the design for the simulation study comprised the following elements:

1. Variation in length, including one, one and a half, and two weeks;
2. Variation in number of measurements, including 8, 10, 15, and 21;
3. Variation in measurement pattern, including symmetric (S), concentration early and late (B), and concentration late (L); and
4. Variation in underlying patient variability, including very small (0.25%) and nominal CRP variation (4%) to large (30%).

The inventors simulated 500 random patients with each of the three underlying amounts of variability, crossed with each different measurement scenario. A full factorial experimental design was not used owing to time constraints. Each random patient was fitted using the suggested algorithm. For each patient we then assessed the length of their confidence interval and whether or not the interval contained the true value from which the patient had been simulated.

Results

The full results of the simulations are presented in Table 1, and the specific results for interval length are summarized in Figure 30. The results for interval coverage rates are summarized in Figure 31.
Table 1: Results from simulations. The Variability refers to the coefficient of variation of the data; Count is the number of measurements; Span is the number of days over which the measurements were made; Symmetry refers to the distribution of the measurements across the days, including (S)ymmetric, (L)ate-focused, and (B)oth early and late; Coverage is the simulated coverage probability (nominally 0.95); and Length is the average length of the intervals, in days.

<table>
<thead>
<tr>
<th>Variability</th>
<th>Count</th>
<th>Span</th>
<th>Symmetry</th>
<th>Coverage</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>8</td>
<td>8</td>
<td>S</td>
<td>0.714</td>
<td>0.0033</td>
</tr>
<tr>
<td>0.25</td>
<td>8</td>
<td>15</td>
<td>S</td>
<td>0.742</td>
<td>0.0027</td>
</tr>
<tr>
<td>0.25</td>
<td>15</td>
<td>15</td>
<td>S</td>
<td>0.844</td>
<td>0.0029</td>
</tr>
<tr>
<td>0.25</td>
<td>10</td>
<td>15</td>
<td>L</td>
<td>0.780</td>
<td>0.0026</td>
</tr>
<tr>
<td>0.25</td>
<td>10</td>
<td>15</td>
<td>B</td>
<td>0.810</td>
<td>0.0033</td>
</tr>
<tr>
<td>20.00</td>
<td>8</td>
<td>8</td>
<td>S</td>
<td>0.678</td>
<td>0.2600</td>
</tr>
<tr>
<td>20.00</td>
<td>8</td>
<td>15</td>
<td>S</td>
<td>0.676</td>
<td>0.2900</td>
</tr>
<tr>
<td>20.00</td>
<td>15</td>
<td>15</td>
<td>S</td>
<td>0.848</td>
<td>0.2500</td>
</tr>
<tr>
<td>20.00</td>
<td>15</td>
<td>10</td>
<td>S</td>
<td>0.848</td>
<td>0.4900</td>
</tr>
<tr>
<td>20.00</td>
<td>15</td>
<td>8</td>
<td>S</td>
<td>0.874</td>
<td>0.2900</td>
</tr>
<tr>
<td>20.00</td>
<td>22</td>
<td>8</td>
<td>S</td>
<td>0.888</td>
<td>0.2700</td>
</tr>
<tr>
<td>20.00</td>
<td>22</td>
<td>15</td>
<td>S</td>
<td>0.906</td>
<td>0.2300</td>
</tr>
<tr>
<td>20.00</td>
<td>15</td>
<td>10</td>
<td>L</td>
<td>0.860</td>
<td>0.3400</td>
</tr>
<tr>
<td>20.00</td>
<td>22</td>
<td>15</td>
<td>L</td>
<td>0.900</td>
<td>0.2100</td>
</tr>
<tr>
<td>35.00</td>
<td>8</td>
<td>8</td>
<td>S</td>
<td>0.720</td>
<td>0.5700</td>
</tr>
<tr>
<td>35.00</td>
<td>8</td>
<td>15</td>
<td>S</td>
<td>0.750</td>
<td>0.4400</td>
</tr>
<tr>
<td>35.00</td>
<td>15</td>
<td>15</td>
<td>S</td>
<td>0.870</td>
<td>0.4300</td>
</tr>
<tr>
<td>35.00</td>
<td>10</td>
<td>15</td>
<td>L</td>
<td>0.800</td>
<td>0.5000</td>
</tr>
<tr>
<td>35.00</td>
<td>10</td>
<td>15</td>
<td>B</td>
<td>0.790</td>
<td>0.5100</td>
</tr>
</tbody>
</table>

Discussion and Conclusion

Based upon the patient data that were available, the nominal figure of 4% variation in CRP measurements seems very low. It is also possible that the figure is correct but our model fails to capture some important source of variation. This study suggests that the proposed modeling technique works better with at least moderate numbers of data points, say at least 10. The arrangement of the measurement points and the span of time that they occupy does not seem to affect the outcome, at least across the range of scenarios compared here. The underlying variability of the measurements does affect the outcome, and efforts should be made to ensure that measurements are made in as uniform a collection of circumstances as is possible.

The goals of the simulation study were two-fold: firstly to provide guidance as to the most suitable measurement timing regime; and secondly, to provide feedback on the reliability of the fitting routine. The second goal is addressed here.

The measure of reliability that is focused on is the realized coverage rate of the random intervals. The nominal coverage rate is 0.95, and closeness to this coverage
should be regarded as one measure of the quality of the fitting approach. However, with the small sample sizes that we are using, and the nature of the model being fitted, it would be very surprising to achieve coverage rates that high. Furthermore, it is not essential that the intervals achieve any particular coverage rate because they are being used an informal way, to provide feedback as to the reliability of the data and model, rather than as a formal inferential tool.

The coverage rates and interval lengths from the simulation study are reported in Table 1. The simulation study suggests that the underlying variability of the signal does not greatly affect the quality of the intervals, as measured by the closeness of the coverage rate to 0.95. The coverage increases with increasing sample size, seems largely unaffected by the span of the measurement period, symmetry and underlying variability (Figure 31).

The inventors conclude that for sufficiently large numbers of observations, say 10 or more, the coverage rate is reasonably good for the fitting technique. This provides reasonable confidence for the technique itself, as well as the use of the intervals as diagnostic tools for modeling with real patients.

Samples that are too small will have overstated coverage, which means that the intervals are shorter than imagined. This means that the result will overstate the confidence with which we can identify the location of the treatment window.

It will be appreciated by persons skilled in the art that numerous variations and/or modifications may be made to the invention as shown in the specific embodiments without departing from the spirit or scope of the invention as broadly described. The present embodiments are, therefore, to be considered in all respects as illustrative and not restrictive.

The present application claims priority from US 61/181,508 filed 27 May 2009, the entire contents of which are incorporated herein by reference.

All publications discussed above are incorporated herein in their entirety.

Any discussion of documents, acts, materials, devices, articles or the like which has been included in the present specification is solely for the purpose of providing a context for the present invention. It is not to be taken as an admission that any or all of these matters form part of the prior art base or were common general knowledge in the field relevant to the present invention as it existed before the priority date of each claim of this application.
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CLAIMS:

1. A computer-implemented method for analysing a biomarker which cycles in a subject with a disease to determine a preferred time in the future to administer a therapy to treat the disease, the method comprising:

   estimating a periodicity of the cycling of the biomarker based on measurements of the biomarker in samples from the subject by obtaining a best-fit curve to the measurements in accordance with a model of the cycling of the biomarker, and

   projecting the obtained best-fit curve into the future to determine the preferred time in the future to administer the therapy to treat the disease.

2. The method of claim 1, wherein the best-fit curve is a fit to a harmonic model of the cycling of the biomarker, and obtaining the best-fit curve further comprises fitting the harmonic model to the measurements multiple times using different initial conditions for each fit.

3. The method of claim 2, further comprising generating a confidence measure by comparing a similarity in a fit result produced by each fitting.

4. The method of any one of claims 1 to 3, wherein obtaining the best-fit curve further comprises imposing a box constraint on at least some parameters of the model to guide optimisation to biologically realistic regions.

5. The method of any one of claims 1 to 4, the model having a heavy tail to allow for noisy nature of the measurements.

6. The method of any one of claims 1 to 5, further comprising determining a variance-stabilizing transformation of the measurements prior to estimating the periodicity based on the transformed measurements.
7. The method of claim 6, wherein the variance-stabilizing transformation of measurements is logarithm of the measurements.

8. The method of any one of claims 1 to 7, wherein determining the preferred time to administer the therapy comprises comparing the measurements of the subject with a database of measurements of the biomarker obtained from other subjects.

9. The method of any claims 1 to 8, wherein the measurements are for two or more different biomarkers which are cycling in the subject, and determining the preferred time to administer the therapy is based on the two or more sets of measurements.

10. The method of any one of claims 1 to 9, wherein the disease is characterized by production of regulator cells and cycling immune system markers and the biomarker comprises an acute phase inflammatory marker;

wherein identifying the preferred time in the future to administer the therapy comprises identifying a time period in the cycling of the acute phase inflammatory marker where the level of the acute phase inflammatory marker is increasing, between half way between a minimum in the cycle and a maximum in the cycle, but before the level of the acute phase inflammatory marker has peaked; and

wherein the therapy is selected from the group consisting of an anti-proliferative drug and radiation.

11. A computer-implemented method for analysing a biomarker which cycles in a subject with a disease, the method comprising:

sending measurements of the biomarker to a computing device, wherein the computing device is operable to receive the measurements and to estimate a periodicity of the cycling of the biomarker based on the received measurements by obtaining a best-fit curve to the measurements in accordance with a model of the cycling of the biomarker;
receiving the estimated periodicity of the cycling from the computing device; and

determining from the estimated periodicity of the cycling a preferred time in the future to administer a therapy to treat the disease in the subject by projecting the obtained best-fit curve into the future.

12. A non-transitory computer-readable information storage medium having stored thereon instructions, that if executed by one or more processors, perform the method of any one of claims 1 to 11.

13. A computer system for analysing a biomarker which cycles in a subject with a disease, the system comprising a computing device operable to:

   estimate a periodicity of the cycling of the biomarker based on measurements of the biomarker in samples from the subject by obtaining a best-fit curve to the measurements in accordance with a model of the cycling of the biomarker; and

   determine from the estimated periodicity of the cycling a preferred time in the future to administer a therapy to treat the disease in the subject by projecting the obtained best-fit curve into the future.

14. The system in claim 13, wherein the computing device is configured to receive measurements via a communications network from a plurality of distributed testing locations, the measurements relating to the cycling of a biomarker of each of a plurality of diseased subjects.

15. The system of any one of claims 13 or 14, wherein the disease is characterized by production of regulator cells and cycling immune system markers and the biomarker comprises an acute phase inflammatory marker;

   wherein the computer device is configured to determine the preferred time in the future to administer the therapy as a time period in the cycling of the acute phase
inflammatory marker where the level of the acute phase inflammatory marker is increasing, between half way between a minimum in the cycle and a maximum in the cycle, but before the level of the acute phase inflammatory marker has peaked; and

wherein the therapy is selected from the group consisting of an anti-proliferative drug and radiation.

16. A point-of-care device for analysing a biomarker which cycles in a subject with a disease, the point-of-care device configured to:

send measurements of the biomarker to a computing device, wherein the computing device is operable to receive the measurements and to estimate a periodicity of the cycling of the biomarker based on the received measurements by obtaining a best-fit curve to the measurements in accordance with a model of the cycling of the biomarker;

receive the estimated periodicity of the cycling from the computing device; and
determine from the estimated periodicity of the cycling a preferred time in the future to administer the therapy by projecting the obtained best-fit curve into the future.

17. A computer system for analyzing one or more biomarkers in a sample from a subject comprising:

a point-of-care device for receiving a sample from a subject and for measuring the level of an acute phase inflammatory marker in the sample; and

a computing device comprising one or more processors to:

i) estimate the periodicity of cycling of the acute phase inflammatory marker in the subject by obtaining a best-fit curve of measurements of the acute phase inflammatory marker from two or more samples obtained at different times from the subject to a model of the cycling of the acute phase inflammatory marker; and
ii) project the obtained best-fit curve into the future to identify a time period as a preferred time in the future to administer therapy to treat the disease characterized by cycling immune system markers in the subject.

18. The computer system of claim 17, wherein the point of care device is configured to send the measurements to the computing device.
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