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COARSE/FINE PROGRAM VERIFICATION IN NON-VOLATILE
MEMORY USING DIFFERENT REFERENCE LEVELS FOR IMPROVED
SENSING

BACKGROUND OF THE INVENTION

Field of the Invention

[0001] The present disclosure relates to programming in non-volatile

memory.

Description of the Related Art

[0002] Semiconductor memory devices have become more popular for
use in various electronic devices. For example, non-volatile semiconductor
memory is used in cellular telephones, digital cameras, personal digital
assistants, mobile computing devices, non-mobile computing devices and other
devices. Electrical Erasable Programmable Read Only Memory (EEPROM),
including flash EEPROM, and Electronically Programmable Read Only
Memory (EPROM) are among the most popular non-volatile semiconductor

memories.

[0003] EEPROM and EPROM memories utilize a floating gate that is
positioned above and insulated from a channel region in a semiconductor
substrate. The floating gate is positioned between source and drain regions. A
control gate is provided over and insulated from the floating gate. The
threshold voltage of the transistor is controlled by the amount of charge that is
retained on the floating gate. The minimum amount of voltage that must be
applied to the control gate before the transistor is turned on to permit
conduction between its source and drain is controlled by the level of charge on

the floating gate.

[0004] When programming a flash memory device, typically a program
voltage is applied to the control gate and the bit line is grounded. Electrons

from the channel are injected into the floating gate. When clectrons accumulate
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in the floating gate, the floating gate becomes negatively charged and the
threshold voltage of the memory cell is raised so that the memory cell is in the

programmed state.

[0005] Some EEPROM and flash memory devices have a floating gate
that is used to store two ranges of charges and, therefore, the memory cell can
be programmed/erased between two states (an erased state and a programmed
state). For example, Figure 1 shows a graph depicting two threshold voltage
distributions. The x axis plots threshold voltage and the y axis plots the number
of memory cells. The threshold voltages in distribution 2 are less than zero
volts. In one embodiment, threshold voltage distribution 2 corresponds to
erased memory cells that store data “1.” The threshold voltages in distribution 4
are greater than zero volts. In one embodiment, threshold voltage distribution 4

corresponds to programmed memory cells that store data “0.”

[0006] A multi-state flash memory cell is implemented by identifying
multiple, distinct allowed threshold voltage ranges separated by forbidden
voltage ranges. FEach distinct threshold voltage range corresponds to a
predetermined value for the set of data bits. Figure 2 illustrates threshold
voltage distributions for memory cells storing two bits of data through the use
of four data states. In one embodiment, threshold voltage distribution 2
represents memory cells that are in the erased state (e.g., storing “117), having
negative threshold voltage levels. Threshold voltage distribution 10 represents
memory cells that store data “10,” having positive threshold voltage levels.
Threshold voltage distribution 12 represents memory cells storing data “00.”
Threshold voltage distribution 14 represents memory cells that are storing “01.”
In some implementations (as exemplified above), these data values (e.g. logical
states) are assigned to the threshold ranges using a gray code assignment so that
if the threshold voltage of a floating gate erroneously shifts to its neighboring
physical state, only one logical bit will be affected. In other embodiments, each

of the distributions can correspond to different data states than described above.
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The specific relationship between the data programmed into the memory cell
and the threshold voltage ranges of the cell depends upon the data encoding
scheme adopted for the memory cells. For example, U.S. Patent No. 6,222,762
and U.S. Patent Application No. 10/461,244, “Tracking Cells For A Memory
System,” filed on June 13, 2003, both of which are incorporated herein by
reference in their entirety, describe various data encoding schemes for multi-
state flash memory cells. Additionally, embodiments in accordance with the
present disclosure are applicable to memory cells that store more than two bits

of data.

[0007] Threshold voltage distributions 2 and 4 show the erased and
programmed voltage-distributions when no verify operations are used. These
distributions can be obtained by programming or erasing the memory cells with
one single programming or erase pulse. Depending on the memory array size
and the variations in the production process, threshold voltage distribution 4

will have a certain width, known as the natural Vg, width.

[0008] As can be seen from Figure 2, distributions 10, 12, and 14
(corresponding to programming a multi-state device) need to be much narrower
than the natural Vg width of distribution 4. To achieve narrower threshold
voltage distributions, a process that uses multiple programming pulses and
verify operations, such as that described by Figures 3A, 3B, and 3C, can be

used.

[0009] Figure 3A depicts a programming voltage signal Vi.m that is
applied to the control gate as a series of pulses. The magnitude of the pulse is
increased with each successive pulse by a pre-determined step size (e.g.,
0.2V-0.4V), depicted in Fig. 3A as AV,em. In the periods between the pulses,
verify operations are carried out. As the number of programmable states
increases, the number of verify operations increases and more time is needed.

One means for reducing the time-burden is a more efficient verification process,
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such as the process that is disclosed in U.S. Patent Application Serial No.
10/314,055 entitled, “Smart Verify For Multi-State Memories,” filed December
5, 2002, incorporated herein by reference in its entirety. In reality, the pulses of
Fig. 3A are separated from each other by a time period during which
verification is performed. However, to make Figure 3 more readable, the time

period for verification is omitted from the drawing.

[0010] Figure 3B depicts the voltage signal applied to a bit line for the
associated memory cell being programmed. Figure 3C depicts the threshold
voltage of the memory cell being programmed. Note that the graph in Figure
3C is smoothed out to make it easier to read. After each programming pulse, a
verify operation is carried out (not shown.) During the verify operation, the
threshold voltage of the memory cell to be programmed is checked. If the
threshold voltage of the memory cell is larger than the target value (€.g., Vveify),
then programming for that memory cell is inhibited in the next cycle by raising

the bit line voltage from Ov to Viphivit (€.8., at time tg).

[0011] As with other electronic devices, there is a consumer demand for
memory devices to program as fast as possible. For example, the user of a
digital camera that stores images on a flash memory card does not want to wait
between pictures for an unnecessary long period of time. In addition to
programming with reasonable speed, to achieve proper data storage for a multi-
state memory cell, the multiple ranges of threshold voltages of the multi-state
memory cells should be separated from each other by sufficient margin so that
the level of the memory cell can be programmed and read in an unambiguous
manner. A tight threshold voltage distribution is recommended. To achieve a
tight threshold voltage distribution, small program steps have typically been
used, thereby programming the threshold voltage of the cells more slowly. The
tighter the desired threshold voltage distribution the smaller the steps and the

slower the programming process.
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[0012] One solution for achieving tight threshold voltage distributions,
without unreasonably slowing down the programming process, includes using a
two-phase programming process. The first phase, a coarse programming phase,
includes an attempt to raise a threshold voltage in a faster manner while paying
less attention to achieving a tight threshold voltage distribution. The second
phase, a fine programming phase, attempts to raise the threshold voltage in a
slower manner in order to reach the target threshold voltage, thus achieving a
tighter threshold voltage distribution.  One example of a coarse/fine
programming methodology can be found in United States Patent 6,643,183,

incorporated herein by reference in its entirety.

[0013] Figures 4 and 5 provide more detail of one example of a
coarse/fine programming methodology.  Figures 4A and SA depict the
programming pulses Vpem applied to the control gate. Figures 4B and 5B depict
the bit line voltages for the memory cells being programmed. Figures 4C and
5C depict the threshold voltage of the memory cells being programmed. The
example of Figures 4 and 5 depicts programming of memory cells to state A
using two verify levels, indicated in the Figures as Vya; and Vyg. The final
target level is Vyar. When a threshold voltage of the memory cell has reached
Va2, the memory cell will be inhibited from further programming by applying
an inhibit voltage to the bit line corresponding to that memory cell. For
example, the bit line voltage can be raised to Vinnivit (See Figure 4B and Figure
5B). However, when a memory cell has reached a threshold voltage close to
(but lower than) the target value Vya», the threshold voltage shift of the memory
cell during subsequent programming pulses is slowed down by applying a
certain bias voltage to the bit line, typically on the order of 0.3V to 0.8V.
Because the rate of threshold voltage shift is reduced during the next few
programming pulses, the final threshold voltage distribution can be narrower
than with the methods depicted in Figure 3. To implement this method, a

second verify level that is lower than that of Vy,2 is used. This second verify
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level is depicted in Figures 4 and 5 as Vyai. When the threshold voltage of the
memory cell is larger than Vya;, but still lower than Vya,, the threshold voltage
shift to the memory cell will be reduced for subsequent programming pulses by
applying a bit line bias V, (Figure 5B). Note that in this case, two verify
operations are required for each state.  One verify operation at the
corresponding final verify level (e.g., Vya») for each state to which the
coarse/fine programming methodology is applied, and one verify operation at
the corresponding second verify level (e.g., Vya1) for each state. This may
increase the total time needed to program the memory cells. However, a larger

AV pem step size can be used to speed up the process.

[0014] Figures 4A, 4B, and 4C show the behavior of a memory cell whose
threshold voltage moves past Vya; and Vya, in one programming pulse. For
example, the threshold voltage is depicted in Figure 4C to pass Vyar and Vo in
between t, and t;. Thus, prior to t3, the memory cell is in the coarse phase.

After t3, the memory cell is in the inhibit mode.

[0015] Figures 5A, 5B, and 5C depict a memory cell that enters both the
coarse and fine programming phases. The threshold voltage of the memory cell
crosses Vya; in between time t, and time t3. Prior to t3, the memory cell is in the
coarse phase. After t3, the bit line voltage is raised to Vs to place the memory
cell in the fine phase. In between t; and ts, the threshold voltage of the memory
cell crosses Vyar. Therefore, the memory cell is inhibited from further

programming by raising the bit line voltage to Vinnibit.

[0016] Typically, in order to maintain reasonable programming times,
coarse/fine programming algorithms are not applied to the highest memory state
(the state corresponding to the largest positive threshold voltage range). The
highest state, such as state C represented by distribution 14 in Figure 2, does not
need to be differentiated from a higher state. Typically, it is only necessary to

program cells for this state above a minimum threshold level to differentiate
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from the next lowest state (e.g., state B represented by distribution 12). Thus,
the distribution of these cells can occupy a wider threshold voltage range
without adverse effects on device performance. However, some
implementations will make use of coarse/fine programming techniques when

programming the highest level state as well.

SUMMARY OF THE INVENTION

[0017] The technology described herein attempts to provide a more
accurate sensing of the threshold voltage of non-volatile storage elements

during programming verification when coarse/fine programming is utilized.

[0018] Coarse/fine programming of non-volatile memory is provided in
which memory cells are programmed at a first rate of programming prior to
reaching a coarse verify level for their intended state and a second rate of
programming after reaching the coarse verify level but before reaching the final
verify level for their intended state. Large sub-threshold swing factors
associated with smaller memory cells can affect the accuracy of sense
operations, particularly when sensing at a fine verify level after sensing at a
coarse verify level without pre-charging the bit line between the different
sensings. Different reference potentials are utilized when sensing at a coarse
verify level and a final verify level. The difference between the reference
potentials can compensate for any discharge of the bit line during the coarse

level sensing.

[0019] One embodiment includes a method of programming non-volatile
memory. The method includes applying one or more programming pulses to a
set of non-volatile storage elements to program one or more storage elements of
the set to a particular state. After applying each programming pulse,
programming of the one or more storage clements to an intermediate verify
level corresponding to the particular state is verified by applying a first voltage

to the set of storage elements and comparing a bit line voltage of each of the one



WO 2009/006513 PCT/US2008/068988

8-

or more storage elements to a first reference potential. After applying each
programming pulse, verifying programming of the one or more storage
elements to a final verify level corresponding to the particular state is preformed
by applying a second voltage to the set of storage elements and comparing the
bit line voltage of each of the one or more storage elements to a second
reference potential, the second reference potential compensates for a decrease in
the bit line voltage of each of the one or more storage elements resulting from

the verifying programming to the intermediate verify level.

[0020] In another embodiment, a method of verifying programming of
non-volatile storage is provide that includes charging a bit line corresponding to
a non-volatile storage element, applying to the non-volatile storage element an
intermediate verify voltage corresponding to a target state for the non-volatile
storage element, sensing a voltage of the bit line while the intermediate verify
voltage is applied, comparing the voltage of the bit line to a first reference
potential, applying to the non-volatile storage element a final verify voltage
corresponding to the target state for the non-volatile storage element, sensing
the voltage of the bit line while the final verify voltage is applied and before the
bit line completely discharges from the charging, and comparing the voltage of
the bit line while the final verify voltage is applied to a second reference

potential.

[0021] One exemplary implementation includes a set of non-volatile
storage elements and one or more managing circuits in communication with the
set of non-volatile storage elements. The one or more managing circuits can

perform the processes described above.

BRIEF DESCRIPTION OF THE DRAWINGS

[0022] Figure 1 is a graph depicting two threshold voltage distributions.

[0023] Figure 2 is a graph depicting four threshold voltage distributions.
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[0024] Figures 3A, 3B and 3C depict a programming process. Fig. 3A
depicts a programming voltage signal that is applied to a control gate of a non-
volatile storage element. Fig. 3B depicts a voltage signal applied to a bit line
for a NAND string. Figure 3C depicts the threshold voltage of the non-volatile

storage element being programmed.

[0025] Figures 4A, 4B and 4C depict one embodiment of a programming

process that is performed as part of coarse/fine programming.

[0026] Figures 5A, 5B and 5C depict one embodiment of a programming

process that is performed as part of coarse/fine programming.

[0027] Figure 6 is a top view of a NAND string.

[0028] Figure 7 is an equivalent circuit diagram of the NAND string of
Figure 6.
[0029] Figure 8 is a block diagram of one embodiment of a non-volatile

memory system.

[0030] Figure 9 illustrates an example of an organization of a memory

array.

[0031] Figure 10 depicts a program voltage signal, including verify

pulses, that can be used in accordance with one embodiment.

[0032] Figure 11 is a flowchart describing a method of programming non-

volatile memory in accordance with one embodiment.

[0033] Figure 12 depicts an exemplary set of threshold voltage

distributions and a full sequence programming process.

[0034] Figure 13 depicts an exemplary set of threshold voltage

distributions and a two-pass programming process.
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[0035] Figures 14A-14C depict an exemplary set of threshold voltage

distributions and another two-pass programming process.

[0036] Figure 15 is timing diagram describing various signals that may be
applied to a memory device during a program and program verification

operation.

[0037] Figure 16 is a graph describing the bit line potential of different
memory cells during a verification operation where the memory cells have

small sub-threshold swing factors.

[0038] Figure 17 is a graph describing the bit line potential of different
memory cells during a verification operation where the memory cells have

larger sub-threshold swing factors.

[0039] Figure 18 is a graph describing the bit line potential of different

memory cells during a verification process in accordance with one embodiment.

[0040] Figure 19 is a flowchart describing verification of memory cells

during coarse/fine programming in accordance with one embodiment.

[0041] Figure 20 is a portion of the column control circuitry of a memory

device that can be used in accordance with one embodiment.

DETAILED DESCRIPTION

[0042] One example of a flash memory system suitable for implementing
embodiments of the present disclosure uses the NAND structure, which
includes multiple transistors arranged in series between two select gates. The
transistors in series and the select gates are referred to as a NAND string.
Figure 6 is a top view showing one NAND string. Figure 7 is an equivalent
circuit thereof. The NAND string depicted in Figures 5 and 6 includes four

transistors 100, 102, 104 and 106 in series and sandwiched between a select
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gate 120 and a second select gate 122. Select gate 120 connects the NAND
string to bit line contact 126. Select gate 122 connects the NAND string to
source line contact 128. Select gate 120 is controlled by the applying
appropriate voltages to control gate 120CG. Select gate 122 is controlled by
applying the appropriate voltages to control gate 122CG. Each of the transistors
100, 102, 104 and 106 has a control gate and a floating gate. Transistor 100 has
control gate 100CG and floating gate 100FG. Transistor 102 includes control
gate 102CG and floating gate 102FG. Transistor 104 includes control gate
104CG and floating gate 104FG. Transistor 106 includes a control gate 106CG
and floating gate 106FG. Control gate 100CG is connected to word line WL3,
control gate 102CG is connected to word line WL2, control gate 104CG 1is
connected to word line WL1, and control gate 106CG is connected to word line
WLO. In one embodiment, transistors 100, 102, 104 and 106 are each memory
cells. In other embodiments, the memory cells may include multiple transistors
or may be different than those depicted in Figures 6 and 7. Select gate 120 is
connected to select line SGD, and select gate 122 is connected to select line
SGS.

[0043] Note that although Figures 6 and 7 show four memory cells in the
NAND string, the use of four transistors is only provided as an example. A
NAND string can have less than four memory cells or more than four memory
cells. For example, some NAND strings will include 8 memory cells, 16
memory cells, 32 memory cells, etc. The discussion herein is not limited to any

particular number of memory cells in a NAND string.

[0044] Relevant examples of NAND type flash memories and their
operation are provided in the following U.S. Patents/Patent Applications, all of
which are incorporated herein by reference in their entirety: U.S. Pat. No.
5,570,315; U.S. Pat. No. 5,774,397; U.S. Pat. No. 6,046,935; U.S. Pat. No.
5,386,422; U.S. Pat. No. 6,456,528 and U.S. Pat. Application. Ser. No.
09/893,277 (Publication No. US2003/0002348). Information about
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programming NAND flash memory, including self boosting techniques, can be
found in U.S. Patent Application 10/379,608, titled “Self Boosting Technique,”
filed on March 5, 2003; and in U.S. Patent Application 10/629,068, titled
“Detecting Over Programmed Memory,” filed on July 29, 2003, both
applications are incorporated herein by reference in their entirety. Other types
of flash memory devices can also be used with the present invention. For
example, the following patents describe NOR type flash memories and are
incorporated herein by reference in their entirety: U.S. Patent Nos. 5,095,344;
5,172,338; 5,890,192 and 6,151,248. Another example of a flash memory type
is found in U.S. Patent No. 6,151,248, incorporated herein by reference in its

entirety.

[0045] The technology described herein is not limited to floating gate
types of memory. For example, the technology described herein can be used
with memory devices that use various types of charge storage regions/layer(s)
between the control gate (or word line) and the substrate, such as a non-
conductive dielectric charge storage region or small silicon islands, better

known as nano-crystals.

[0001] Figure 8 is a block diagram of one embodiment of a flash memory
system that can be used to implement one or more embodiments of the present
disclosure. Figure 8 is exemplary as other systems and implementations can be
used. Memory cell array 302 is controlled by column control circuit 304, row
control circuit 306, c-source control circuit 310 and p-well control circuit 303.
Column control circuit 304 is connected to the bit lines of memory cell array
302 for reading data stored in the memory cells, for determining a state of the
memory cells during a program operation, and for controlling potential levels of
the bit lines to promote or inhibit programming and erasing. Row control
circuit 306 is connected to the word lines to select one of the word lines, to
apply read voltages, to apply program voltages combined with the bit line

potential levels controlled by column control circuit 304, and to apply an erase



WO 2009/006513 PCT/US2008/068988

13-

voltage. C-source control circuit 310 controls a common source line (labeled as
"C-source” in Figure 9) connected to the memory cells. P-well control circuit

308 controls the p-well voltage.

[0002] The data stored in the memory cells are read out by the column
control circuit 304 and are output to external /O lines via data input/output
buffer 312. Program data to be stored in the memory cells are input to the data
input/output buffer 312 via the external I/O lines, and transferred to the column

control circuit 304. The external I/O lines are connected to controller 318.

[0003] Command data for controlling the flash memory device is input to
controller 318. The command data informs the flash memory of what operation
is requested. The input command is transferred to state machine 316 which is
part of control circuitry 315. State machine 316 controls column control circuit
304, row control circuit 306, c-source control 310, p-well control circuit 308
and data input/output buffer 312, State machine 316 can also output status data
of the flash memory such as READY/BUSY or PASS/FAIL.

[0046] Controller 318 is connected to or connectable with a host system
such as a personal computer, a digital camera, or personal digital assistant, etc.
It communicates with the host that initiates commands, such as to store or read
data to or from the memory array 302, and provides or receives such data.
Controller 318 converts such commands into command signals that can be
interpreted and executed by command circuits 314 which are part of control
circuitry 315. Command circuits 314 are in communication with state machine
316. Controller 318 typically contains buffer memory for the user data being

written to or read from the memory array.

[0047] One exemplary memory system comprises one integrated circuit
that includes controller 318, and one or more integrated circuit chips that each
contain a memory array and associated control, input/output and state machine

circuits. There is a trend to integrate the memory arrays and controller circuits
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of a system together on one or more integrated circuit chips. The memory
system may be embedded as part of the host system, or may be included in a
memory card (or other package) that is removably inserted into the host
systems. Such a card may include the entire memory system (e.g. including the
controller) or just the memory array(s) with associated peripheral circuits (with
the controller or control function being embedded in the host). Thus, the
controller can be embedded in the host or included within the removable

memory system.

[0048] In some implementations, some of the components of Figure 8 can
be combined. In various designs, one or more of the components of Figure 8,
other than memory cell array 302, can be thought of as managing circuitry for
the memory system. For example, one or more managing circuits may include
any one of or a combination of a command circuit, a state machine, a row
control circuit, a column control circuit, a well control circuit, a source control

circuit, a data I/O circuit, or a controller.

[0049] With reference to Figure 9, an exemplary structure of memory cell
array 302 is described. In this example, a NAND flash EEPROM is described
that is partitioned into 1,024 blocks. The data stored in each block is
simultaneously erased. In one embodiment, the block is the minimum unit of
cells that are simultaneously erased. Each block is typically divided into a
number of pages which can be a unit of programming. Other units of data for
programming are also possible and contemplated. In one embodiment,
individual pages may be divided into segments and the segments may contain
the fewest number of cells that are written at one time as a basic programming
operation. One or more pages of data are typically stored in one row of memory

cells.

[0050] In each block of the example in Figure 9 there are 8,512 columns

that are divided into even columns and odd columns. The bit lines are also
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divided into even bit lines (BLe) and odd bit lines (BLo). In an odd/even bit
line architecture, memory cells along a common word line and connected to the
odd bit lines are programmed at one time, while memory cells along a common
word line and connected to even bit lines are programmed at another time.
Although four cells are shown to be included in each NAND string in Figure 9,
more or less than four memory cells can be used. One terminal of the NAND
string is connected to a corresponding bit line via a first select transistor that is
connected to a drain select gate control line SGD, and another terminal is
connected to C-source via a second select transistor that is connected to a source

select gate control line SGS.

[0051] In other embodiments, the bit lines are not divided into odd and
even bit lines. Such architectures are commonly referred to as all bit line
architectures. In an all bit line architecture, all the bit lines of a block are
simultaneously selected during read and program operations. Memory cells
along a common word line and connected to any bit line are programmed at the

same time.

[0052] During one embodiment of read and programming operations in an
odd/even bit line architecture, 4,256 memory cells are simultaneously selected.
The memory cells selected have the same word line and the same kind of bit
line (e.g. even bit lines or odd bit lines). Therefore, 532 bytes of data can be
read or programmed simultancously. These 532 bytes of data that are
simultaneously read or programmed form a logical page. Therefore, one block
can store at least eight logical pages (four word lines, each with odd and even
pages). When each memory cell stores two bits of data (e.g., multi-state
memory cells), wherein each of these two bits are stored in a different page, one
block stores 16 logical pages. Other sized blocks and pages can also be used
with the present invention. Additionally, architectures other than that of Figures

8 and 9 can also be used to embodiments of the present disclosure.
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[0053] Memory cells are erased by raising the p-well to an erase voltage
(e.g. 20 volts) and grounding the word lines of a selected block. The source and
bit lines are floating. FErasing can be performed on the entire memory array,
separate blocks, or another unit of cells. Electrons are transferred from the
floating gate to the p-well region and the threshold voltage becomes negative (in

one embodiment).

[0004] When programming a memory cell in one example, the drain and the
p-well receive OV while the control gate receives a series of programming
pulses with increasing magnitudes. In one embodiment, the magnitudes of the
pulses in the series range from 12V to 24V. In other embodiments, the range of
pulses in the series can be different, for example, having a starting level of
higher than 12V. During programming of memory cells, verify operations are
carried out in the periods between the programming pulses. That is, the
programming level of each cell of a group of cells being programmed in parallel
is read between each programming pulse to determine whether or not it has
reached or exceeded a verify level to which it is being programmed. One means
of verifying the programming is to test conduction at a specific compare point.
The cells that are verified to be sufficiently programmed are locked out, for
example in NAND cells, by raising the bit line voltage from 0 to Vpp (e.g.,
2.5V) for all subsequent programming pulses to terminate the programming
process for those cells. In some cases, the number of pulses will be limited (e.g.
20 pulses) and if a given memory cell is not sufficiently programmed by the last
pulse, an error is assumed. In some implementations, memory cells are erased

(in blocks or other units) prior to programming.

[0054] Figure 10 depicts a program voltage signal in accordance with one
embodiment. This signal has a set of pulses with increasing magnitudes. The
magnitude is increased with each pulse by a predetermined step size. In one
embodiment that includes the memory cells storing multiple bits of data, an

exemplary step size is 0.2V (or 0.4V). Between each of the program pulses are
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the verify pulses. The signal of Figure 10 assumes a four state memory cell,
therefore, it includes three verify pulses. For example, between programming
pulses 330 and 332 are three sequential verify pulses. The first verify pulse 334
is depicted at a zero volt verify voltage level. The second verify pulse 336
follows the first verify pulse at the second verify voltage level. The third verify
pulse 338 follows the second verify pulse 336 at the third verify voltage level.
A multi-state memory cell capable of storing data in eight states may need to
perform verify operations at seven compare points. Thus, seven verify pulses
are applied in sequence to perform seven verify operations at seven verify levels
between two consecutive programming pulses. Based on the seven verify
operations, the system can determine the state of the memory cells. One means
for reducing the time burden of verifying is to use a more efficient verify
process, for example, as disclosed in: U.S. Patent Application Serial No.
10/314,055, entitled “Smart Verify for Multi-State Memories,” filed December
5, 2002; U.S. Patent Application Serial No. 11/259,799, entitled “Method for
Programming of Multi-State Non-Volatile Memory Using Smart Verify, filed
October 27, 2005; and U.S. Patent Application Serial No. 11/260,658, entitled
“Apparatus for Programming of Multi-State Non-Volatile Memory Using Smart
Verify,” filed October 27, 2005, all of which are incorporated herein by

reference in their entirety.

[0005] Figure 11 is a flow chart describing one embodiment of a method for
programming non-volatile memory. The memory cells to be programmed are
erased at step 340. Step 340 can include erasing more memory cells than those
to be programmed (e.g., in blocks or other units). At step 342, soft
programming is performed to narrow the distribution of erased threshold
voltages for the erased memory cells. Some memory cells may be in a deeper
erased state than necessary as a result of the erase process. Soft programming
can apply small programming pulses to move the threshold voltage of the erased

memory cells closer to the erase verify level. At step 350 of Figure 11, a “data
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load” command is issued by controller 318 and input to command circuits 314,
allowing data to be input to data input/output buffer 312. The input data is
recognized as a command and latched by state machine 316 via a command
latch signal, not illustrated, input to command circuits 314. At step 352, address
data designating the page address is input to row controller or decoder 306 from
the controller or host. The input data is recognized as the page address and
latched via state machine 316, affected by the address latch signal input to
command circuits 314. At step 354, a page of program data for the addressed
page is input to data input/output buffer 312 for programming. For example,
532 bytes of data could be input in one embodiment. That data is latched in the
appropriate registers for the selected bit lines. In some embodiments, the data is
also latched in a second register for the selected bit lines to be used for verify
operations. At step 356, a “program” command is issued by the controller and
input to data input/output buffer 312. The command is latched by state machine

316 via the command latch signal input to command circuits 314.

[0006] Triggered by the “program” command, the data latched in step 354
will be programmed into the selected memory cells controlled by state machine
316 using the stepped pulses of Figure 6 applied to the appropriate word line. At
step 358, Vpem, the programming pulse voltage level applied to the selected
word line, is initialized to the starting pulse (e.g., 12V) and a program counter
PC maintained by state machine 316 is initialized at 0. At step 360, the first
Vpem pulse is applied to the selected word line. If logic “0” is stored in a
particular data latch indicating that the corresponding memory cell should be
programmed, then the corresponding bit line is grounded. On the other hand, if
logic “1” is stored in the particular latch indicating that the corresponding
memory cell should remain in its current data state, then the corresponding bit

line is connected to Vpp to inhibit programming.

10007] At step 362, the states of the selected memory cells are verified. If it
is detected that the target threshold voltage of a selected cell has reached the



WO 2009/006513 PCT/US2008/068988

-19-

appropriate level, then the data stored in the corresponding data latch is changed
to a logic “1.” If it is detected that the threshold voltage has not reached the
appropriate level, the data stored in the corresponding data latch is not changed.
In this manner, a bit line having a logic “1” stored in its corresponding data
latch does not need to be programmed. When all of the data latches are storing
logic “1,” the state machine knows that all selected cells have been
programmed. At step 364, it is checked whether all of the data latches are
storing logic “1.” If so, the programming process is complete and successful
because all selected memory cells were programmed and verified to their target

states. A status of “PASS” is reported at step 366.

[0008] If, at step 364, it is determined that not all of the data latches are
storing logic “1,” then the programming process continues. At step 368, the
program counter PC is checked against a program limit value. One example of a
program limit value is 20, however, other values can be used in various
implementations. If the program counter PC is not less than 20, then it is
determined at step 369 whether the number of bits that have not been
successfully programmed is equal to or less than a predetermined number. If
the number of unsuccessfully programmed bits is equal to or less than the
predetermined number, then the programming process is flagged as passed and
a status of pass is reported at step 371. The bits that are not successfully
programmed can be corrected using error correction during the read process. If
however, the number of unsuccessfully programmed bits is greater than the
predetermined number, the program process is flagged as failed and a status of
fail is reported at step 370.  If the program counter PC is less than 20, then the
Vpem level is increased by the step size and the program counter PC is
incremented at step 372. After step 372, the process loops back to step 360 to
apply the next Vpem pulse.

10055] At the end of a successful program process, the threshold voltages

of the memory cells should be within one or more distributions of threshold



WO 2009/006513 PCT/US2008/068988

20-

voltages for programmed memory cells or within a distribution of threshold
voltages for erased memory cells, as appropriate. Figure 12 illustrates threshold
voltage distributions for the memory cell array when each memory cell stores
two bits of data. Figure 12 shows a first threshold voltage distribution E for
crased memory cells. Three threshold voltage distributions, A, B and C for
programmed memory cells, are also depicted. In one embodiment, the threshold
voltages in the E distribution are negative and the threshold voltages in the A, B

and C distributions are positive.

[0056] Each distinct threshold voltage range of Figure 12 corresponds to
predetermined values for the set of data bits. The specific relationship between
the data programmed into the memory cell and the threshold voltage levels of
the cell depends upon the data encoding scheme adopted for the cells. In one
embodiment, data values are assigned to the threshold voltage ranges using a
gray code assignment so that if the threshold voltage of a floating gate
erroneously shifts to its neighboring physical state, only one bit will be affected.
However, in other embodiments, gray coding is not used. One example assigns
“11” to threshold voltage range E (state E), “10” to threshold voltage range A
(state A), “00” to threshold voltage range B (state B) and “01” to threshold
voltage range C (state C). Although Figure 12 shows four states, embodiments
in accordance of the present disclosure can include other multi-state structures

including those that include more or less than four states.

[0057] Figure 12 also depicts an embodiment that utilizes full sequence
programming.  In full sequence programming, memory cells can be
programmed from the erase state E directly to any of the programmed states A,
B or C. For example, a population of memory cells to be programmed may first
be erased so that all memory cells in the population are in erased state E. The
process described in Figure 11 using a series of program voltage pulses applied
to the control gates of selected memory cells will be used to program the

memory cells directly into states A, B or C. While some memory cells are being
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programmed from state E to state A, other memory cells are being programmed

from state E to state B and/or from state E to state C.

[0058] Figure 13 illustrates an example of a two-pass technique of
programming a multi-state memory cell that stores data for two different pages:
a lower page and an upper page. Four states are depicted: state E (11), state A
(10), state B (00) and state C (01). For state E, both pages store a “1.” For state
A, the lower page stores a “0” and the upper page stores a “1.” For state B, both
pages store “0.” For state C, the lower page stores “1” and the upper page stores
“0.” Note that although specific bit patterns have been assigned to each of the
states, different bit patterns may also be assigned. In a first programming pass,
the cell’s threshold voltage level is set according to the bit to be programmed
into the lower logical page. If that bit is logic “1,” the threshold voltage is not
changed since it is in the appropriate state as a result of having been earlier
erased. However, if the bit to be programmed is logic “0,” the threshold level of
the cell is increased to be state A, as shown by arrow 402. That concludes the

first programming pass.

[0059] In a second programming pass, the cell’s threshold voltage level is
set according to the bit being programmed into the upper logical page. If the
upper logical page bit is to store a logic “1,” then no programming occurs since
the cell is in one of the states E or A, depending upon the programming of the
lower page bit, both of which carry an upper page bit of “1.” If the upper page
bit is to be logic “0,” then the threshold voltage is shifted. If the first pass
resulted in the cell remaining in the erased state E, then in the second phase the
cell is programmed so that the threshold voltage is increased to be within state
C, as depicted by arrow 406. If the cell had been programmed into state A as a
result of the first programming pass, then the memory cell is further
programmed in the second pass so that the threshold voltage is increased to be
within state B, as depicted by arrow 404. The result of the second pass is to

program the cell into the state designated to store logic “0” for the upper page
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without changing the data for the lower page. In a two-pass programming
method multiple programming or verification steps may be used in a single
iteration of the method described in Figure 11. Steps 358-372 may be
performed for each pass of the programming operation. In a first pass, one or
more program pulses may be applied and the results thereof verified to
determine if a cell is in the appropriate intermediate state. In a second pass, one
or more program pulses may be applied and the results thereof verified to
determine if the cell is in the appropriate final state. In some embodiments, this
technique may include separate data load and program commands as well as

separate inputs of address and program data as shown in steps 350-356.

[0060] Figures 14A—14C disclose another process for programming non-
volatile memory that reduces floating gate to floating gate coupling, for any
particular memory cell, by writing to that particular memory cell with respect to
a particular page subsequent to writing to adjacent memory cells for previous
pages. In one example of an implementation of the process taught by Figures
13A—13C, the non-volatile memory cells store two bits of data per memory cell,
using four data states. For example, assume that state E is the erased state and
states A, B and C are the programmed states. State E stores data 11. State A
stores data 01. State B stores data 10. State C stores data 00. Other encodings of
data to physical data states can also be used. Each memory cell stores two pages
of data. For reference purposes these pages of data will be called upper page
and lower page, however, they can be given other labels. With reference to state
A for the process of Figures 14A-14C, the upper page stores bit 0 and the lower
page stores bit 1. With reference to state B, the upper page stores bit 1 and the
lower page stores bit 0. With reference to state C, both pages store bit data 0.
The programming process of Figures 14A-14C is a two-step process. In the first
step, the lower page is programmed. If the lower page is to remain data 1, then
the memory cell state remains at state E. If the data is to be programmed to 0,

then the threshold of voltage of the memory cell is raised such that the memory
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cell is programmed to interim state B’. Figure 14B shows the programming of
memory cells from state E to state B’. State B’ depicted in Figure 14A is an
interim state B”. Therefore, the verify point is depicted as Vyg’, which is lower

than V.g.

[0061] In one embodiment, after a memory cell is programmed from state
E to state B, its neighbor memory cell in the NAND string will then be
programmed with respect to its lower page. For example, looking back at Figure
7, after the lower page for memory cell 106 is programmed, the lower page for
memory cell 104 would be programmed. After programming memory cell 104,
the floating gate to floating gate coupling effect will raise the apparent threshold
voltage of memory cell 106 if memory cell 104 had a threshold voltage raised
from state E to state B. This will have the effect of widening the threshold
voltage distribution for state B to that depicted as threshold voltage distribution
320 of Figure 14B. This apparent widening of the threshold voltage distribution

will be remedied when programming the upper page.

[0062] Figure 14C depicts the process of programming the upper page. 1f
the memory cell is in erased state E and the upper page is to remain at 1, then
the memory cell will remain in state E. If the memory cell is in state E and its
upper page data is to be programmed to 0, then the threshold voltage of the
memory cell will be raised so that the memory cell is in state A. If the memory
cell was in intermediate threshold voltage distribution 320 and the upper page
data is to remain at 1, then the memory cell will be programmed to final state B.
If the memory cell is in intermediate threshold voltage distribution 320 and the
upper page data is to become data 0, then the threshold voltage of the memory
cell will be raised so that the memory cell is in state C. The process depicted by
Figures 14A—14C reduces the effect of floating gate to floating gate coupling
because only the upper page programming of neighboring memory cells will

have an effect on the apparent threshold voltage of a given memory cell.
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[0009] Although Figures 14A—14C provide an example with respect to four
data states and two pages of data, the concepts taught by Figures 14A—14C can
be applied to other implementations with more or less than four states and

different numbers of pages.

[0063] Figures 12, 13 and 14A-14C show read reference voltages, Via,
Vi and Ve for reading data from memory cells. By testing whether the
threshold voltage of a given memory cell is above or below Via, Vs and Vic,
the system can determine what state the memory cell is in. A cell that conducts
with an applied control gate voltage (Veg) of Via is in state E, a cell that
conducts at V5 but not V4 is in state A, a cell that conducts at V¢ but not Vs

is in state B, and a cell that does not conduct at Vya, V.5 or V¢ 18 in state C.

[0064] In read and verify operations, the select gates of a selected block
are raised to one or more select voltages and the unselected word lines (e.g.,
WLO0, WL2 and WL3) are raised to a read pass voltage Viea (e.g. 4.5 volts) to
make the transistors operate as pass gates. The source and p-well are at zero
volts. The selected bit lines (BLe) are pre-charged to a level of, for example,
0.7V. The selected word line (e.g. WLI1) is connected to a read or verify
voltage, a level of which is specified for each read and verify operation in order
to determine whether a threshold voltage of the concerned memory cell is above
or below such level. If the threshold voltage is higher than the read or verify
level on the word line, the potential level of the bit line (BLe) associated with
the cell of interest maintains the high level because of the non-conductive
memory cell. On the other hand, if the threshold voltage is lower than the read
or verify level, the potential level of the concerned bit line (BLe) decreases to a
low level, for example less than 0.5V, because of the conductive memory cell
discharging the bitline. The state of the memory cell is thereby detected by a
voltage comparator sense amplifier that is connected to the bit line to sense the

resulting bit line voltage.
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[0065] The erase, read and verify operations described above are
performed according to techniques known in the art. Thus, many of the details
explained can be varied by one skilled in the art. Other erase, read and verify

techniques known in the art can also be used.

[0066] Figures 12, 13 and 14A-14C also show verify voltages including
Vyaz, Vyg2 and Vyeo. When programming memory cells to state A, the system
will test whether those memory cells have a threshold voltage greater than or
equal to Vyas to verify that they have reached their final target level. When
programming memory cells to state B, the system will test whether the memory
cells have threshold voltages greater than or equal to Vg to verify that they
have reached their final target level. When programming memory cells to state
C, the system will determine whether memory cells have their threshold voltage
greater than or equal to Vo, to verify that they have reached their final target

level.

[0067] As previously described, coarse/fine programming uses two sets of
verify voltages for one or more of the programmable states to both verify the
final level of programming for a memory cell and additionally, to switch cells
from the coarse programming phase to the fine programming phase when the
cell has become close to, but has not yet reached the final verify level for its
intended state. In Figures 12, 13 and 14A-14C two sets of verify levels are
depicted for each programmed state. Verify levels Vya1, Vyprand Vycr are used
to verify that a memory cell has reached the coarse verify level while verify
levels Vyas, Vs and Vi are used to verify that a memory cell has reached the
final verify level for its intended state. Cells that have not reached either of the
verify levels for their intended state undergo full or coarse programming during
the next iteration of the programming process. Cells that have reached the
coarse verify level but not the final verify level for their intended state undergo
reduced or fine level programming during the next programming iteration.

Cells that have reached the final verify level for their intended state are
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inhibited from programming during the next programming iteration. Although
two sets of verify levels are depicted for each of the programmable states in
Figures 12, 13, and 14A-14C, some embodiments may not use a coarse verify
level for one or more of the states. For example, some implementations will not
use coarse verify levels for the highest programmable state since there is no
higher state from which it must be differentiated during reading. Such

embodiments are contemplated.

[0068] Figure 15 is a timing diagram depicting various signals that are
applied to a mnon-volatile memory device during part of an exemplary
programming process that includes coarse\fine programming. The first period
of time labeled “programming” includes the signals that are applied to program
one or more memory cells of a selected word line WL_sel. This programming
period is generalized and as such, might correspond to the first programming
pulse applied to the word line or a second or later programming pulse. This
period corresponds to step 360 in Figure 11. The programming period begins
by raising the source line to a low positive voltage on the order of about 1V.
Next, the drain select gate is opened (or turned on) by applying Ve (e.g., 3.5V)
to the drain select gate line SGD. After opening the drain select gate an inhibit
voltage Vimivit is applied to any unselected word lines. In Figure 15 an odd/even
programming methodology or architecture is assumed. Bit line BL, represents
the selected bit line. Therefore the adjacent bit lines BLy+1, BLq+3 etc. and BLyy,
BL,3, etc. of the block will be unselected throughout the programming
operation. Typically, all like bit lines (e.g., odd or even) are read and
programmed simultaneously such that all bit lines BLy, BLys, etc. will receive

the same signals applied to BL,,.

10069] The unselected bit lines are raised to an inhibit voltage Vimnivit
where they remain throughout during the first programming period. The
selected bit line BL, is set up or biased according to the data to be programmed

into the memory cell of the selected word line at that particular bit line. If the
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memory cell of bit line BL, is to be inhibited from programming BL, is raised
to the voltage level Vigpinie. In one embodiment, Vinninic is equal to Vpp (e.g.,
1.8V-3.3V). If the memory cell of bit line BL,, is to be enabled for full or coarse
programming BL, is raised to an enable voltage Venale. In one embodiment,
Venable 18 equal to ground or OV. If the memory cell of bit line BL, has reached
the coarse verify level for the state to which it is to be programmed but has not
reached the final verify level for that state, its bit line is raised to an
intermediate level Vs. Vs is equal to about 2.0V in one embodiment. The value
of Vg can vary by embodiment and is dependent upon the level of Viunivic and
other device characteristics. The solid line 450 in Figure 15 represents the
situation where the bit line BL, is raised t0 Vinnibi to inhibit programming of the
memory cell at the selected word line. The dotted line 452 represents the
situation where bit line BL, is raised to Vg to permit partial or fine level
programming of the memory cell at the selected word line. The dashed 454 line
represents the situation where bit line BL, receives the Venable voltage to
permit full or coarse level programming of the memory cell at the selected word

line.

[0070] After biasing each of the selected bit lines according to the amount
of programming to be applied to the memory cell thereof, the word lines are
biased. The unselected word lines, denoted as WL _unsel, are raised to a pass
voltage Vipass. The voltage Vs enables boosting of the NAND string channel
for those NAND strings having a memory cell that is to be inhibited from
programming during this programming period. The selected word line WL _sel
is also raised to the voltage Vs to enable boosting of the channels for those
NAND strings containing a memory cell at WL, that is not to undergo
programming. After raising each word line to the Vs, level, the selected word
line is raised to the program voltage pulse level Vpemi. After applying the
programming pulse to the selected word line all of the word lines are lowered to

0V. After lowering the word lines to OV the unselected and selected bit lines
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are cach lowered to OV. The drain side select gate is then turned off by
applying OV to the drain select gate line SGD. The programming period is

completed by lowering the source line voltage from 1V to OV.

[0071] The verification operation following the first programming period
in Figure 15 begins after applying the voltage pulse Vigmi. The verification
operation is divided into coarse level verification and fine level verification as
indicated in Figure 15. Coarse level verification begins by pre-charging the
selected bit line BL, (along with each other selected bit line) to a pre-
determined voltage level Veamp.  Veamp is equal to about 0.7V in one
embodiment. Once the bit line is pre-charged, the word lines are biased for
coarse level sensing. The unselected word lines are supplied with a read pass
voltage Viead. Viead is @ pass voltage that ensures that the unselected memory
cells will turn on or be conductive during the verification process regardless of
the state to which they are programmed. This permits verification for just the
memory cells at word line WL_sel. At the same time that V.4 is applied to the
unselected word lines, the selected word line is supplied with the coarse level
verification voltage V,;  After applying the appropriate bias conditions to each
of the word line, the drain side select gate and the source side select gate are
both turned on by applying Vg to the drain select gate line SGD and the source
select gate line SGS. . It should be noted that in Figure 15 a generalized
description is provided without regard to any particular state. Thus Vy; may

correspond to the coarse verify level for state A, state B, state C or another state.

[0072] After pre-charging the selected bit lines, biasing the word lines,
and turning on the select gates, the selected bit lines are free to discharge in
accordance with the state of the memory cell of that bit line that is also
connected to the selected word line WL _sel. The dashed line 454 represents a
memory cell whose threshold voltage Vi, is below the coarse verify level, Vyi.
Because the memory cell has a threshold voltage below the coarse verify level,

it will turn on under application of the verify level to permit conduction
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between bit line and source line through the NAND string. Accordingly, the bit
line of such a memory cell will discharge from the pre-charge level Vamp down
to about 0.5V or lower, depending on implementation. In Figure 15, a
discharge down to OV is depicted. The solid line 450 represents a memory cell
at BL, having a threshold voltage above the coarse verify level V. A memory
cell having a threshold voltage above the coarse verify level Vy; will not turn on
and the bit line voltage will remain substantially at Viamp. Sensing is performed
on the selected bit line after a predetermined period of time following opening
of the drain side select gate. The sense operation senses the voltage on the bit
line and compares it with a reference potential Vense. The sense amplifier for
each selected bit line determines whether the threshold voltage of the memory
cell at WL _sel is above the verify level Vi based on this comparison. If the bit
line voltage discharges to below Veense it is indicative of a memory cell having a
threshold voltage below V. If the bit line voltage does not discharge below
Veense, it is indicative of a memory cell having a threshold voltage above V.
After sensing the bit line voltage and comparing it to Vense the coarse level

verification process is completed.

[0073] In the embodiment of Figure 15 the bit line is not pre-charged
again after coarse level verification. The selected word line is raised directly
from the coarse verify level to the final or fine verify level Vy,. As with the
coarse verify level, Vv2 is presented for a generalized description and might
include the final verify level for state A, state B, etc. This technique enables
efficient verification by eliminating the time needed to pre-charge the selected
bit lines. It also eliminates the need to produce the energy for again charging
the bit lines. After applying the final verify level Vy, to the selected word line,
the selected bit lines will discharge in accordance with the state of the memory
cell at word line WL_sel. The dotted line 452 in Figure 15 represents a memory
cell having a threshold voltage below the final verify level V,, but above the

coarse verify level Vyi. Such a memory cell will not cause discharge with the
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coarse verify level applied, but will discharge the bit line when the final verify
level is applied. The bit line voltage of these memory cells will discharge from
the pre-charge level to about 0.5V or lower during the fine level verification.
The solid line 450 continues to represent a memory cell having a threshold

voltage below the coarse verify level as well as the final verify level Vyo.

[0074] The bit line voltage is again sensed after a predetermined amount
of time following application of Vy,. This predetermined amount of time may
be expressed or set as a period of time following the opening of the select gate
during coarse level sensing or as a period of time following the application of
the final verify level. The sensed voltage is compared to the reference potential
Veme. If the bit line voltage does not discharge below Viense, the memory cell is
determined to have a threshold voltage above the final verify level Vy,. If the
bit line does discharge below Viense, the memory cell is determined to have a
threshold voltage below the final verify level Vy,. After sensing, the selected
bit lines are lowered to OV, followed by lowering the word lines to OV. The
drain and source select gate lines are then lowered to OV to complete the fine

verification process.

[0075] It is noted that if a multi-state memory device is utilized the coarse
level verification and fine level verification processes will be repeated as many
times as necessary for the corresponding states. For instance, a four state device
may require performance of the coarse and fine level verifications three times -
once at the A state verify levels, once at the B state verify levels, and once at the
C state verify levels. After completing fine level verification for the A state, the
bit line will again be pre-charged and the process repeated. After completing
fine level verification for the B state, the bit line will be pre-charged again to
begin coarse level verification for state C. Some embodiments may not sense at
cach state verify level during each process. For instance, reading just the upper
page data of memory cells as shown in Figure 13 only requires sensing at the

state B verify levels.
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[0076] Figure 15 shows an additional iteration of the programming
process that may be used to further program memory cells that have not yet
reached their final verify levels after raising the source potential to 1V. The
drain side select gate is turned on by applying Vs to the drain source select
gate line SGD. The unselected bit lines BLy+1/BLn.t are raised to Viphibie. The
selected bit line BL, is then biased according to the results of the previous
verification operation and the data to be programmed therein. The arrows
shown in Figure 15 illustrate the corresponding bit line voltage levels that are
applied during this next programming iteration. A memory cell that discharged
its bit line under application of the coarse verify level (dashed line 454) is
supplied with an enable voltage Venale S0 that the memory cell can undergo full
programming during the next iteration. A memory cell that did not discharge its
bit line under either the coarse verify level or the final verify level (solid line
450) is indicative of a memory cell that has reached its final verify level.
Accordingly the memory cell’s bit line is biased t0 Vipninit. Those memory cells
that did not discharge their corresponding bit line under the coarse verify level
but did discharge the bit line under the final verify level (dotted line 452) are
raised to the intermediate voltage level Vg so that they can undergo fine

programming during the next programming iteration.

[0077] After biasing each sclected bit line, the unselected and selected
word lines are raised to their pass voltage levels V. The selected word line is
then ramped to the second programming voltage pulse level Vienp. The second
pulse is typically increased over the preceding pulse by a step size Vipem. After
applying Vyem, the word lines are brought back down to OV. The selected and
unselected bit lines are also brought back to OV, and the drain select gates
turned off. The source line potential is then lowered to OV. Again it is noted
that the embodiment depicted in Figure 15 may represent only a portion of the
programming and verification process in a typical implementation. One or

more program voltage pulses may be applied to program each selected memory
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cell to its target level with coarse and fine level verification at the appropriate

levels performed between applications of each pulse.

[0078] Figure 16 is a graph showing more details of the coarse level and
fine level sense operations for a particular state as may be performed in Figure
15 and during step 362 of Figure 11. The graph in Figure 16 plots the bit line
voltage Vpr as a function of time. Two different memory cells are represented
in the timing diagram of Figure 16. The solid line 460 represents a memory cell
having a threshold voltage just above the final verify level for the state to which
it is to be programmed prior to the sensing operation. With reference to Figure
12, for example, the solid line may represent a memory cell targeted for state B
having a threshold voltage just above the final verify level Vyg. The dashed
line 462 represents a memory cell having a threshold voltage just below the
final verify level for the state to which it is to be programmed. For example, the
dashed line can represent a memory cell having a threshold voltage just below
the final verify level V,z,. Both of the depicted memory cells have a threshold
voltage that is above the coarse verify level for the state to which they are being

programmed.

[0079] The bit lines for both memory cells are pre-charged to the pre-
determined level Viamp. The coarse verify level Vi (e.g., V=V is then
applied to the selected word line. The drain select gates arc then turned on to
connect each NAND string to its bit line. As Figure 16 illustrates, the bit lines
will experience some discharge even though each memory cell has a threshold
voltage above the coarse verify level. Despite application of a control gate
voltage (V) that is lower than their threshold voltage, transistor-based memory
cells will still conduct some amount of current between their source and drain.
Memory cells, particularly those fabricated at the small sizes of modern devices,
are not always placed into an absolute off condition under application of a

positive gate bias. The degree to which a transistor will conduct current with its
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applied gate voltage below its threshold voltage is referred to as the sub-

threshold swing factor (S-factor) of the device.

[0080] Traditionally, commercially fabricated memory cells have
exhibited low sub-threshold swing factors. Figure 16 represents a memory
device having a low sub-threshold swing factor such that the memory cell does
not conduct a significant amount of current under an applied control gate
voltage less than its threshold voltage. The threshold voltage of the memory
cell will naturally affect the level of conduction, even when the gate voltage is
below the threshold voltage. Accordingly, the memory cell of Figure 16 that
has a threshold voltage just above the final verify level (solid line 460)
discharges by a smaller amount than the memory cell that has a threshold

voltage just below the final verify level (dashed line 462).

[0081] After a predetermined amount of time following the drain select
gate being opened, a sense operation is performed at the coarse verify level.
The bit line voltage is sensed and compared with the reference potential Vene.
For both cells depicted in Figure 16, it is determined that the bit line voltage
VgL is larger than the sense voltage Viense during coarse level sensing.
Accordingly, the sense amplifier determines that each memory cell has a

threshold voltage above the coarse verify level Vy;.

[0082] After sensing at the coarse verify level, the final verify level is
applied to the selected word line. The control gate of each memory cell is
supplied with the final verify voltage V2 (e.g, Vee=Vis2). The memory cell
having a threshold voltage above the final verify level does not turn on, and
thus, the bit line voltage of the cell does not discharge by a significant amount
under application of this final verify level. Again, the bit line voltage will
discharge to some degree because of the sub-threshold swing factor, however,
the discharge is not so significant that the accuracy of the sensing is impacted.

The memory cell having a threshold voltage below the final verify level Vi, is
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turned on and conductive under application of the final verify level
Accordingly, the bit line of this memory cell discharges by a significant amount

with the final verify level applied.

[0083] After a predetermined amount of time following application of the
final verify level, the bit line voltage of each memory cell is sensed. Again, this
predetermined time may be established relative to opening of the drain select
gate for the coarse level sensing or relative to application of the final verify
voltage. The memory cell represented by solid line 460 has a bit line voltage
that is determined to be larger than V. Accordingly the sense amplifier
determines that the threshold voltage of the cell is larger than the final verify
level V. Such a cell can be inhibited from further programming during any
subsequent programming iterations needed for other cells. The memory cell
represented by dashed line 462 has a corresponding bit line voltage below the
reference potential Ve after the predetermined amount of time. The sense
amplifier for this cell will determine that the bit line voltage is below the
reference potential Vene, and thus, that the threshold voltage of the memory cell

is below the final verify level V.

[0084] Figure 17 is a graph representing a memory device that has a large
sub-threshold swing factor. Again, a memory cell having a threshold voltage
just above the final verify level is represented by solid line 460, while a memory
cell having a threshold voltage just below the final verify level is represented by
dashed line 462. The bit line voltage of each memory cell is pre-charged and
the coarse verify level is applied to the selected word line. After applying the
coarse verify level, the drain side select gate is turned on to connect the bit line
to the NAND string of the cell. Because of the large S-factor for the device of
Figure 17 both memory cells cause a significant decrease in the voltage of their
bit line even though the threshold voltage of both memory cells is above the
coarse verify level V. After a predetermined amount of time, the bit line

voltage is sensed and compared with the reference potential Viense. The sense



WO 2009/006513 PCT/US2008/068988

-35-

amplifiers for each cell determine that both of these memory cells have a
threshold voltage above the coarse verify level Vi since the bit lines did not

discharge to below Venge.

[0085] After coarse level sensing, the selected word line is supplied with
the final verify level Vy,. The memory cell having a threshold voltage just
above the final verify level (solid line 460) is not as conductive as the memory
cell having a threshold voltage just below the final verify level (dashed line
462). As illustrated in Figure 17, however, the large S-factor associated with
the memory causes the bit line voltage of the memory cell having a threshold
voltage above the final verify level to discharge to below Vsense. The memory
cell having a threshold voltage below the final verify level also discharges its bit
line to below Veense, as expected. During fine level sensing, the sense amplifier
for the memory cell having a threshold voltage above the final verify level
determines that the cell’s bit line has discharged to below Viense. Accordingly
the sense amplifier determines that the memory cell has a threshold voltage
below the final verify level. This represents an error in the sense operation.
The sense circuitry will incorrectly determine that the memory cell is not yet
programmed to its final target level and will cause the cell to undergo further
programming. The memory cell represented by the dashed line also has a
sensed bit line voltage below Veense. The sense amplifier for this cell correctly
determines that the threshold voltage of the cell is below the final verify level

V.

[0086] Figure 18 is a graph of a coarse and fine verify and sensing
approach in accordance with one embodiment of the present disclosure that can
address bit line discharge resulting from large S-factor devices. The solid line
460 again represents a memory cell having a threshold voltage just above the
final verify level (e.g., Vyaz). The dashed line 462 represents a memory cell
having a threshold voltage just below the final verify level. The bit line voltage

of each memory cell is pre-charged to the predetermined level Veiamp. After pre-
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charging both bit lines the selected word line is supplied with the coarse verify
level Vyi (e.g., Veg=Vya1). The drain side select gate is then turned on to allow
the bit line to discharge. The memory cell having a threshold voltage above the
final verify level will again experience a somewhat significant decrease in bit
line voltage because of the large S-factor. Similarly the memory cell having a
threshold voltage below the final verify level also experiences a somewhat
significant decrease in bit line voltage. After a predetermined amount of time
the bit line voltage of each memory cell is sensed and compared with the
reference potential. During coarse level sensing, the sensed bit line voltage 18
compared with an intermediate reference potential Vienser. The sense amplifiers
for both memory cells will determine that the bit line voltage is greater than the
coarse verify level Venser. As a result, the sense amplifiers correctly determine
that the threshold voltage of each memory cell is greater than the coarse verify

level V.

[0087] After sensing at the coarse verify level, the selected word line is
supplied with the final verify level Vy,. Again, the memory cell having a
threshold voltage above the final verify level will conduct a significant amount
of current because of the large S-factor of the device. The memory cell having
a threshold voltage below the final verify level is even more conductive, as

expected, and discharges its bit line by a significant amount.

[0088] After a predetermined amount of time the bit line voltage of each
memory cell is sensed and compared with a reference potential. During the fine
level sensing, a different reference potential is used. The sensed bit line voltage
is compared with final reference potential Vienser. Viensez 18 lower than Viencet,
The lower reference potential compensates for the bit line discharge that occurs
under application of the coarse verify level. This compensation takes into
account the large S-factor associated with the memory device that causes
memory cells to discharge their bit line by a somewhat significant amount, even

when the memory cell has a threshold voltage above the verify level. In Figure
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18, the memory cell having a threshold voltage just above the final verify level
has its sensed bit line voltage compared with Viense2. In this case the sense
amplifier will determine that the bit line voltage is greater than the final
reference potential V. Accordingly, the sense amplifier will correctly
determine that the threshold voltage of this memory cell is greater than the final
verify level Vy,. For the memory cell having a threshold voltage just below the
final verify level, the sense amplifier compares the sensed bit line voltage with
the final reference potential Veense2. The sense amplifier for this cell’s bit line
will determine that the bit line voltage is less than the final reference potential
Vense2. The sense amplifier will again correctly determine that the memory cell
has a threshold voltage below the final verify level Vyz. Accordingly, by
adjusting the level of the reference potential between coarse level sensing and
fine level sensing when the bit line is not pre-charged again between each sense
operation, a more accurate sensing of the state of the memory cells is achieved.
The different in the reference potential levels provides a compensation for the

amount of discharge during coarse level sensing.

[0089] In one embodiment, the final reference potential Ve 18 less than
the intermediate reference potential Vienser by an amount that is approximately
equal to the expected discharge of the bit line voltage for a memory cell having
a threshold voltage above the coarse verify level Vy; when Vy is applied to the
memory cell’s word line during coarse level sensing. A memory cell that is
theoretically nonconductive under the applied verify level will have an
associated bit line voltage discharge resulting from the large S-factor of the
device. The difference between the intermediate and final Ve levels can be
set to approximately the difference between the bit line pre-charge level and the
bit line voltage that results when the coarse verify level is applied to the word
line. In this way, the final reference potential Vense2 compensates for the bit line
discharge that results from a large S-factor device. Other values of the

intermediate reference potential Veenser and final reference potential Viense2 can
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be used according to the requirements of a given implementation. For example,
Veense2 May be set lower than Vienser by an amount this is smaller than the
expected discharge of a bit line for a memory cell when the coarse verify level
is applied to the word line. A smaller offset of Viensea relative t0 Vienser may still
accommodate the level of bit line discharge during coarse level sensing. In one
embodiment, the intermediate reference potential Venser is approximately equal
to the typical Vemse level that would be used when devices have a normal or
lower S-factor. In such a case, the final reference potential Viense2 is adjusted
with reference to Viense1 by an amount that can compensate for a decrease in the

bit line voltage during the coarse level sensing.

[0090] In one embodiment a memory array undergoes testing during the
manufacturing process. This testing can include a characterization of the
memory array’s performance. For instance, the memory array can be measured
to determine the amount that the bit lines will discharge when a coarse verify
level is applied to the word line and the memory cell’s threshold voltage is
above this coarse verify level. The amount of discharge associated with
multiple bit lines of the device may be averaged to arrive at an appropriate
amount in one embodiment. During the manufacturing process the value of
Veenseo Telative to Venser can be set to accommodate the measured decrease in bit
line voltage under application of the coarse verify levels. Additionally, the
intermediate reference potential Veenser can be based on the characterization of
the memory device. In some embodiments a selected subset of memory devices
can be tested and characterized, and the results of the characterization used to
set the Vienset and Viense2 levels for a larger set of devices including those of the
subset. In other embodiments, the manufacturing process can set the levels of
Veensel aNd Viensez for each memory device based on testing and characterization
for that particular memory device. It is also possible to set the time period
between turning on the select gate and performing the coarse level sensing to

optimize accuracy in the coarse level sensing. Likewise, the time period
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between application of the final verify level to the selected word line and
sensing at that level can be selected based on testing and characterization to
further provide accurate sensing at both levels. As previously mentioned, the
time before sensing during fine level sensing may be established relative to the
time the select gates are turned on during coarse level sensing or relative to the
time the fine verify level is applied to the selected word line. Various
techniques can be used to set these values after the characterization. For
instance, a set of anti-fuses, electrically programmable fuses, etc. may be
provided within the memory device to store data relative to the operation of the
device. These fuses may be set to store data indicating the values of Viense

and/or the time periods for sensing.

[0091] Figure 19 is a flowchart describing a process for verifying
programming of one or more memory cells. In one embodiment the process of
Figure 19 is performed at step 362 of Figure 11 after applying each program
pulse at step 360. Beginning at step 402, the selected bit lines are pre-charged.
In an odd-even architecture where verification and programming is performed
for the odd bit lines and the even bit lines at separate times, pre-charging at step
402 can include pre-charging the odd bit lines or the even bit lines.
Alternatively some architectures will utilize an all bit line system such that step
502 will include charging each bit line of the selected block of memory cells.
After pre-charging the bit lines to a predetermined level, a read pass voltage
Viead 18 applied to each unselected word line at step 504. Step 404 ensures
conduction of each unselected memory cell during the verification process so
that only those memory cells connected to the selected word line will be
verified. At step 506 the coarse program verification voltage is applied to the
selected word line. Step 506 can include applying a coarse verify level such as
Viar, Vi1 or Vier depending upon the number of states of the memory device
being programmed. At step 510 the drain side select gate is opened or turned on

by applying a positive voltage on SGD. With the drain side select gate opened,
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the selected bit lines are connected to their NAND strings to permit discharge in
accordance with the programmed state of the memory cell on that bit line that is
connected to the selected word line. After a predetermined amount of time the
voltages of the selected bit lines are sensed at step 510. Step 510 represents
coarse level sensing for the memory device. After sensing the bit line voltages
for each selected bit line, the bit line voltages are compared to an intermediate
reference potential Vyepeer at step 512. At step 514 the selected word line is
provided with the final verification voltage such as Vyaz, Vyma or Vycz depending
upon the state or states that are being verified. At step 516, the voltage of each
selected bit line is sensed. Sensing at step 516 represents final or fine level
sensing. At step 518, the sensed bit line voltages are compared to the final

reference potential Venseo.

[0092] At step 520 the sense amplifier for each selected bit line will
determine if the sensed bit line voltage Vpr is greater than the intermediate
reference potential Vnse1 using the results of the comparison at step 518. If the
sensed bit line voltage is less than the intermediate reference level, indicating
that the memory cell’s threshold voltage has not reached the coarse verification
level, the memory cell is enabled for full programming at step 522 for the next
iteration of the programming process. Step 522 can include applying a Venable
voltage (e.g., ground) to the bit line of such a memory cell during the next
programming pulse. If the bit line voltage was determined to be greater than
Viensel at step 520, the process continues at step 524. The sensed bit line voltage
from the fine level sensing at step 516 is compared to the final reference
potential Venser. 1f the sense amplifier for a bit line determines that the bit line
voltage is less than the final reference potential Vienseo, an intermediate voltage
Vs is applied to the bit line for the memory cell at step 526 for the next
programming iteration. If the sense amplifier determines that the bit line

voltage during fine level sensing is greater than the final reference potential
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Vense2 the sense amplifier causes Vinnivie t0 be applied to the bit line at step 528

for the next program iteration.

[0093] It is noted that steps 502 through 528 of Figure 19 can be repeated
for the number of verification operations that are needed to be performed in
accordance with the number of potential states of the memory device. In a four
state memory device that stores two bits of data the verification at step 362 can
include three iterations of the method of Figure 19. The coarse and fine
verification operations will be performed once at the state A verify levels, once
at the state B verify levels, and once at the state C verify levels. It is further
noted that the results of sensing at a particular state’s verify levels can be
ignored for those selected bit lines that are being programmed to a different

state than the one currently being verified.

[0094] Figure 20 depicts a portion of column control circuit 304 of Figure
8 that includes a sense amplifier. Each pair of bit lines (e.g. BLe and BLo) is
coupled to a sense amplifier 600. The sense amplifier is connected to three
data latches: first data latch 602, second data latch 604 and third data latch 606.
Each of the three data latches is capable of storing one bit of data. The sense
amplifier senses the potential level of the selected bit line during read or verify
operations, stores the sensed data in a binary manner, and controls the bit line
voltage during the program operation. The sense amplifier is selectively
connected to the selected bit line by selecting one of signals of "evenBL" and
"oddBL." Data latches 602, 604 and 606 are coupled to I/O lines 603 to output
read data and to store program data. /O lines 608 are connected to data
input/output buffer 312 of Figure 8. Data latches 602, 604 and 606 are also
coupled to status line(s) 610 to receive and send status information. In one
embodiment, there is a sense amplifier, first data latch 602, second data latch
604 and third data latch 606 for each pair (even and odd) of bit lines. In
addition to storing read data and program data, the data latches can store the

results of sensing in order to provide an enable voltage, inhibit voltage, or
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intermediate voltage to a bit line in accordance with the sensed state of the
storage clement relative to its target state, including coarse verify levels and
final verify levels. In one embodiment that stores 2 bits of data, two data
latches can be used to store the data to be programmed into a memory cell and
the remaining data latch used to store an indication of whether a cell is
currently in a fine programming phase or coarse programming phase. Sense
amplifier 600 can receive the different values of the reference potential to be
used during the comparisons for the coarse level verify operation (Vsense) and
the fine level verify operation (Vsense2). The appropriate comparison level can

be selected based on the data stored in the remaining data latch.

[0095] The foregoing detailed description has been presented for purposes
of illustration and description. It is not intended to be exhaustive or to limit the
invention to the precise form disclosed. Many modifications and variations are
possible in light of the above teaching. The described embodiments were
chosen in order to best explain the principles of the invention and its practical
application to thereby enable others skilled in the art to best utilize the invention
in various embodiments and with various modifications as are suited to the
particular use contemplated. It is intended that the scope of the invention be

defined by the claims appended hereto.
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What is claimed is:
L. A method of programming non-volatile memory, comprising:

applying one or more programming pulses to a set of non-volatile
storage elements to program one or more storage clements of the set to a
particular state;

after applying each programming pulse, verifying programming of the
one or more storage elements to an intermediate verify level corresponding to
the particular state by applying a first voltage to the set of storage elements and
comparing a bit line voltage of each of the one or more storage elements to a
first reference potential;

after applying each programming pulse, verifying programming of the
one or more storage elements to a final verify level corresponding to the
particular state by applying a second voltage to the set of storage elements and
comparing the bit line voltage of each of the one or more storage elements to a
second reference potential, the second reference potential compensating for a
decrease in the bit line voltage of each of the one or more storage elements

resulting from the verifying programming to the intermediate verify level.

2. The method of claim 1, wherein:

the second reference potential is provided at a level to compensate for a
decrease in the bit line voltage of each of the one or more storage elements
resulting from the verifying programming to the intermediate verify level when

the one or more storage elements are at or above the intermediate verify level.

3. The method of claim 1, wherein the second reference potential is
less than the first reference potential by an amount substantially equal to an

amount a bit line of the one or more non-volatile storage elements will
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discharge when the first voltage is applied and the one or more storage elements

are at or above the intermediate verify level.

4, The method of claim 1, wherein the second reference potential is
less than the first reference potential by an amount substantially equal to an
amount of bit line discharge for a storage element at or above the intermediate

verify level when the first voltage is applied.

5. The method of claim 1, further comprising:

pre-charging a set of bit lines in communication with the one or more
storage elements after applying each programming pulse and prior to verifying
programming to the intermediate verify level;

wherein verifying programming to the intermediate verify level
includes:

opening a set of select gates in communication with the set of bit lines
and the one or more storage elements,

sensing the bit line voltage of each of the one or more storage elements a
predetermined amount of time following opening the set of select gates; and

wherein verifying programming to the final verify level includes:

sensing the bit line voltage of each of the one or more storage

clements a different predetermined amount of time following opening the set of

select gates.

6. The method of claim 5, wherein:
the set of non-volatile storage elements is in communication with a first
word line; and

the set of bit lines includes every other bit line in a group of bit lines.

7. The method of claim 1, further comprising:
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pre-charging a set of bit lines in communication with the one or more
storage elements after applying each programming pulse and prior to verifying
programming to the intermediate verify level;

wherein verifying programming to the final verify level does not include
pre-charging the set of bit lines after verifying programming to the intermediate

verify level.

8. The method of claim 7, wherein:

the set of bit lines includes every other bit line in a group of bit lines.

9. The method of claim 1, further comprising:

applying one or more additional programming pulses to the set to
program one or more different storage elements of the set to a different state;
and

after applying each additional programming pulse, verifying
programming of the one or more storage elements to a different final verify
level corresponding to the different state, the different final verify level is
higher than the intermediate verify level and the final verify level for the

particular state.

10. The method of claim 1, wherein:

the intermediate verify level is a coarse verify voltage.

11. A non-volatile memory system, comprising:

a set of non-volatile storage elements;

managing circuitry in communication with the set of storage elements,
the managing circuitry applies one or more programming pulses to the set to
program one or more storage elements of the set to a particular state;

after applying each programming pulse, the managing circuitry verifies

programming of the one or more storage elements to an intermediate verify
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level corresponding to the particular state by applying a first voltage to the set
of storage elements and comparing a bit line voltage of each of the one or more
storage elements to a first reference potential;

after applying each programming pulse, the managing circuitry verifies
programming of the one or more storage elements to a final verify level
corresponding to the particular state by applying a second voltage to the set of
storage elements and comparing the bit line voltage of each of the one or more
storage elements to a second reference potential, the second reference potential
compensating for a decrease in the bit line voltage of each of the one or more
storage elements resulting from the verifying programming to the intermediate

verify level.

12.  The non-volatile memory system of claim 11, wherein:

the managing circuitry provides the second reference potential at a level
to compensate for a decrease in the bit line voltage of each of the one or more
storage elements resulting from the verifying programming to the intermediate
verify level when the one or more storage elements are at or above the

intermediate verify level.

13.  The non-volatile memory system of claim 11, wherein the
second reference potential is less than the first reference potential by an amount
substantially equal to an amount a bit line of the one or more non-volatile
storage elements will discharge when the first voltage is applied and the one or

more storage elements are at or above the intermediate verify level.

14.  The non-volatile memory system of claim 11, wherein the
second reference potential is less than the first reference potential by an amount
substantially equal to an amount of bit line discharge for a storage element at or

above the intermediate verify level when the first voltage is applied.



WO 2009/006513 PCT/US2008/068988

47-

15.  The non-volatile memory system of claim 11, further
comprising:

a set of bit lines in communication with the one or more storage
elements and the managing circuitry; and

a set of select gates in communication with the set of bit lines and the
one or more storage elements;

wherein the managing circuitry pre-charges the set of bit lines after
applying each programming pulse and prior to verifying programming to the
intermediate verify level,;

wherein the managing circuitry verifies programming to the intermediate
verify level by opening the set of select gates, sensing the bit line voltage of
each of the one or more storage elements a predetermined amount of time
following opening of the set of select gates; and

wherein the managing circuitry verifies programming to the final verify
level by sensing the bit line voltage of each of the one or more storage elements
a different predetermined amount of time following opening of the set of select

gates.

16.  The non-volatile memory system of claim 15, further
comprising:

a first word line in communication with the set of non-volatile storage
elements; and

wherein the set of bit lines includes every other bit line in a group of bit

lines.

17.  The non-volatile memory system of claim 11, further
comprising:
a set of bit lines in communication with the one or more storage

clements;
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wherein the managing circuitry pre-charges the set of bit lines after
applying each programming pulse and prior to verifying programming to the
intermediate verify level;

wherein the managing circuitry does not pre-charge the set of bit lines
after verifying programming to the intermediate verify level in order to verify

programming to the final verify level.

18.  The non-volatile memory system of claim 17, wherein:

the set of bit lines includes every other bit line in a group of bit lines.

19.  The non-volatile memory system of claim 11, wherein:
the set of non-volatile storage elements is a set of NAND flash memory

cells.

20.  The non-volatile memory system of claim 11, wherein:

the intermediate verify level is a coarse verify voltage.
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