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APPARATUS AND METHOD TO REDUCE AN 
AMOUNT OF COORDINATE DATA 

REPRESENTING AN OBJECT TAKEN BY AN 
IMAGING DEVICE IN A THREE 

DIMENSIONAL SPACE 

are mapped from each of the plurality of reference line 
segments on the plurality of reference images . 
10006 ] The object and advantages of the invention will be 
realized and attained by means of the elements and combi 
nations particularly pointed out in the claims . 
10007 ] It is to be understood that both the foregoing 
general description and the following detailed description 
are exemplary and explanatory and are not restrictive of the 
invention . 

CROSS - REFERENCE TO RELATED 
APPLICATION 

[ 0001 ] This application is based upon and claims the 
benefit of priority of the prior Japanese Patent Application 
No . 2017 - 249425 , filed on Dec . 26 , 2017 , the entire contents 
of which are incorporated herein by reference . 

FIELD 
[ 0002 ] The embodiment discussed herein is related to 
apparatus and method to reduce an amount of coordinate 
data representing an object taken by an imaging device in a 
three dimensional space . 

BACKGROUND 
[ 0003 ] Recently , the technique referred to as VisualHull is 
used to reconstruct the three dimensional shape of an object 
included in a multi - viewpoint video from a silhouette image 
of the object . According to the VisualHull , cross multiply of 
a plurality of silhouette cones from multiple viewpoints is 
recognized as the three dimensional shape of the object . 
10004 ] The technique of transmitting drawing differential 
information from a server to a client , the technique of 
constructing a three dimensional image from a plurality of 
two - dimensional images , and the technique of performing 
matching between a plurality of images to reconstruct three 
dimensional information have been known ( For example , 
refer to Japanese Laid - open Patent Publication Nos . 2006 
236334 and 2000 - 331160 , and Japanese National Publica 
tion of International Patent Application No . 11 - 512856 ) . 

BRIEF DESCRIPTION OF DRAWINGS 
[ 0008 ] FIG . 1 is a view illustrating epipolar geometry ; 
[ 0009 ] FIG . 2 is a view illustrating a search range of line 
segment search ; 
[ 0010 ] FIG . 3 is a view illustrating visual cone of an 
object ; 
[ 0011 ] FIG . 4 is a view illustrating silhouette cones when 
viewed from multiple viewpoints ; 
[ 0012 ] FIG . 5 is a view illustrating overlap determination 
processing ; 
[ 0013 ] FIG . 6 is a view illustrating mask images ; 
[ 0014 ] FIG . 7 is a view illustrating the overlap determi 
nation processing of five line segments ; 
[ 0015 ] FIG . 8 is a view illustrating a functional configu 
ration of a three dimensional shape construction unit ; 
[ 0016 ] FIG . 9 is a view illustrating a hardware configu 
ration of the three dimensional shape construction unit ; 
[ 0017 ] FIG . 10 is a view illustrating a functional configu 
ration of an information processing apparatus ; 
[ 0018 ] FIG . 11 is a flow chart illustrating image process 
ing ; 
[ 0019 ] FIG . 12 is a view illustrating line segment end 
coordinates in conventional line segment search processing ; 
[ 0020 ] FIG . 13 is a view illustrating line segment end 
coordinates of line segment search processing according to 
the embodiment ; 
10021 ] FIGS . 14A and 14B are views illustrating a method 
of selecting the line segment end coordinates ; 
[ 0022 ] FIG . 15 is a view illustrating a method of deter 
mining a sign ; 
[ 0023 ] FIG . 16 is a view of overlap determination pro 
cessing in the case where a plurality of line segments are 
searched from each reference image ; 
[ 0024 ] FIG . 17 is a functional configuration view illus 
trating a specific example of an information processing 
apparatus ; 
[ 0025 ] FIG . 18 is a flow chart of VisualHull processing ; 
[ 0026 ] FIG . 19 is a flow chart of epipolar line information 
generation processing and line segment search processing ; 
[ 0027 ] FIG . 20 is a flow chart of endpoint search process 
ing using an X coordinate as a base coordinate ; 
[ 0028 ] FIG . 21 is a flow chart of endpoint search process 
ing using a Y coordinate as the base coordinate ; 
[ 0029 ] FIG . 22 is a flow chart of overlap determination 
processing ; 

[ 0030 ] FIG . 23A is a flow chart ( 1 ) of the overlap deter 
mination core processing ; 
[ 0031 ] FIG . 23B is a flow chart ( 2 ) of the overlap deter 
mination core processing ; 
[ 0032 ] FIG . 24 is a flow chart of parallel VisualHull 
processing ; 
( 0033 ] FIG . 25 is a view illustrating a search result of line 
segment search processing ; 

SUMMARY 
[ 0005 ] According to an aspect of the embodiments , an 
apparatus obtains a second straight line by mapping a first 
straight line that passes a projection center of a target image 
taken by a first imaging device in a three dimensional space 
and a point representing an object in a projection plane of the 
first imaging device , onto each of a plurality of reference 
images respectively taken by a plurality of second imaging 
devices , and generates a reference line - segment representing 
an existing range of the object on the second straight line for 
each of the plurality of reference images . The apparatus 
transforms , for each of the plurality of reference line 
segments respectively generated on the plurality of reference 
images , a coordinate value of a first endpoint of the refer 
ence line - segment into a difference between a coordinate 
value of the first end point and a coordinate value of a second 
endpoint of the reference line - segment , and stores the coor 
dinate value of the second endpoint and the difference in the 
memory . The apparatus restores the coordinate value of the 
first endpoint from the coordinate value of the second 
endpoint and the difference stored in the memory , maps the 
coordinate value of the second endpoint and the restored 
coordinate value of the first endpoint , onto a depth - direction 
line that is perpendicular to the projection plane of the first 
imaging device , and determines overlap of a plurality of 
line - segments on the depth - direction line whose endpoints 
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[ 0034 ] FIGS . 26A and 26B are views illustrating a storage 
area for storing the search result ; 
[ 0035 ] FIG . 27 is a view illustrating free multi - viewpoint 
video generation processing ; 
[ 0036 ] FIG . 28 is a view illustrating free viewpoint 
images ; 
[ 0037 ] FIG . 29 is a view illustrating a functional configu 
ration of a free multi - viewpoint video device ; 
[ 0038 ] FIG . 30 is a flow chart of foreground separation 
processing ; 
[ 0039 ] FIG . 31 is a flow chart of VisualHull processing 
executed by a VisualHull unit ; 
[ 0040 ] FIG . 32 is a flow chart of rendering processing ; 
[ 0041 ] FIG . 33 is a hardware configuration view of an 
information processing apparatus ; 
[ 0042 ] FIG . 34 is a view illustrating a local memory ; 
10043 ] FIG . 35 is a first configuration view of an arith 
metic unit ; and 
[ 0044 ] FIG . 36 is a second configuration view of the 
arithmetic unit . 

DESCRIPTION OF EMBODIMENTS 
[ 0045 ] In VisualHull , to confirm whether or not a point 
( silhouette ) acquired by projecting an object in a three 
dimensional space onto an image taken by a camera exists 
on an epipolar line , line - segment search for searching a line 
segment representing an existing range of the object ( inter 
section search ) is performed . Then , coordinate values of a 
plurality of line segments searched on the image taken by 
each of a plurality of cameras are stored in a memory , and 
the coordinate values of the line segments are used to 
determine overlap of the plurality of line segments in the 
three dimensional space . However , when the number of line 
segments searched in line - segment search increases , an 
overhead of memory access becomes large . 
[ 0046 ] Such problem occurs when the line segments on 
the epipolar line are searched in VisualHull , as well as when 
the line segment representing the object existing range is 
generated in an image taken with an imaging device by any 
other method . 
[ 0047 ] It is preferable to reduce the amount of coordinate 
data on the line segment representing the object existing 
range in the image taken by the imaging device . 
10048 ] An embodiment will be described below in detail 
with reference to figures . 
[ 0049 ] FIG . 1 illustrates an example of epipolar geometry . 
The epipolar geometry is a geometry for reconstructing three 
dimensional depth information from two images of different 
viewpoints . Out of two cameras , a base camera is defined as 
the L camera , and a reference camera is defined as a R 
camera . A projection center OL of the L camera corresponds 
to the viewpoint of the L camera , and the projection center 
OR of the R camera corresponds to the viewpoint of the R 
camera . A point eL acquired by projecting the projection 
center OR onto a projection plane 101 of the L camera , and 
a point eR acquired by projecting the projection center OL 
onto a projection plane 102 of the R camera each are referred 
to as an epipole . 
[ 0050 ] An epipolar line 112 is derived by projecting a 
straight line 111 that passes the projection center OL and a 
point XL acquired by projecting a point X in a three 
dimensional space on the projection plane 101 , onto the 
projection plane 102 . The point X on the straight line 111 is 
projected onto a point XR on the epipolar line 112 , and the 

point X1 to point X3 on the straight line 111 are also 
projected onto the epipolar line 112 . On the projection plane 
101 , the straight line 111 is projected onto the point XL . 
[ 0051 ] One of the L camera and the R camera may view 
the other camera , the projection center OR of the R camera 
is projected onto the epipole eL , and the projection center 
OL of the L camera is projected onto the epipole eR . 
Accordingly , the epipole el and the epipole eR exist on a 
straight line 113 that passes the projection center OL and the 
projection center OR in the three dimensional space . 
[ 0052 ] The epipolar line 112 is uniquely determined 
depending on the position of the point X in the three 
dimensional space , and all epipolar lines respectively cor 
responding to a plurality of points in the three dimensional 
space pass the epipole eR . In other words , all straight lines 
passing the epipole er on the projection plane 102 are 
epipolar lines . An epipolar plane 103 is a plane including the 
projection center OL , the projection center OR , and the point 
X , and an intersection line of the epipolar plane 103 and the 
projection plane 102 matches the epipolar line 112 . 
[ 0053 ] In the case where the positional relation between 
the L camera and the R camera is known , following epipolar 
restrictions hold . 
[ 0054 ] ( 1 ) When the point XL acquired by projecting the 
point X onto the projection plane 101 is given , the epipolar 
line 112 on the projection plane 102 is defined . 
[ 0055 ] ( 2 ) The point XR acquired by projecting the point 
X onto the projection plane 102 exists somewhere on the 
epipolar line 112 . 
[ 0056 ] Accordingly , if the L camera and the R camera 
capture the same point X , the point X is necessarily pro 
jected onto the epipolar lines of both the L camera and the 
R camera . On the contrary , if the point X is not projected 
onto the epipolar lines , the cameras do not capture the same 
point X . In other words , the epipolar lines are not correctly 
associated with each other . A position of the projection plane 
of one camera onto which the point X viewed from the other 
camera is projected may be found by searching the epipolar 
lines . If the epipolar lines are correctly associated with each 
other and the positions of the point XL and the point XR are 
known , the position of the point X in the three dimensional 
space may be determined by trigonometry . 
[ 0057 ] In VisualHull , to confirm whether or not a point of 
the projection plane 102 , onto which an object in the three 
dimensional space is projected , exists on the epipolar line 
112 , line - segment search is performed . In this case , a search 
range for the object on the straight line 111 is set , and the 
search range is projected onto the epipolar line 112 to 
determine the search range of line segment search . The 
search range for the object on the straight line 111 may be 
a range in which the object physically exists or a narrower 
range . 
[ 0058 ] FIG . 2 illustrates an example of the search range of 
line - segment search on the epipolar line 112 . zNearR is a 
point acquired by projecting a nearest point to the projection 
center OL in the search range for the object on the straight 
line 111 onto the projection plane 102 . zFarR is a point 
acquired by projecting a farthest point from the projection 
center OL onto the projection plane 102 . Accordingly , 
zNearR is a nearest point to the epipole eR among points 
acquired by projecting the search range for the object on the 
straight line 111 onto the projection plane 102 , and zFarR is 
a farthest point from the epipole eR among the points 
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acquired by projecting the search range for the object on the 
straight line 111 onto the projection plane 102 . 
[ 0059 ] Meanwhile , a window corresponding to a field of 
view of the R camera is set on the projection plane 102 . Out 
of two intersections of the epipolar line 112 and an edge of 
the window on the projection plane 102 , BNear is a nearer 
point to the epipole eR , and BFar is a further point from the 
epipole eR . 
[ 0060 ] For example , a range from Max ( zNearR , BNear ) 
to Min ( zFarR , BFar ) is set as the search range of line 
segment search on the epipolar line 112 . Out of zNearR and 
BNear , Max ( zNearR , BNear ) is a further point from the 
epipole eR , and out of zFarR and BFar , Min ( zFarR , BFar ) 
is a nearer point to the epipole eR . 
[ 0061 ] FIG . 3 illustrates an example of a silhouette cone of 
an object . A silhouette 301 and a silhouette 302 represent 
respective regions in which two objects in the three dimen 
sional space are projected onto the projection plane 102 . A 
line segment 311 is a portion of the epipolar line 112 
included in the silhouette 301 , and a line segment 312 is a 
portion of the epipolar line 112 included in the silhouette 
302 . Using the projection center OR as a reference , the line 
segment 311 is projected onto the three dimensional space to 
derive a silhouette cone 321 , and the line segment 312 is 
projected onto the three dimensional space to derive a 
silhouette cone 322 . 
[ 0062 ] According to the VisualHull , the three dimensional 
shape of the object is generated by using a plurality of 
silhouette cones derived when the object is viewed from a 
plurality of reference cameras ( R camera ) . Thus , line seg 
ment search is performed in the image taken by each of the 
reference cameras , thereby searching for a line segment 
representing an overlapping range of the silhouette and the 
epipolar line . 
[ 0063 ] Out of two endpoints of the line segment searched 
for , the nearer endpoint to the epipole eR is a candidate for 
the position of a front surface of the object viewed from the 
base camera ( L camera ) , the further endpoint from the 
epipole eR is a candidate for the position of a back face of 
the object . Out of two points acquired by projecting the two 
endpoints of each line segment onto the straight line 111 in 
FIG . 1 , the nearer point to the projection center OL repre 
sents the position of the surface viewed from the projection 
center OL . 
[ 0064 ] FIG . 4 illustrates an example of silhouette cones 
viewed from multiple viewpoints . First , among a plurality of 
cameras corresponding to the plurality of viewpoints , one 
camera is designated as the base camera , and the other 
cameras are designated as the reference cameras . 
[ 0065 ] Next , for each point ( pixel ) included in the silhou 
ette in the window of the base camera , a plurality of 
silhouette cones derived when an object 401 is viewed from 
the plurality of reference cameras are found to identify the 
position of the front surface of the object , which corresponds 
to the concerned pixel . Then , by sequentially designating the 
cameras as the base camera , the position of the front surface 
of the object viewed from a plurality of viewpoints may be 
identified , such that the three dimensional shape of the 
object is extracted . 
[ 0066 ] In identifying the position of the front surface of 
the object , which corresponds to each pixel in the window 
of the base camera , the overlap of a plurality of line 
segments searched in the respective windows of the plurality 

of reference cameras is determined in a depth direction 
which is a direction perpendicular to the projection plane 
101 of the L camera . 
[ 0067 ] FIG . 5 illustrates an example of overlap determi 
nation processing of the plurality of line segments . In this 
example , M + 1 ( M is an integer of 1 or more ) reference 
cameras are used , and a reference image RGi ( i = 0 to M ) 
refers to an image taken by ith reference camera . A z - axis 
represents a straight line in the depth direction , which passes 
a target pixel in a target image taken by the base camera , and 
is orthogonal to the projection plane of the base camera . A 
coordinate value of a z - coordinate becomes larger as it 
separates from the viewpoint of the base camera . 
[ 0068 ] A line segment 501 - i is a line segment acquired by 
projecting the line segment searched on the epipolar line , 
which is acquired by projecting the straight line 111 in FIG . 
1 onto the reference image RGi , onto the z - axis . A range 502 
in which the line segment 501 - 0 to the 501 - M overlap each 
other on the z - axis is determined as an existing range of the 
object in the three dimensional space . However , in the case 
where the object exists outside the field of view of any 
reference camera , the reference image taken by the reference 
camera is not subjected to the overlap determination pro 
cessing . 
[ 0069 ] FIG . 6 illustrates an example of a mask image 
generated from the reference image RGi . A mask image 
601 - i is generated by extracting an object region in which an 
object is imaged , from the reference image Ri , and setting 
pixel values that distinguish the object region from the other 
background region . Then , endpoints of the line segment that 
represents the object - existing range are found by searching 
the epipolar line 602 - i in the reference image RGi for 
intersections of the boundary of the object region included 
in the mask image 601 - i and an epipolar line 602 - i . 
[ 0070 ] For example , ( x1 , yl ) and ( x2 , y2 ) are coordinate 
values of the endpoints of the line segment found from the 
mask image 601 - 0 and the epipolar line 602 - 0 . ( x3 , y3 ) and 
( x4 , y4 ) are coordinate values of the endpoints of the line 
segment found from the mask image 601 - 1 and the epipolar 
line 602 - 1 . ( X5 , y5 ) and ( x6 , y6 ) are coordinate values of the 
endpoints of the line segment found from the mask image 
601 - 2 and the epipolar line 602 - 2 . 
[ 0071 ] FIG . 7 illustrates an example of the overlap deter 
mination processing of five line - segments generated from 
the reference images RGO to RG4 . The five line segments 
acquired by projecting these line - segments onto the z - axis 
overlap each other in a range 701 and thus , the range 701 is 
determined as the object existing range in the three dimen 
sional space . 
[ 0072 ] FIG . 8 illustrates an example of a functional con 
figuration of a three dimensional shape construction unit for 
finding the three dimensional shape of the object by Visu 
alHull . A three dimensional shape construction unit 801 in 
FIG . 8 includes a line segment search unit 811 , an overlap 
determination unit 812 , and a storage unit 813 . 
10073 ] The line segment search unit 811 executes line 
segment search processing of searching the line - segment on 
the epipolar line by using the mask image generated from 
each reference image and epipolar line information indicat 
ing the epipolar line in each reference image . Then , the line 
segment search unit 811 stores coordinate values of the 
endpoints of the searched line - segment ( line - segment end 
coordinate values ) in the storage unit 813 . The overlap 
determination unit 812 reads the line - segment end coordi 
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nate values from the storage unit 813 , and executes the 
overlap determination processing to find the object existing 
range on the z - axis . Then , the overlap determination unit 812 
outputs distance information indicating the z - coordinate 
values of the found existing range . 
[ 0074 ] However , with the configuration of the three 
dimensional shape construction unit 801 in FIG . 8 , in the 
case where a lot of line segments are subjected to the overlap 
determination processing , performances of writing and read 
ing of the line - segment end coordinate values may be 
lowered . 
[ 0075 ] FIG . 9 illustrates an example of a hardware con 
figuration of the three dimensional shape construction unit 
801 in FIG . 8 . The three dimensional shape construction unit 
801 in FIG . 9 includes an arithmetic circuit 901 , a local 
memory 902 , and an off - chip memory 903 . The arithmetic 
circuit 901 operates as the line segment search unit 811 and 
the overlap determination unit 812 , and executes the line 
segment search processing and the overlap determination 
processing . 
[ 0076 ] The local memory 902 and the off - chip memory 
903 are used as the storage unit 813 , and store the line 
segment end coordinate values . The local memory 902 is a 
memory having a small size and a small latency , such as a 
shared memory or a cache memory . On the contrary , the 
off - chip memory 903 is a memory having a large size and a 
large latency . 

[ 0077 ] In the case where a lot of line segments are 
searched in the line - segment search processing and thus it is 
impossible to store all of the line - segment end coordinates 
into the local memory 902 , the line - segment end coordinate 
values are also stored in the off - chip memory 903 . In this 
case , a load time taken to load the line - segment end coor 
dinate values from the off - chip memory 903 into the local 
memory 902 is extended , thereby increasing overheads of 
reading / writing with respect to the off - chip memory 903 . 
[ 0078 ] For example , in the overlap determination process 
ing , the line - segment end coordinate values in each refer 
ence image are transformed into a coordinate system in the 
three dimensional space common to all the reference images . 
Then , the transformed z - coordinate values of all the line 
segments are subjected to sort processing or comparison 
processing , thereby settling the positional relation among 
the line segments to determine the overlap of the line 
segments . In this case , since data transfer often occurs 
between processing steps using a work area , the arithmetic 
circuit 901 frequently accesses the local memory 902 . 
10079 ] . Thus , data may be read from the off - chip memory 
903 once and cached into the local memory 902 , and 
high - frequency access may be made within the local 
memory 902 , thereby making the overlap determination 
processing more efficient . However , if all of the data under 
processing is not be stored in the local memory 902 , 
overheads of reading data from the off - chip memory 903 
becomes large . 
10080 ] In addition , a bottleneck may be generated by the 
access from a plurality of threads running in the arithmetic 
circuit 901 in parallel to the local memory 902 or the 
off - chip memory 903 . 
[ 0081 ] Since the line - segment search processing and the 
overlap determination processing according to VisualHull 
may be executed at high parallelism , one arithmetic step 

processing time ) in the line - segment search processing and 
one arithmetic step in the overlap determination processing 
each are short . 
10082 ] . The line - segment search processing may be indi 
vidually executed for each silhouette pixel included in the 
mask image of each reference image and further , for each 
reference image . For example , in the case where an object is 
imaged with 21 reference cameras each having a resolution 
of 5K ( 5120x3840 ) , and 30 % of each reference image is 
silhouette , a maximum degree of parallelism PS of the 
line - segment search processing is calculated by a following 
equation . 

PS = 5120x3840x0 . 3x21 = 123863040 ( 1 ) 
[ 0083 ] However , actually , the line - segment search pro 
cessing for each reference image is sequentially executed , 
and is restricted by the allowable number of simultaneous 
calculations of the arithmetic circuit 901 . Thus , the active 
degree of parallelism may be about a few thousands . 
[ 0084 ] The overlap determination processing may be indi 
vidually executed for each silhouette pixel included in the 
mask image of the target image . For example , in the case 
where 30 % of the target image having a resolution of 5K , a 
maximum degree of parallelism PD of the overlap determi 
nation processing is calculated by a following equation . 

PD = 5120x3840x0 . 3 = 5898240 ( 2 ) 
[ 0085 ] However , actually , since the processing is 
restricted by the allowable number of simultaneous calcu 
lations of the arithmetic circuit 901 , the active degree of 
parallelism may be about a few thousands . 
[ 0086 ] As described above , in the line - segment search 
processing or the overlap determination processing , a few 
thousands of threads running in the arithmetic circuit 901 in 
parallel access the local memory 902 or the off - chip memory 
903 . For this reason , the number of line segments to be 
searched increases in proportion to the number of threads 
running in parallel . As a result , a performance limit of a 
memory access mechanism as hardware may cause a bottle 
neck . 
[ 0087 ] In order to reduce the overheads of reading / writing 
with respect to the off - chip memory 903 and suppress the 
bottleneck in memory access , it is effective to reduce the 
data amount of the line - segment end coordinate values , and 
contain the line - segment end coordinate values within the 
local memory 902 as much as possible . 
[ 0088 ] FIG . 10 illustrates an example of a functional 
configuration of an information processing apparatus 
according to an embodiment . An information processing 
apparatus 1001 in FIG . 10 includes a generation unit 1011 , 
a transformation unit 1012 , a storage unit 1013 , a recon 
struction unit 1014 , and a determination unit 1015 . 
[ 0089 ] FIG . 11 is a flowchart illustrating an example of 
image processing executed by the information processing 
apparatus 1001 in FIG . 10 . First , the generation unit 1011 
generates a line segment representing the object existing 
range on a second straight line on which a first straight line 
that passes a projection center of a base imaging device in 
the three dimensional space and a point representing the 
object in a projection plane of the base imaging device is 
mapped onto each of a plurality of reference images respec 
tively taken by a plurality of reference imaging devices other 
than the base imaging device ( Step 1101 ) . The plurality of 
reference images are respectively taken by reference imag 
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dinate values of the four endpoints is 40 bits , which is 
significantly smaller than the amount of data of the line 
segment end coordinate values in FIG . 12 . 
[ 0098 ] As described above , out of the x - coordinate value 
and the y - coordinate value of each endpoint , only one 
coordinate value is stored in the storage unit 1013 to cut the 
data amount of the line - segment end coordinate values by 
half . Further , the line - segment end coordinate values are 
transformed into the difference between the line - segment 
end coordinate value and a coordinate value of another 
endpoint to reduce an amount of the line - segment end 
coordinate values , thereby further compressing the data 
amount of the line - segment end coordinate values . This may 
reduce a storage area of the storage unit 1013 for storing the 
line - segment end coordinate values as well as an amount of 
memory access to the storage unit 1013 . 
[ 0099 ] FIGS . 14A and 14B illustrate an example of a 
method of selecting the line - segment end coordinate values 
stored in the storage unit 1013 . In the case where points in 
the reference image are described in an xy - coordinate sys 
tem , an equation of the epipolar line is a following equation . 

y = a * x + b ( 4 ) 

ing devices other than the base imaging device having the 
above - mentioned projection center and the above - men 
tioned projection plane . 
[ 0090 ] For each of the plurality of line segments generated 
from the plurality of reference images , the transformation 
unit 1012 transforms coordinate values of one endpoint of 
the line segment in the reference image into a difference 
between the coordinate values of the one endpoint and 
coordinate values of the other endpoint ( Step 1102 ) . Then , 
storage unit 1013 stores the coordinate values of the other 
endpoint and the difference . 
10091 ] The reconstruction unit 1014 reconstructs coordi 
nate values of the one endpoint from the coordinate values 
of the other endpoint and the difference , which are stored in 
the storage unit ( Step 1103 ) . The determination unit 1015 
determines the overlap of the plurality of line segments in 
the depth direction of the projection plane of the base 
imaging device , based on a result of mapping of the coor 
dinate values of the other endpoint and the coordinate values 
of the one endpoint , which are reconstructed by the recon 
struction unit , onto a line in the depth direction of the 
projection plane ( Step 1104 ) . 
[ 0092 ] The information processing apparatus 1001 in FIG . 
10 may reduce the amount of coordinate data on the line 
segments representing the object existing range in the 
images taken by the reference imaging devices . 
[ 0093 ] The base imaging device having the projection 
center and the projection plane corresponds to the base 
camera , the plurality of reference imaging devices for taking 
the plurality of reference images correspond to the plurality 
of reference cameras . 
[ 0094 ] FIG . 12 illustrates an example of line - segment end 
coordinate values in conventional line - segment search pro 
cessing . Among four endpoints including two endpoints of 
a line segment 1202 and two endpoints of a line segment 
1203 on an epipolar line 1201 , coordinate values of the nth 
( n = 1 to 4 ) endpoint are described as ( xn , yn ) . xn is a 
horizontal coordinate value of the reference image , and yn 
is a vertical coordinate value of the reference image . xn and 
yn each are expressed as 32 bits of floating - point type 
variable fp32 , and are stored in a storage unit 1211 . Accord 
ingly , the data amount of the line - segment end coordinate 
values of the four endpoints is 256 bits . 
[ 0095 ] FIG . 13 illustrates an example of line - segment end 
coordinate values of the line - segment search processing 
according to the embodiment . In this example , out of an 
X - coordinate value and a y - coordinate value of each end 
point on the epipolar line 1201 , only the x - coordinate value 
is stored in the storage unit 1013 . When the overlap deter 
mination processing is executed , the y - coordinate value is 
calculated from the x - coordinate value stored in the storage 
unit 1013 by using an equation of the epipolar line 1201 . 
[ 009 ] Further , x - coordinate values except for X1 in x1 to 
x4 each are transformed into a difference dn ( n = 2 to 4 ) 
between the x - coordinate value and an x - coordinate value of 
another endpoint that exists at the lower left on the epipolar 
line 1201 . The difference dn is calculated by a following 
equation . 

[ 0100 ] In the equation ( 4 ) , a denotes an inclination of the 
epipolar line , and b denotes the y - coordinate of the inter 
section of the epipolar line and the y - axis . 
[ 0101 ] In the line - segment search processing , endpoints of 
the line segment that represents the silhouette are searched 
while moving the search point on the epipolar line . Thus , out 
of the x - coordinate and the y - coordinate , for example , a 
coordinate having a larger difference ( moving amount ) 
between coordinate values of two endpoints on the epipolar 
line may be selected as a coordinate ( base coordinate ) whose 
coordinate values are to be stored in the storage unit 1013 . 
Coordinate values based on the base coordinate are stored in 
the storage unit 1013 by using the integer variable . Which 
one of the two coordinates has a larger moving amount may 
be determined based on the value of the inclination of the 
epipolar line . 
[ 0102 ] Given that the base coordinate is a c - coordinate 
( c = x or y ) , cn that is the c - coordinate of the nth ( n > 1 ) 
endpoint searched on the epipolar line is transformed into 
the difference dn between cn and c ( n - 1 ) that is the c - coor 
dinate of n - 1th endpoint , and the transformed difference dn 
is stored in the storage unit 1013 . However , c1 that is the first 
c - coordinate is stored in the storage unit 1013 as it is . 
[ 0103 ] In the overlap determination processing , cn may be 
reconstructed using the reconstructed c ( n - 1 ) and dn stored 
in the storage unit 1013 , and coordinate values based on the 
other coordinate ( y or x ) other than the c - coordinate may be 
calculated by the equation ( 4 ) . In this case , the coordinate 
values thus calculated based on the other coordinate are 
expressed as the floating - point type variable . 
0104 ] FIG . 14A illustrates an example of an epipolar line 
in the case of 0 < a < 1 . In this case , the inclination a of the 
epipolar line 1401 falls within the range of O < a < 1 , the 
coordinate having a larger moving amount is the x - coordi 
nate , and a x - coordinate value of each of the searched 
endpoints is transformed into a coordinate difference . In the 
case where the x - coordinate value of an endpoint 1421 of a 
line segment 1411 is x ( n - 1 ) , and the x - coordinate value of 
an endpoint 1422 of a line segment 1412 is xn , xn is 
transformed into the difference dn by the equation ( 3 ) . 

dn = xn - x ( n - 1 ) 

[ 0097 ] xl is expressed as 16 bits of integer variable 
INT16 , and d2 to d4 each are expressed as 8 bits of integer 
variable INT8 , and are stored in the storage unit 1013 . 
Accordingly , the data amount of the line - segment end coor 
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( 5 ) 

[ 0105 ] FIG . 14B illustrates an example of the epipolar line 
in the case of 1 < a . In this case , since the inclination a of an 
epipolar line 1402 is larger than 1 , the coordinate having a 
larger moving amount is the y - coordinate , and the y - coor 
dinate value of each of the searched endpoints is trans 
formed into the coordinate difference . In the case where the 
y - coordinate value of an endpoint 1441 of a line segment 
1431 is y ( n - 1 ) , and the y - coordinate value of an endpoint 
1442 of a line segment 1432 is yn , yn is transformed into the 
difference dn by a following equation . 

dn = yn - y ( n - 1 ) 

[ 0106 ] An interval ( increment value ) of the base coordi 
nate at movement of the search point on the epipolar line is 
not necessarily 1 , and may be changed to a value less than 
1 so as to satisfy a desired accuracy . In this case , a prede 
termined resolution may be set to z - coordinate that repre 
sents the object existing range on the z - axis in FIG . 5 , and 
the set resolution may be used as the desired accuracy . 
[ 0107 ] For example , when the resolution is satisfied by 
incrementing the base coordinate by 1 , an integer value of 
the base coordinate is stored in the storage unit 1013 as it is . 
When the resolution is satisfied by incrementing the base 
coordinate by 0 . 5 , an integer value that is twice of the integer 
value of the base coordinate is stored in the storage unit 
1013 . When the resolution is satisfied by incrementing the 
base coordinate by 0 . 25 , an integer value that is four times 
of the integer value of the base coordinate is stored in the 
storage unit 1013 . 
[ 0108 ] By selecting the coordinate having a larger moving 
amount as the base coordinate , and storing a coordinate 
value based on the selected base coordinate as the integer 
value in the storage unit 1013 , when coordinate values based 
on the other coordinate are reconstructed by the equation ( 4 ) , 
a decimal whose increment value is less than the moving 
amount of the base coordinate may be used to represent the 
coordinate values based on the other coordinate . Accord 
ingly , in the case where the increment value of the base 
coordinate satisfies the desired accuracy , the reconstructed 
coordinate values based on the other coordinate also reliably 
satisfy the desired accuracy . 
[ 0109 ] However , in the case where adjusting the increment 
value of a coordinate having a smaller moving amount 
allows the other coordinate to satisfy the desired accuracy , 
the coordinate having the smaller moving amount may be 
selected as the base coordinate . 
[ 0110 ] The line - segment search processing is executed by 
setting a search start point and a search end point on the 
epipolar line , and moving the search point from the search 
start point to the search end point by a predetermined 
increment . For example , the search start point is set to a 
position that is nearer to the epipole than the search end 
point is . 
[ 0111 ] In this case , since the moving direction of the 
search point on the epipolar line is limited to one direction , 
the sign of the difference dn is uniform . Thus , an absolute 
value of the difference dn may be stored in the storage unit 
1013 , and in reconstructing coordinate values based on the 
base coordinate , a sign of the difference dn may be deter 
mined so as to match the sign of the coordinates ( xn , yn ) of 
the actual endpoint . 
[ 0112 ] The floating point number includes cardinal num 
ber and mantissa , and the accuracy of decimals varies 
depending on a value of the floating number . For this reason , 

in the case where a coordinate value based on the base 
coordinate is represented by the floating point number , the 
accuracy of representing decimals is improved by generating 
the difference between two coordinate values , but the objec 
tive to reduce the data amount is not necessarily satisfied . 
That is , omitting decimals does not enable change in the 
format of the floating - point type variable . In contrast , if the 
base coordinate uses an integer as a coordinate value , 
generating a difference between two coordinate values 
allows a value range for representing line segments to be 
reduced , thereby reducing the bit width of the integer 
variable . 
[ 0113 ] A bit width of the integer variable , which expresses 
each of a first base - coordinate value cl and the difference dn 
based on the base coordinate , is determined based on the 
base - coordinate value cl or the integer value of the differ 
ence dn . For example , a minimum bit width that may store 
the base - coordinate value cl or the integer value of the 
difference dn may be set as the bit width of the integer 
variable . The storage area of the storage unit 1013 may be 
minimized by determining the bit width of the integer values 
stored in the integer variable in this manner . 
[ 0114 ] For example , in the case where the base - coordinate 
values of a plurality of endpoints searched on the epipolar 
line are stored as INT16 or INT8 , whether each integer 
variable is INT16 or INT8 may be distinguished based on 
the first bit ( format bit ) . When the integer variable is INT16 , 
the first bit may be set at “ 1 ” , and when the integer variable 
is INT8 , the first bit may be set at " O " . When two endpoints 
are away from each other and the absolute value of the 
difference dn is large , INT16 is used , and when two end 
points are close to each other and the absolute value of the 
difference dn is small , INT8 is used . 
[ 0115 ] FIG . 15 illustrates an example of a method of 
determining the sign of the difference dn . The sign of the 
difference dn may be determined from the positional relation 
between the search start point and the search end point . In 
the case where the search point moves from the search start 
point to the search end point such that the coordinate value 
becomes larger ( positive direction ) , the sign is “ + ” , and in 
the case where the search point moves from the search start 
point to the search end point such that the coordinate value 
becomes smaller ( negative direction ) , the sign is “ _ ” . 
[ 0116 ] In the overlap determination processing , the sign 
determined according to the method in FIG . 15 may be 
added to the absolute value of dn read from the storage unit 
1013 to reconstruct dn , and dn may be added to recon 
structed c ( n - 1 ) to reconstruct cn . 
[ 0117 ] FIG . 16 illustrates an example of the overlap deter 
mination processing in the case where a plurality of line 
segments are searched from each of the reference images 
RGO to RG4 . When the front surface of an object is searched 
on the z - axis in the direction of an arrow 1601 , and the 
number of overlapping line - segments among the reference 
images RGO to RG4 at a position 1602 on the z - axis 
becomes a threshold value or more , the overlap determina 
tion processing may be finished . In this case , z - coordinate 
values of endpoints of line segments within a range 1603 
surrounded with a broken line are unnecessary . 
[ 0118 ] Since the operation amount of the difference opera 
tion of generating the difference dn based on the base 
coordinate is smaller than the operation amount of coordi 
nate transformation , the operational efficiency is higher 
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when the difference dn is stored in the storage unit 1013 than 
when the z - coordinate value is stored in the storage unit 
1013 . 
[ 0119 ] FIG . 17 illustrates an example of the information 
processing apparatus 1001 in FIG . 10 . The information 
processing apparatus 1001 in FIG . 17 includes the transfor 
mation unit 1012 , the storage unit 1013 , the reconstruction 
unit 1014 , the determination unit 1015 , a mapping informa 
tion generation unit 1701 , and a line segment search unit 
1702 , and executes the VisualHull processing of reconstruct 
ing the three dimensional shape of the object from a multi 
viewpoint video . The mapping information generation unit 
1701 and the line segment search unit 1702 correspond to 
the generation unit 1011 in FIG . 1 . 
[ 0120 ] In the VisualHull processing executed by the infor 
mation processing apparatus 1001 in FIG . 17 , following 
parameters are used . 
[ 0121 ] RID : Identification information for identifying the 
reference image taken by the reference camera 
[ 0122 ] Idx : Identification information for identifying the 
epipolar line in the reference image 
[ 0123 ] n : Identification information for identifying end 
points of the line segment searched on the epipolar line 
[ 0124 mask image of reference image [ RID ] : mask image 
generated from the reference image identified by RID 
[ 0125 ] mask image of target image : mask image generated 
from the target image taken by the base camera 
[ 0126 ] camera optical information [ RID ] : optical informa 
tion of the reference camera that takes the reference image 
identified by RID 
[ 0127 ] camera optical information ( target image ) : optical 
information of the base camera 
10128 ] camera positional information [ RIDI : positional 
information of the reference camera that takes the reference 
image identified by RID 
[ 0129 ] camera positional information ( target image ) : posi 
tional information of the base camera 
101301 mapping information M1 [ RID ) : transformation 
matrix of coordinate transformation for mapping a point in 
the three dimensional space onto the reference image iden 
tified by RID 
[ 0131 ] mapping information M2 [ RID ) : transformation 
matrix of coordinate transformation for mapping a point in 
the reference image identified by RID onto the straight line 
( z axis ) in the depth direction of the target image 
[ 0132 ] epipolar line information [ RID ] [ Idx ] : parameter ( a , 
b ) indicating the equation of the epipolar line identified by 
Idx in the reference image identified by RID 
[ 0133 ] c [ RID ] [ Idx ] [ n ] : in the reference image identified 
by RID , base - coordinate value ( c is X or Y ) of the nth 
endpoint searched on the epipolar line identified by Idx 
[ 0134 ] d [ RID ] [ Idx ] [ n ] : in the reference image identified 
by RID , the base - coordinate value of the nth endpoint 
searched on the epipolar line identified by Idx , or the integer 
value indicating the absolute value of the difference of the 
base - coordinate values of the endpoint 
[ 0135 ] fmt [ RID ] [ Idx ] [ n ] : in the reference image identified 
by RID , bit value of the format bit , which indicates the bit 
width of the integer variable of the n " endpoint searched on 
the epipolar line identified by Idx 
[ 0136 storage area [ RID ] [ Idx ) : in the reference image 
identified by RID , storage area that stores the integer value 
and the format bit of the endpoint searched on the epipolar 
line identified by Idx 

[ 0137 ] Z [ RID ] [ Idx ] [ n ] : in the reference image identified 
by RID , Z - coordinate acquired by mapping the nth endpoint 
searched on the epipolar line identified by Idx onto the z - axis 
of the target image 
[ 0138 ] distance information z : Z - coordinate of the front 
surface or the back surface of the object determined in the 
overlap determination processing 
[ 0139 ] Idx may be used as identification information for 
identifying the epipolar line in the reference image , as well 
as identification information for identifying a pixel in the 
object region in the mask image of the target image . 
[ 0140 ] The mapping information generation unit 1701 
uses the camera optical information [ RID ] , the camera opti 
cal information ( target image ) , the camera positional infor 
mation [ RID ) , and the camera positional information ( target 
image ) , to generate the mapping information M1 [ RID ] and 
the mapping information M2 [ RID ] . 
[ 0141 ] The line segment search unit 1702 uses the mask 
image of reference image [ RID ] , the mask image of the target 
image , and the mapping information M1 [ RID ] to generate 
the epipolar line information [ RID ] [ Idx ] , and executes the 
line segment search processing to find c [ RID ] [ Idx ] [ n ] . 
[ 0142 ] The transformation unit 1012 transforms c [ RIDI 
[ Idx ] [ n ] into d [ RID ] [ Idx ] [ n ] and fmt [ RID ] [ Idx ] [ n ] , and 
stores them in the storage area [ RID ] [ Idx ] of the storage unit 
1013 . At this time , the transformation unit 1012 determines 
the bit width of the integer variable that stores d [ RID ] Idx ] 
[ n ] , based on the value of d [ RID ] [ Idx ] [ n ] . For example , the 
minimum bit width for storing d [ RID ] [ Idx ] [ n ] is determined 
as the bit width of the integer variable . 
[ 0143 ] The reconstruction unit 1014 reads fmt [ RID ] [ Idx ] 
[ n ] and d [ RID ] [ Idx ] [ n ] of the bit width indicated by fmt 
[ RID ] [ Idx ] [ n ] from the storage area [ RID ] [ Idx ] of the storage 
unit 1013 . Then , the reconstruction unit 1014 reconstructs 
c [ RID ] [ Idx ] [ n ] from d [ RID ] [ Idx ] [ n ] , and uses the epipolar 
line information [ RID ] [ Idx ] and the mapping information 
M2 [ RID ] to find Z [ RID ] [ Idx ] [ n ] from c [ RID ] [ Idx ] [ n ] . 
[ 0144 ] The determination unit 1015 uses z [ RID ] [ Idx ] [ n ] 
to execute the overlap determination processing , and outputs 
the distance information z . 
[ 0145 ] FIG . 18 is a flowchart illustrating an example of the 
VisualHull processing executed by the information process 
ing apparatus 1001 in FIG . 17 . The VisualHull processing is 
applied to the multi - viewpoint images at one time , and in the 
case of the multi - viewpoint video , the VisualHull processing 
in FIG . 18 is repeatedly applied to the multi - viewpoint 
images at each time . ( x , y ) represents coordinate values of a 
processing target pixel ( mask pixel ) in the mask image of the 
target image . 
[ 0146 ] First , the line segment search unit 1702 sets an 
initial value 0 to y and Idx ( Step 1801 ) , and sets an initial 
value 0 to x ( Step 1802 ) . Then , the line segment search unit 
1702 acquires the pixel value of the mask pixel ( x , y ) from 
the mask image of the target image ( Step 1803 ) , and checks 
whether or not the pixel value of the mask pixel ( x , y ) is a 
pixel value FG indicating the object region ( Step 1804 ) . 
[ 0147 ] When the pixel value of the mask pixel ( x , y ) is not 
FG ( Step 1804 , NO ) , the line segment search unit 1702 
increments x by 1 ( Step 1811 ) , and compares x with the 
width of the target image ( Step 1812 ) . When x is smaller 
than the width of the target image ( Step 1812 , YES ) , the line 
segment search unit 1702 repeats the processing in Step 
1803 and subsequent steps . 
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[ 0148 ] On the contrary , when the pixel value of the mask 
pixel ( x , y ) is FG ( Step 1804 , YES ) , the line segment search 
unit 1702 sets an initial value 0 to RID ( Step 1805 ) . Then , 
the line segment search unit 1702 uses the mapping infor 
mation M1 [ RID ] to map a straight line that passes the 
viewpoint of the base camera and the mask pixel ( x , y ) onto 
the mask image of reference image [ RID ] , thereby generat 
ing the epipolar line information [ RID ] [ Idx ] ( Step 1806 ) . 
[ 01491 Next , the line segment search unit 1702 executes 
the line - segment search processing on the epipolar line 
indicated by the epipolar line information [ RID ] [ Idx ] ( Step 
1807 ) . Then , the line segment search unit 1702 increments 
RID by 1 ( Step 1808 ) , and compares RID with the number 
of reference images ( Step 1809 ) . When RID is smaller than 
the number of reference images ( Step 1809 , YES ) , the line 
segment search unit 1702 repeats the processing in Step 
1806 and subsequent steps . 
[ 0150 ] Then , when RID reaches the number of reference 
images ( Step 1809 , NO ) , the line segment search unit 1702 
increments Idx by 1 ( Step 1810 ) , and executes processing in 
Step 1811 and subsequent steps . 
[ 0151 ] When x reaches the width of the target image ( Step 
1812 , NO ) , the line segment search unit 1702 increments y 
by 1 ( Step 1813 ) , and compares x with the height of the 
target image ( Step 1814 ) . When y is smaller than the height 
of the target image ( Step 1814 , YES ) , the line segment 
search unit 1702 repeats the processing in Step 1802 and 
subsequent steps . 
[ 0152 ] When y reaches the height of the target image ( Step 
1814 , NO ) , the determination unit 1015 sets Idx to a variable 
NFG indicating the number of pixels of the object region in 
the mask image of the target image ( Step 1815 ) . Then , the 
determination unit 1015 sets an initial value 0 to Idx ( Step 
1816 ) , and executes the overlap determination processing of 
the pixel of the object region , which is indicated by Idx in 
the mask image of the target image ( Step 1817 ) . 
[ 0153 ] Next , the determination unit 1015 increments Idx 
by 1 ( Step 1818 ) , and compares Idx with NFG ( Step 1819 ) . 
when Idx is smaller than NFG ( Step 1819 , YES ) , the 
determination unit 1015 repeats the processing in Step 1817 
and subsequent steps . Then , when Idx reaches NFG ( Step 
1819 , NO ) , the determination unit 1015 finishes its process 
ing . 
[ 0154 ] FIG . 19 is a flowchart illustrating an example of the 
epipolar line information generation processing in Step 1806 
and the line segment search processing in Step 1807 in FIG . 
18 . In the processing in FIG . 19 , following parameters are 
used . 
[ 0155 ] search start point [ RID ] [ Idx ] : in the reference 
image identified by RID , the search start point on the 
epipolar line identified by Idx 
[ 0156 ] search end point [ RID ] [ Idx ] : in the reference image 
identified by RID , the search end point on the epipolar line 
identified by Idx 
[ 0157 ] ( X , Y ) : coordinate values of the pixel in the mask 
image of reference image [ RID ] 
[ 0158 ] First , the line segment search unit 1702 uses the 
mapping information M1 [ RID ] to map the viewpoint of the 
base camera , the mask pixel ( x , y ) , and following points P1 
to P4 onto the mask image of reference image [ RID ] ( Step 
1901 ) . 
[ 0159 ] zNear : the nearest point to the viewpoint of the 
base camera in the range in which the object physically 

exists on a straight line L that passes the viewpoint of the 
base camera and the mask pixel ( x , y ) 
[ 0160 ] ZFar : the farthest point from the viewpoint of the 
base camera in the range in which the object physically 
exists on the straight line L 
[ 0161 ] Near : the search start point set on the straight line 
L by the user according to the objective of the VisualHull 
processing 
[ 0162 ] Far : the search end point set on the straight line L 
by the user according to the objective of the VisualHull 
processing 
10163 ] When aligned in the order from the nearest position 
to the viewpoint of the base camera on the straight line L , the 
four points are zNear , Near , Far , and zFar . As described 
below , these points are mapped onto zNearR , zFarR , NearR , 
and Fark in the mask image of reference image [ RID ) . 
[ 0164 ] ZNear - > zNearR 
[ 0165 ] ZFar > FarR 
[ 0166 ] Near - > NearR 
0167 ] Far - > FarR 
[ 0168 ] The viewpoint of the base camera and the mask 
pixel ( x , y ) are mapped onto the point P1 and the point P2 
in the mask image of reference image [ RID ] , respectively . 
The point P1 among the points is the epipole . 
[ 0169 ] Next , the line segment search unit 1702 obtains the 
equation : Y = a * X + b of the epipolar line that passes the point 
P1 and the point P2 in the mask image of reference image 
[ RID ] ( Step 1902 ) . Then , the line segment search unit 1702 
generates the epipolar line information [ RID ] [ Idx ] including 
the parameter ( a , b ) indicating the obtained equation ( Step 
1903 ) . 
[ 0170 ] Next , the line segment search unit 1702 sets Max 
( zNearR , NearR ) to the search start point [ RID ] [ Idx ] ( Step 
1904 ) . Max ( P , Q ) denotes the further point from the epipole 
Pl among the points P and Q . 
[ 0171 ] Next , the line segment search unit 1702 sets Min 
( zFarR , FarR ) to the search end point [ RID ] [ Idx ] ( Step 
1905 ) . Min ( P , Q ) denotes the nearer point to the epipole P1 
out of the points P and Q . 
[ 0172 ] Next , the line segment search unit 1702 sets Max 
( search start point [ RID ] [ Idx ) , BNear ) to the search start 
point [ RID ] [ Idx ] ( Step 1906 ) . BNear is the nearer point to the 
epipole P1 out of two intersections of the epipolar line and 
the window edge of the mask image of reference image 
FRID ) . 
[ 0173 ] Next , the line segment search unit 1702 sets Min 
( search end point [ RID ] [ Idx ) , BFar ) to the search end point 
[ RID ] [ Idx ] ( Step 1907 ) . BFar is the further point from the 
epipole P1 out of the two intersections of the epipolar line 
and the window edge of the mask image of reference 
image [ RID ) 
[ 0174 ] Next , the line segment search unit 1702 checks the 
inclination a of the epipolar line ( Step 1908 ) . When a is 
larger than - 1 and smaller than 1 ( Step 1908 , YES ) , the line 
segment search unit 1702 sets the X - coordinate value of the 
search start point [ RID ] [ Idx ] to a variable Start ( Step 1909 ) . 
Then , the line segment search unit 1702 sets the X - coordi 
nate value of the search end point [ RID ] [ Idx ] to a variable 
End ( Step 1910 ) . 
[ 0175 ] Next , the line segment search unit 1702 sets fol 
lowing values to a variable Pos , a variable FirstF , a variable 
ExCount , a variable Inc , and a variable GS , respectively 
( Step 1911 ) . 
[ 0176 ] Pos = Start 
[ 0177 ] FirstF = 1 
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[ 0190 ] On the contrary , when ExCount is 0 ( Step 2006 , 
NO ) , the line segment search unit 1702 outputs the X - co 
ordinate value of the mask pixel ( X , Y ) to the transformation 
unit 1012 ( Step 2008 ) . Then , the transformation unit 1012 
transforms the X - coordinate value into an integer value of 
difference dX by a following equation . 

dX = IX - LX * GS ( 11 ) 

[ 0178 ] ExCount = 0 
[ 0179 ] Inc = increment value of base coordinate 
[ 0180 ] GS = 1 / Inc 
[ 0181 ] Then , the line segment search unit 1702 executes 
endpoint search processing by using the X - coordinate as the 
base coordinate ( Step 1912 ) . 
[ 0182 ] On the contrary , when a is equal to or smaller than 
- 1 or is equal to or larger than 1 ( Step 1908 , NO ) , the line 
segment search unit 1702 sets the Y - coordinate value of the 
search start point [ RID ] [ Idx ] to the variable Start ( Step 
1913 ) . Then , the line segment search unit 1702 sets the 
Y - coordinate value of the search end point [ RID ] [ Idx ] to the 
variable End ( Step 1914 ) . 
[ 0183 ] Next , the line segment search unit 1702 sets the 
same values as the values in Step 1911 to the variable Pos , 
the variable FirstF , the variable ExCount , the variable Inc , 
and the variable GS , respectively ( Step 1915 ) . Then , the line 
segment search unit 1702 executes the endpoint search 
processing by using the Y - coordinate as the base coordinate 
( Step 1916 ) . 
[ 0184 ] FIG . 20 is a flowchart illustrating an example of the 
endpoint search processing in Step 1912 in FIG . 19 . First , 
the line segment search unit 1702 acquires the mask pixel 
( X , Y ) = ( Pos , a * Pos + b ) from the mask image of reference 
image [ RID ] ( Step 2001 ) . Then , the line segment search unit 
1702 checks whether or not the pixel value of the acquired 
mask pixel ( X , Y ) is the pixel value FG indicating the object 
region ( Step 2002 ) . 
[ 0185 ] When the pixel value of the mask pixel ( X , Y ) is 
not FG ( Step 2002 , NO ) , the line segment search unit 1702 
compares ExCount with 0 ( Step 2011 ) . When ExCount is 0 
( Step 2011 , NO ) , the line segment search unit 1702 sets 
Pos + Inc to Pos ( Step 2016 ) , and compares Pos with End 
( Step 2017 ) . When Pos is smaller than End ( Step 2017 , 
YES ) , the line segment search unit 1702 repeats the pro 
cessing in Step 2001 and subsequent steps . 
[ 0186 ] When the pixel value of the mask pixel ( X , Y ) is 
FG ( Step 2002 , YES ) , the line segment search unit 1702 
compares FirstF with 1 ( Step 2003 ) . When FirstF is 1 ( Step 
2003 , YES ) , the line segment search unit 1702 outputs the 
X - coordinate value of the mask pixel ( X , Y ) to the trans 
formation unit 1012 ( Step 2004 ) . Then , the transformation 
unit 1012 multiplies the X - coordinate value by GS to put the 
X - coordinate value into the integer value , and uses the 
integer variable having the minimum bit width for storing 
the acquired integer value d to store the integer value d and 
the format bit in the storage area [ RID ] [ Idx ] of the storage 
unit 1013 . 
[ 0187 ] The integer value d stored in the storage unit 1013 
in Step 2004 corresponds to the X - coordinate value of the 
nearer endpoint to the search start point out of two endpoints 
of the line segment first found on the epipolar line . 
[ 0188 ] Next , the line segment search unit 1702 sets 0 to 
FirstF , increments ExCount by 1 , sets the X - coordinate of 
the mask pixel ( X , Y ) to a variable LX ( Step 2005 ) , and 
executes processing in Step 2016 and subsequent steps . 
[ 0189 ] When FirstF is 0 ( Step 2003 , NO ) , the line segment 
search unit 1702 compares ExCount with 0 ( Step 2006 ) . 
When ExCount is larger than 0 ( Step 2006 , YES ) , the line 
segment search unit 1702 increments ExCount by 1 ( Step 
2007 ) , and executes processing in Step 2016 and subsequent 
steps . 

[ 0191 ] The transformation unit 1012 uses the integer vari 
able having the minimum bit width for storing the integer 
value d = dX to store the integer value d and the format bit in 
the storage area [ RID ] [ Idx ] of the storage unit 1013 ( Step 
2009 ) . 
[ 0192 ] . The integer value d stored in the storage unit 1013 
in Step 2009 corresponds to the X - coordinate value of the 
nearer endpoint to the search start point out of two endpoints 
of the second or subsequently found line segment on the 
epipolar line . 
[ 0193 ) Next , the line segment search unit 1702 increments 
ExCount by 1 , sets the X - coordinate value of the mask pixel 
( X , Y ) to LX ( Step 2010 ) , and executes processing in Step 
2016 and subsequent steps . 
[ 0194 ] In Step 2011 , when ExCount is larger than 0 ( Step 
2011 , YES ) , the line segment search unit 1702 sets Pos - Inc 
to a variable tmpX ( Step 2012 ) , and outputs tmpX to the 
transformation unit 1012 ( Step 2013 ) . Then , the transfor 
mation unit 1012 transforms tmpX into an integer value of 
difference dX by a following equation . 

dX = \ tmpX - LXl * GS ( 12 ) 
[ 0195 ] The transformation unit 1012 uses the integer vari 
able having the minimum bit width for storing the integer 
value d = dX to store the integer value d and the format bit in 
the storage area [ RID ] [ Idx ] of the storage unit 1013 ( Step 
2014 ) . 
[ 0196 ] The integer value d stored in the storage unit 1013 
in Step 2014 corresponds to the X - coordinate vale of the 
nearer endpoint to the search end point out of two endpoints 
of the line segment first found on the epipolar line . 
[ 0197 ] Next , the line segment search unit 1702 sets 0 to 
ExCount , and sets tmpX to LX ( Step 2015 ) , and executes 
processing in Step 2016 and subsequent steps . FIG . 21 is a 
flowchart illustrating an example of the endpoint search 
processing in Step 1916 in FIG . 19 . First , the line segment 
search unit 1702 acquires the mask pixel ( X , Y ) = ( Pos / a - b / a , 
Pos ) from the mask image of reference image [ RID ] ( Step 
2101 ) . Then , the line segment search unit 1702 checks 
whether or not the pixel value of the acquired mask pixel ( X , 
Y ) is the pixel value FG indicating the object region ( Step 
2102 ) . 
[ 0198 ] When the pixel value of the mask pixel ( X , Y ) is 
not FG ( Step 2102 , NO ) , the line segment search unit 1702 
compares ExCount with 0 ( Step 2111 ) . When ExCount is 0 
( Step 2111 , NO ) , the line segment search unit 1702 sets 
Pos + Inc to Pos ( Step 2116 ) , and compares Pos with End 
( Step 2117 ) . When Pos is smaller than End ( Step 2117 , 
YES ) , the line segment search unit 1702 repeats the pro 
cessing in Step 2101 and subsequent steps . 
[ 0199 ] When the pixel value of the mask pixel ( X , Y ) is 
FG ( Step 2102 , YES ) , the line segment search unit 1702 
compares FirstF with 1 ( Step 2103 ) . When FirstF is 1 ( Step 
2103 , YES ) , the line segment search unit 1702 outputs the 
Y - coordinate vale of the mask pixel ( X , Y ) to the transfor 
mation unit 1012 ( Step 2104 ) . Then , the transformation unit 
1012 multiplies the Y - coordinate value by GS to put the 
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Y - coordinate value into the integer value , and uses the 
integer variable having the minimum bit width for storing 
the acquired integer value d to store the integer value d and 
the format bit in the storage area [ RID ] [ Idx ] of the storage 
unit 1013 . 
[ 0200 ] The integer value d stored in the storage unit 1013 
in Step 2104 corresponds to the Y - coordinate value of the 
nearer endpoint to the search start point out of the two 
endpoints of the line segment first found on the epipolar line . 
[ 0201 ) Next , the line segment search unit 1702 sets 0 to 
FirstF , increments ExCount by 1 , sets the Y - coordinate value 
of the mask pixel ( X , Y ) to a variable LY ( Step 2105 ) , and 
executes processing in Step 2016 and subsequent steps . 
[ 0202 ] When FirstF is 0 ( Step 2103 , NO ) , the line segment 
search unit 1702 compares ExCount with 0 ( Step 2106 ) . 
When ExCount is larger than 0 ( Step 2106 , YES ) , the line 
segment search unit 1702 increments ExCount by 1 ( Step 
2107 ) , and executes processing in Step 2116 and subsequent 
steps . 
[ 0203 ] On the contrary , when ExCount is 0 ( Step 2106 , 
NO ) , the line segment search unit 1702 outputs the Y - coor 
dinate value of the mask pixel ( X , Y ) to the transformation 
unit 1012 ( Step 2108 ) . Then , the transformation unit 1012 
transforms the Y - coordinate value into a integer value of 
difference dY by a following equation . 

dY = lY - LYI * GS ( 13 ) 
[ 0204 ] The transformation unit 1012 uses the integer vari 
able having the minimum bit width for storing the integer 
value d = dY to store the integer value d and the format bit in 
the storage area [ RID ] [ Idx ] of the storage unit 1013 ( Step 
2109 ) . 
[ 0205 ] The integer value d stored in the storage unit 1013 
in Step 2109 corresponds to the Y - coordinate value of the 
nearer endpoint to the search start point out of the two 
endpoints of the second or subsequently found line segment 
on the epipolar line . 
10206 ] Next , the line segment search unit 1702 increments 
ExCount by 1 , sets the Y - coordinate value of the mask pixel 
( X , Y ) to LY ( Step 2110 ) , and executes processing in Step 
2116 and subsequent steps . 
[ 0207 ] When ExCount is larger than 0 in Step 2111 ( Step 
2111 , YES ) , the line segment search unit 1702 sets Pos - Inc 
to a variable tmpY ( Step 2112 ) , and outputs tmpY to the 
transformation unit 1012 ( Step 2113 ) . Then , the transforma 
tion unit 1012 transforms tmpy into an integer value of 
difference dy by a following equation . 

dY = \ tmpY - LY * GS ( 14 ) 

[ 0208 ] The transformation unit 1012 uses the integer vari 
able having the minimum bit width for storing the integer 
value d = dY to store the integer value d and the format bit in 
the storage area [ RID ] [ Idx ] of the storage unit 1013 ( Step 
2114 ) . 
[ 0209 ] The integer value d stored in the storage unit 1013 
in Step 2114 corresponds to the Y - coordinate value of the 
nearer endpoint to the search end point out of the two 
endpoints of the line segment first found on the epipolar line . 
[ 0210 ] Next , the line segment search unit 1702 sets 0 to 
ExCount , and sets tmp Y to LY ( Step 2115 ) , and executes 
processing in Step 2116 and subsequent steps . 
[ 0211 ] FIG . 22 is a flowchart illustrating an example of the 
overlap determination processing in Step 1817 in FIG . 18 . In 
the overlap determination processing , following parameters 
are used . 

[ 0212 ] base coordinate [ RID ] [ Idx ] : in the reference image 
identified by RID , the base coordinate on the epipolar line 
identified by Idx 
[ 0213 ] sign [ RID ] [ Idx ] : in the reference image identified 
by RID , sign of the difference based on the base coordinate 
on the epipolar line identified by Idx 
[ 0214 ) First , the reconstruction unit 1014 sets 0 to RID 
( Step 2201 ) , and acquires ( a , b ) from the epipolar line 
information [ RID ] [ Idx ] ( Step 2202 ) . Then , the reconstruc 
tion unit 1014 compares the inclination a with – 1 , and 
compares the inclination a with 1 ( Step 2203 ) . 
[ 0215 ] When a is larger than - 1 and smaller than 1 ( Step 
2203 , YES ) , the reconstruction unit 1014 determines the 
X - coordinate as the base coordinate [ RID ] [ Idx ] ( Step 2204 ) , 
and compares the X - coordinate value of zNearR with the 
X - coordinate value of zFarR ( Step 2205 ) . 
( 0216 ) When the X - coordinate value of zNearR is smaller 
than the X - coordinate value of zFarR ( Step 2205 , YES ) , the 
reconstruction unit 1014 sets 1 to the sign [ RID ] [ Idx ] ( Step 
2206 ) . 
[ 0217 ) On the contrary , when the X - coordinate value of 
zNearR is equal to or larger than the X - coordinate value of 
zFarR ( Step 2205 , NO ) , the reconstruction unit 1014 sets - 1 
to the sign [ RID ] [ Idx ] ( Step 2207 ) . 
[ 0218 ] When a is equal to or smaller than - 1 or a is equal 
to or larger than 1 ( Step 2203 , NO ) , the reconstruction unit 
1014 determines the Y - coordinate as the base coordinate 
[ RID ] [ Idx ] ( Step 2208 ) , and compares the Y - coordinate 
value of zNearR with the Y - coordinate value of zFarR ( Step 
2209 ) . 
102191 . When the Y - coordinate value of zNearR is smaller 
than the Y - coordinate value of zFarR ( Step 2209 , YES ) , the 
reconstruction unit 1014 sets 1 to the sign [ RID ] [ Idx ] ( Step 
2210 ) . On the contrary , when the Y - coordinate value of 
zNearR is equal to or larger than the Y - coordinate value of 
zFarR ( Step 2209 , NO ) , the reconstruction unit 1014 sets - 1 
to the sign [ RID ] [ Idx ] ( Step 2211 ) . 
[ 0220 ] Next , the reconstruction unit 1014 compares RID 
with the number of reference images ( Step 2212 ) . When 
RID is smaller than the number of reference images ( Step 
2212 , YES ) , the reconstruction unit 1014 repeats the pro 
cessing in Step 2202 and subsequent steps . Then , when RID 
reaches the number of reference images ( Step 2212 , NO ) , 
the reconstruction unit 1014 and the determination unit 1015 
executes overlap determination core processing ( Step 2213 ) . 
[ 0221 ] FIGS . 23A and 23B are flowcharts illustrating an 
example of the overlap determination core processing in 
Step 2213 in FIG . 22 . In the overlap determination core 
processing , following parameters are used . 
[ 0222 ] X [ RID ] [ Idx ] : in the reference image identified by 
RID , the X - coordinate of the endpoint of the line segment on 
the epipolar line identified by Idx 
[ 0223 ] Y [ RID ] [ Idx ] : in the reference image identified by 
RID , the Y - coordinate of the endpoint of the line segment on 
the epipolar line identified by Idx 
[ 0224 ] First , the determination unit 1015 sets following 
values to RID , variables FirstF [ 0 ] to FirstF [ the number of 
reference images - 1 ] , a variable ActiveCount , a variable 
ReadID , variables Ex [ 0 ] to Ex [ the number of reference 
images - 1 ] , FoundNum , and a variable Rank ( Step 2301 ) , 
respectively . 
[ 0225 ] RID = 0 
[ 0226 ] FirstF [ 0 ] to FirstF [ the number of reference images 
- 1 ] = 1 
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0227 ] ActiveCount = 0 
10228 ] ReadID = 0 
[ 0229 ] Ex [ O ] to Ex [ the number of reference images - 1 ] = 0 
0230 ] FoundNum = 0 
10231 ] Rank = 0 
[ 0232 ] Next , the reconstruction unit 1014 compares 
ActiveCount with the number of reference images ( Step 
2302 ) . When ActiveCount is smaller than the number of 
reference images ( Step 2302 , YES ) , the reconstruction unit 
1014 sets RID to ReadID ( Step 2303 ) . On the contrary , when 
ActiveCount reaches the number of reference images ( Step 
2302 , NO ) , the reconstruction unit 1014 executes processing 
in Step 2304 and subsequent steps . 
[ 0233 ] Next , the reconstruction unit 1014 compares 
ReadID with RID ( Step 2304 ) . When ReadID does not 
match RID ( Step 2304 , NO ) , the determination unit 1015 
executes processing in Step 2329 and subsequent steps . 
10234 ] On the contrary , when ReadID matches RID ( Step 
2304 , YES ) , the reconstruction unit 1014 reads the format 
bit of one endpoint from the storage area [ RID ] [ Idx ) of the 
storage unit 1013 ( Step 2305 ) . Next , the reconstruction unit 
1014 reads the integer value d of the bit width indicated by 
the read format bit from the storage area [ RID ] Idx ] of the 
storage unit 1013 ( Step 2306 ) . Then , the reconstruction unit 
1014 checks whether the base coordinate [ RID ] [ Idx ] is the 
X - coordinate or the Y - coordinate ( Step 2307 ) . 
[ 0235 ] When the base coordinate [ RID ] [ Idx ] is the X - co 
ordinate ( Step 2307 , YES ) , the reconstruction unit 1014 
compares FirstF [ RID ] with 1 ( Step 2308 ) . When FirstF 
[ RID ] is 1 ( Step 2308 , YES ) , the reconstruction unit 1014 
sets d / GS to X [ RID ] [ Idx ] , and sets d / GS to the variable LX 
( Step 2309 ) . Then , the reconstruction unit 1014 sets 0 to 
FirstF [ RID ] ( Step 2310 ) . 
[ 0236 ] On the contrary , when FirstF [ RID ] is 0 ( Step 2308 , 
NO ) , the reconstruction unit 1014 sets a value of a right side 
of a following equation to X [ RID ] [ Idx ] ( Step 2311 ) . 

X [ RID ] [ Idx ] = LX + d * sign [ RID ] [ Idx ] / GS 
[ 0237 ] Next , the reconstruction unit 1014 uses ( a , b ) in the 
epipolar line information [ RID ] [ Idx ] to calculate Y [ RID ] 
[ Idx ] by a following equation ( Step 2312 ) . 

Y [ RID ] [ Idx ] = a * X [ RID ] [ Idx ] + b ( 22 ) 
[ 0238 ] When the base coordinate [ RID ] [ Idx ] is the Y - co 
ordinate ( Step 2307 , NO ) , the reconstruction unit 1014 
compares FirstF [ RID ] with 1 ( Step 2313 ) . When FirstF 
[ RID ] is 1 ( Step 2313 , YES ) , the reconstruction unit 1014 
sets d / GS to Y [ RIDI Idx ) , and sets d / GS to a variable LY 
( Step 2314 ) . Then , the reconstruction unit 1014 sets 0 to 
FirstF [ RID ] ( Step 2315 ) . 
[ 0239 ] On the contrary , when FirstF [ RID ] is 0 ( Step 2313 , 
NO ) , the reconstruction unit 1014 sets a value of a right side 
of a following equation to Y [ RID ] [ Idx ] ( Step 2316 ) . 

Y [ RID ] [ Idx ] = LY + d * sign [ RID ] [ Idx ] / GS ( 23 ) 

[ 0240 ] Next , the reconstruction unit 1014 uses ( a , b ) of the 
epipolar line information [ RID ] [ Idx ] to calculate X [ RID ] 
[ Idx ] by a following equation ( Step 2317 ) . 

X [ RID ] [ Idx ] = Y [ RID ] [ Idx ] / a - b / a 
[ 0241 ] Next , the reconstruction unit 1014 uses the map 
ping information M2 [ RID ] to map the point ( X [ RID ] [ Idx ] , 
Y [ RID ] [ Idx ] ) in the reference image identified by RID onto 
a straight line of the target image in the depth direction , 
thereby calculating z [ RID ] [ Idx ] ( Step 2318 ) . 

[ 0242 ] Next , the reconstruction unit 1014 compares 
ActiveCount with the number of reference images ( Step 
2319 ) . When ActiveCount is smaller than the number of 
reference images ( Step 2319 , YES ) , the reconstruction unit 
1014 increments ActiveCount by 1 ( Step 2320 ) , and com 
pares RID with the number of reference images ( Step 2329 ) . 
[ 0243 ] When RID is smaller than the number of reference 
images ( Step 2329 , YES ) , the reconstruction unit 1014 
increments RID by 1 ( Step 2330 ) , and repeats the processing 
in Step 2302 and subsequent steps . On the contrary , when 
RID reaches the number of reference images ( Step 2329 , 
NO ) , the reconstruction unit 1014 sets 0 to RID ( Step 2331 ) , 
and repeats the processing in Step 2302 and subsequent 
steps . 
[ 0244 ] When ActiveCount reaches the number of refer 
ence images ( Step 2319 , NO ) , the determination unit 1015 
finds the minimum value z [ RID ] [ Idx ) among z [ 0 ] [ Idx ] to 
z [ the number of reference images - 1 ] [ Idx ] ( Step 2321 ) . For 
example , the determination unit 1015 may find the minimum 
value z [ RID ] [ Idx ] by merge sort or the like . 
[ 0245 ] Next , the determination unit 1015 sets RID of the 
minimum value z [ RID ] [ Idx ] to ReadID ( Step 2322 ) , and 
compares Ex [ ReadID ] with 1 ( Step 2323 ) . 
[ 0246 ] When Ex [ ReadID ] is 0 ( Step 2323 , NO ) , the deter 
mination unit 1015 sets 1 to Ex [ ReadID ] , and increments 
Rank by 1 ( Step 2324 ) . In this case , z [ ReadID ] [ Idx ] corre 
sponds to the nearer endpoint ( front surface of the object ) to 
the base camera out of two endpoints of the line segment on 
the z - axis . 
10247 ] On the contrary , when Ex [ ReadID ) is 1 ( Step 2323 , 
YES ) , the determination unit 1015 sets 0 to Ex [ ReadID ) , and 
decrements Rank by 1 ( Step 2325 ) . In this case , z [ ReadID ] 
[ Idx ] corresponds to the further endpoint ( back surface of 
the object ) from the base camera out of the two endpoints of 
the line segment on the z - axis . 
10248 ] Next , the determination unit 1015 compares Rank 
with discontinuation Rank number ( Step 2326 ) . A value that 
is equal to or smaller than the number of reference images 
may be used as the discontinuation Rank number . To smooth 
out an error caused by imaging conditions or mask image 
generation processing , a value less than the number of 
reference images may be used as the discontinuation Rank 
number . 
[ 0249 ] When Rank is larger than the discontinuation Rank 
number ( Step 2326 , YES ) , the determination unit 1015 
increments FoundNum by 1 ( Step 2327 ) . On the contrary , 
when Rank is equal to or smaller than the discontinuation 
Rank number ( Step 2326 , NO ) , the determination unit 1015 
executes processing in Step 2328 and subsequent steps . 
[ 0250 ] Next , the determination unit 1015 compares 
FoundNum with discontinuation number ( Step 2328 ) . The 
discontinuation number denotes the number of front surfaces 
or back surfaces of the object on the z - axis when viewed 
from the base camera . For example , to find the first front 
surface on the z - axis , the discontinuation number is set at 1 , 
and to find the first back surface on the z - axis ( front - back ) , 
the discontinuation number is set at 2 . To find the second 
front surface on the z - axis ( front - back - front ) , the discon 
tinuation number is set at 3 . 
[ 0251 ] When FoundNum is equal to or smaller than the 
discontinuation number ( Step 2328 , NO ) , the determination 
unit 1015 executes processing in Step 2329 and subsequent 
steps . On the contrary , when FoundNum exceeds the dis 

( 21 ) 

( 24 ) 
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continuation number ( Step 2328 , YES ) , the determination 
unit 1015 outputs z [ ReadID ] [ idx ] as a distance information 
z ( Step 2332 ) . 
[ 0252 ] In the VisualHull processing in FIG . 18 , since the 
line segment search processing on each epipolar line in one 
reference image may be individually executed , the line 
segment search processing may be executed on a plurality of 
epipolar lines in parallel . Similarly , since the overlap deter 
mination processing of each pixel of the object region in the 
mask image of the target image may be individually , the 
overlap determination processing on a plurality of pixels of 
the object region may be executed in parallel . 
[ 0253 ] FIG . 24 is a flowchart illustrating an example of the 
VisualHull processing in which the line segment search 
processing and the overlap determination processing are 
executed in parallel . First , the line segment search unit 1702 
sets an initial value 0 to RID ( Step 2401 ) , and applies the 
processing in Step 2402 to Step 2404 to the plurality of mask 
pixels ( x , y ) in the mask image of the target image in 
parallel . 
02541 . The line segment search unit 1702 acquires the 

pixel value of the mask pixel ( x , y ) from the mask image of 
the target image ( Step 2402 ) , and checks whether or not the 
pixel value of the mask pixel ( x , y ) is FG ( Step 2403 ) . When 
the pixel value of the mask pixel ( x , y ) is FG ( Step 2403 , 
YES ) , the line segment search unit 1702 executes the 
epipolar line information generation processing in Step 1806 
and the line segment search processing in Step 1807 in FIG . 
18 ( Step 2404 ) . On the contrary , the pixel value of the mask 
pixel ( x , y ) is not FG ( Step 2403 , NO ) , the line segment 
search unit 1702 skips the processing in Step 2404 . 
[ 0255 ] Next , the line segment search unit 1702 increments 
RID by 1 ( Step 2405 ) , and compares RID with the number 
of reference images ( Step 2406 ) . When RID is smaller than 
the number of reference images ( Step 2406 , YES ) , the line 
segment search unit 1702 executes processing in Step 2402 
and subsequent steps . 
[ 0256 ] Then , when RID reaches the number of reference 
images ( Step 2406 , NO ) , the determination unit 1015 applies 
the overlap determination processing in Step 2407 to a 
plurality of mask pixels ( x , y ) in the mask image of the target 
image in parallel . In Step 2407 , the determination unit 1015 
executes the overlap determination processing in Step 1817 
in FIG . 18 . 
[ 0257 ] In the VisualHull processing in FIG . 24 , loop 
processing on RID may be further parallelized . The parallel 
processing on the mask pixel ( x , y ) may be changed to the 
loop processing to parallelize the loop processing on RID . 
[ 0258 ] The information processing apparatus 1001 in FIG . 
17 may transform the base coordinate of the endpoint of the 
line segment searched in the line segment search processing 
into the difference between the base coordinate and the base 
coordinate of another endpoint to reduce the data amount of 
the line segment end coordinates . 
[ 0259 ] This may minimize the access amount to a main 
memory having a large latency , thereby minimizing the 
effect of the latency . Further , a compact local memory 
having a small latency may be effectively used as the storage 
unit 1013 , thereby minimizing the effect of the latency 
caused by the access to the main memory having a large 
latency . The performance of the overlap determination pro - 
cessing may be improved by increasing the usage efficiency 

of the local memory , and minimizing the overheads caused 
by reading the line segment end coordinates from the main 
memory . 
[ 0260 ] FIG . 25 illustrates an example of a search result of 
the line segment search processing on the epipolar line . The 
mask image of the reference image in FIG . 25 has a 
resolution of 4096x2160 , and an object regions 2511 to 2513 
exist on an epipolar line 2501 . 
f0261 In this example , two intersections of the boundary 
of the object region 2511 and the epipolar line 2501 , two 
intersections of the boundary of the object region 2512 and 
the epipolar line 2501 , and one intersection of the boundary 
of the object region 2513 and the epipolar line 2501 are 
detected as endpoints of the line segment . X - coordinates of 
the five endpoints are 10 , 15 , 19 , 25 , and 2000 . 
[ 0262 ] The difference between the X - coordinate values of 
the two endpoints on the boundary of the same object region 
is small . In the case where two object regions such as the 
object region 2511 and the object region 2512 are close to 
each other , the difference between the X - coordinate values 
of the endpoint on the boundary of one object region and the 
endpoint on the boundary of the other object region is small . 
On the contrary , in the case where two object regions such 
as the object region 2512 and the object region 2513 are 
away from each other , the difference between the X - coor 
dinate values of the endpoint on the boundary of one object 
region and the endpoint on the boundary of the other object 
region is large . 
[ 0263 ] The difference between the X - coordinate values of 
the first endpoint ( X = 10 ) and the second endpoint ( X = 15 ) is 
5 , and the difference between the X - coordinate values of the 
second endpoint ( X = 15 ) and the third endpoint ( X = 19 ) is 4 . 
The difference between the X - coordinate values of the third 
endpoint ( X = 19 ) and the fourth endpoint ( X = 25 ) is 6 , and 
the difference between the X - coordinate values of the fifth 
endpoint ( X = 2000 ) and the fourth endpoint ( X = 25 ) is 1975 . 
( 0264 ) FIGS . 26A and 26B illustrate an example of the 
storage area that stores the search result in FIG . 25 . FIG . 
26A illustrates an example of a conventional storage area in 
which the X - coordinate value of each endpoint is stored as 
a half - precision floating point variable . In this case , each 
X - coordinate value may be stored as 16 bits of half - preci 
sion floating point variable , and the total number of bits is 
as follows : 16 bitsx5 = 80 bits . 
[ 0265 ] FIG . 26B illustrates an example of the storage area 
of the storage unit 1013 in FIG . 17 . In this case , Inc = GS = 1 , 
the X - coordinate values of the second to fifth endpoints are 
transformed into the respective coordinate value differences , 
and the differences between the X - coordinate value of the 
first endpoint , and each of the X - coordinate values of the 
second to fifth endpoints are stored as the integer variables . 
Accordingly , the integer values stored in the storage area are 
10 , 5 , 4 , 6 , and 1975 . 
[ 0266 ] Among the values , 10 , 5 , 4 , and 6 are stored in 8 
bits of integer variable INT8 , 1975 is stored in 16 bits of 
integer variable INT16 , and the first bit of each integer 
variable is used as the format bit . When the integer variable 
is INT8 , “ O ” is stored in the format bit , and when the integer 
variable is INT16 , “ 1 ” is stored in the format bit . 
[ 0267 ] The total number of bits of four INT8 and one 
INT16 is 8 bitsx4 + 16 bits = 48 bits , and is decreased from the 
storage area in FIG . 26A by 32 bits . 
( 0268 ] To reconstruct the original X - coordinate values 
from the five integer values , the integer value of the bit width 
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indicated by the format bit is read from each integer vari 
able . Then , the first integer value 10 is used as the X - coor - 
dinate value of the first endpoint as it is , and the second to 
fifth integer values each are used as the difference from the 
X - coordinate value of the immediately preceding endpoint . 
[ 0269 ] Accordingly , the X - coordinate value 15 of the 
second endpoint is reconstructed by adding the X - coordinate 
value 10 to the second integer value 5 of the first endpoint , 
and the X - coordinate 19 of the third endpoint is recon 
structed by adding the X - coordinate value 15 of the second 
endpoint to the third integer value 4 . The X - coordinate value 
25 of the fourth endpoint is reconstructed by adding the 
X - coordinate value 19 of the third endpoint to the fourth 
integer value 6 , and the X - coordinate value 2000 of the fifth 
endpoint is reconstructed by adding the X - coordinate value 
25 of the fourth endpoint to the fifth integer value 1975 . 
[ 0270 ] To increase the accuracy of the X - coordinate that is 
the base coordinate , on the epipolar line 2501 in FIG . 25 , Inc 
may be set at a value less than 1 to execute the line segment 
search processing . For example , given that Inc is set at 0 . 1 , 
GS is set at 10 , and the X - coordinate value is used as a fixed 
point number , the five integer values stored in the storage 
area of the storage unit 1013 become 100 , 50 , 40 , 60 , and 
19750 . Also in this case , as illustrated in FIG . 26B , the 
search results may be stored using four INT8 and one 
INT16 
[ 0271 ] The information processing apparatus 1001 in FIG . 
17 may be applied to various video techniques such as free 
multi - viewpoint video , virtual reality ( VR ) , augmented real 

mined from the camera images to establish color of each 
pixel . This generates a free viewpoint image viewed from 
free viewpoints . 
[ 0275 ] The number of foreground separation processing 
2702 - i and the number of VisualHull processing 2703 - i may 
be the same as the number of cameras 2701 - i , or may be 
different from the number of cameras 2701 - i . In the Visu 
alHull processing 2703 - i , in the case where the three dimen 
sional shape is extracted at proper accuracy by visual cone 
intersection method , the mask images of all cameras 2701 - i 
are not necessarily used . 
[ 0276 ] The foreground separation processing 2702 - 1 , the 
VisualHull processing 2703 - i , and the rendering processing 
2704 may be executed by one information processing appa 
ratus , or may be executed by a plurality of information 
processing apparatuses through load distribution . 
[ 0277 ] FIG . 28 illustrates an example of free viewpoint 
images displayed by the rendering processing 2704 in FIG . 
27 . In the case where an object 2801 and an object 2802 exist 
in the three dimensional region of the imaging target , colors 
corresponding to front surfaces of the object 2801 and the 
object 2802 viewed from the designated viewpoints are 
drawn on the window to generate images viewed from the 
viewpoints . 
[ 0278 ] For example , the object 2801 and object 2802 
overlap each other in an image 2821 viewed from a view 
point 2811 , and the object 2801 is separated from the object 
2802 in an image 2822 viewed from a viewpoint 2812 . A 
free multi - viewpoint video is generated by connecting free 
viewpoint images at a plurality of time points in time series . 
Examples of the imaging target of the free multi - viewpoint 
video include a sport game and a music concert . 
[ 0279 ] FIG . 29 illustrates an example of a functional 
configuration of a free multi - viewpoint video device for 
executing the multi - viewpoint video generation processing 
in FIG . 27 . A free multi - viewpoint video device 2901 in FIG . 
29 includes a video acquisition unit 2911 , a foreground 
separation unit 2912 , a VisualHull unit 2913 , and a rendering 
unit 2914 . The VisualHull unit 2913 has the same configu 
ration as the information processing apparatus 1001 in FIG . 

ity ( AR ) . 

17 . 

[ 0272 ] FIG . 27 illustrates an example of free multi - view 
point video generation processing of generating the free 
multi - viewpoint video by using the information processing 
apparatus 1001 in FIG . 17 . A camera 2701 - 1 to a camera 
2701 - N ( N is an integer of 3 or more ) are disposed so as to 
surround a three dimensional region of an imaging target . 
For example , each camera 2701 - i ( i = 1 to N ) has an imaging 
element such as charged - coupled device ( CCD ) and comple 
mentary metal - oxide - semiconductor ( CMOS ) to take a 
video of the object that exists in the three dimensional region 
of the imaging target . The video taken with each camera 
2701 - i includes a plurality of camera images at a plurality of 
times . 
[ 0273 ] Foreground separation processing 2702 - i is pro 
cessing of generating the mask image including pixels 
representing foreground that is the object region and pixels 
representing the other background , from each of camera 
images included in the video taken with the camera 2701 - i . 
VisualHull processing 2703 - i is processing of extracting the 
three dimensional shape of the object from N mask images 
generated in the foreground separation processing 2702 - 1 to 
2702 - N , and generating the distance information z from the 
viewpoint of the camera 2701 - i to the object . 
[ 0274 ] Rendering processing 2704 is processing of select 
ing some viewpoints among the viewpoints of the cameras 
2701 - 1 to 2701 - N , and using the distance information z , the 
camera images , and background information indicating the 
background region in the mask images at the selected 
viewpoints to generate a free viewpoint image . In the 
rendering processing 2704 , the positional relation of each 
object viewed from user - designated free viewpoint ( any 
viewpoint ) is determined , and the foreground and the back 
ground are combined based on the determined positional 
relation . Then , the pixel value of the foreground is deter 

[ 0280 ] The video acquisition unit 2911 acquires a video 
taken with each of the cameras 2701 - 1 to 2701 - N , and 
outputs camera images at respective time points , which are 
included in the acquired vide , to the foreground separation 
unit 2912 and the rendering unit 2914 . 
[ 0281 ] The foreground separation unit 2912 applies fore 
ground separation processing to each of the camera images 
to generate the mask image . Then , the foreground separation 
unit 2912 outputs the generated mask image to the Visual 
Hull unit 2913 , and outputs background information indi 
cating the background region in the mask image to the 
rendering unit 2914 . The VisualHull unit 2913 executes the 
VisualHull processing by using the camera optical informa 
tion and the camera positional information of each of the 
cameras 2701 - 1 to 2701 - N and the mask image outputted 
from the foreground separation unit 2912 , and outputs the 
distance information z to the rendering unit 2914 . 
[ 0282 ] The rendering unit 2914 executes rendering pro 
cessing by using the user - designated viewpoints , the camera 
optical information , the camera positional information , the 
camera images , the background information , and the dis 
tance information z , to generate the free viewpoint image . 
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[ 0283 ] FIG . 30 is a flowchart illustrating an example of the 
foreground separation processing executed by the fore 
ground separation unit 2912 in FIG . 29 . First , the video 
acquisition unit 2911 acquires the camera image at one time 
point from each of the cameras 2701 - 1 to 2701 - N ( Step 
3001 ) , and outputs the acquired camera images to the 
foreground separation unit 2912 and the rendering unit 2914 
( Step 3002 ) . 
[ 0284 ] Next , the foreground separation unit 2912 applies 
layer separation processing to the camera images to generate 
the camera image in each layer ( Step 3003 ) . For example , 
when the camera 2701 - i is a stereo camera , the foreground 
separation unit 2912 may find the distance from parallax , 
and generate the camera image in the layer for each found 
distance . 
[ 0285 ] Next , the foreground separation unit 2912 sets the 
pixel value indicating the foreground to each pixel in the 
object region , and the pixel value indicating the background 
to each pixel in the background region , in the camera image 
in the layer subjected to the VisualHull processing , to 
generate the mask image ( Step 3004 ) . Then , the foreground 
separation unit 2912 outputs the generated mask image to 
the VisualHull unit 2913 ( Step 3005 ) . When the camera 
2701 - i is the stereo camera , the mask image of one of two 
camera images of the stereo camera is generated . 
[ 0286 ] Next , the foreground separation unit 2912 outputs 
the background information indicating the background 
region in the generated mask image to the rendering unit 
2914 ( Step 3006 ) . The background information includes 
three dimensional information of the background region , 
which is acquired by the layer separation processing for the 
camera image . The accuracy of the three dimensional infor 
mation acquired by the layer separation processing is lower 
than the accuracy of the three dimensional information 
acquired by the VisualHull processing , but is sufficient for 
drawing the background region . 
[ 0287 ] Next , the foreground separation unit 2912 checks 
whether or not a termination instruction has been input by 
the user ( Step 3007 ) . When the termination instruction is not 
inputted ( Step 3007 , NO ) , the free multi - viewpoint video 
device 2901 repeats processing in Step 3001 and subsequent 
steps for the camera image at the next time point . When the 
termination instruction is inputted ( Step 3007 , YES ) , the free 
multi - viewpoint video device 2901 terminates its process 
ing . 
[ 0288 ] FIG . 31 is a flowchart illustrating an example of the 
Visual Hull processing executed by the VisualHull unit 2913 
in FIG . 29 . First , the VisualHull unit 2913 selects the base 
camera from the cameras 2701 - 1 to 2701 - N , and designates 
the other cameras as the reference cameras ( Step 3101 ) . 
[ 0289 ] Next , the VisualHull unit 2913 sets an initial value 
O to a variable Count ( Step 3102 ) , and receives one mask 
image among mask images of a plurality of reference images 
outputted from the foreground separation unit 2912 at one 
time point ( Step 3103 ) . Then , the VisualHull unit 2913 
increments Count by 1 ( Step 3104 ) , and compares Count 
with the number of reference images ( Step 3105 ) . 
[ 0290 ] When Count is smaller than the number of refer 
ence images ( Step 3105 , YES ) , VisualHull unit 2913 repeats 
processing in Step 3103 and subsequent steps . When Count 
reaches the number of reference images ( Step 3105 , NO ) , 
the VisualHull unit 2913 executes the VisualHull processing 
in FIG . 18 ( Step 3106 ) , and outputs the distance information 
z to the rendering unit 2914 ( Step 3107 ) . 

[ 0291 ] Next , the VisualHull unit 2913 checks whether or 
not a termination instruction has been input by the user ( Step 
3108 ) . When the termination instruction is not input ( Step 
3108 , NO ) , the VisualHull unit 2913 executes processing in 
Step 3102 and subsequent steps for the mask image at the 
next time point . When the termination instruction is input 
( Step 3108 , YES ) , the VisualHull unit 2913 terminates its 
processing . 
[ 0292 ] FIG . 32 is a flowchart illustrating an example of 
rendering processing executed by the rendering unit 2914 in 
FIG . 29 . First , the rendering unit 2914 sets an initial value 
of the viewpoint position ( Step 3201 ) , and checks whether 
or not the viewpoint position has been input by the user 
( Step 3202 ) . When the viewpoint position is input ( Step 
3202 , YES ) , the rendering unit 2914 sets the input viewpoint 
position ( Step 3203 ) . On the contrary , when the viewpoint 
position is not input ( Step 3202 , NO ) , the rendering unit 
2914 executes processing in Step 3204 and subsequent 
steps . 
[ 0293 ] Next , the rendering unit 2914 generates a compos 
ite image of the background region ( Step 3204 ) . In Step 
3204 , first , the rendering unit 2914 selects a plurality of 
camera images corresponding to the set viewpoint positions 
among the camera images of the cameras 2701 - 1 to 2701 - N 
at one time point , and extracts the image of the background 
region from the selected camera images . 
[ 02941 Next , using the camera optical information , the 
camera positional information , the set viewpoint position , 
and the background information output from the foreground 
separation unit 2912 , the rendering unit 2914 transforms the 
selected camera images into a coordinate system at the 
viewpoint position . Then , the rendering unit 2914 combines 
pixel values of the plurality of transformed camera images 
by using weighted average , optical correction or the like , to 
generate a composite image of the background region . 
[ 0295 ] Next , the rendering unit 2914 uses the distance 
information z output from the VisualHull unit 2913 to 
establish the three dimensional shape of the object , and 
transforms the established three dimensional shape into the 
coordinate system at the viewpoint position to generate an 
object image in the object region ( Step 3205 ) . For example , 
the rendering unit 2914 applies a transformation operation 
such as rotation , scaling - up , or scaling - down to the estab 
lished three dimensional shape , thereby positioning the three 
dimensional shape . 
[ 0296 ] Next , the rendering unit 2914 combines the com 
posite image in the background region and the object image 
to generate a free viewpoint image viewed from the view 
point position ( Step 3206 ) , and displays the generated free 
viewpoint image on a window ( Step 3207 ) . 
[ 0297 ] Next , the rendering unit 2914 checks whether or 
not a termination instruction has been input by the user ( Step 
3208 ) . When the termination instruction is not inputted ( Step 
3208 , NO ) , the rendering unit 2914 executes processing in 
Step 3202 and subsequent steps for the camera image at the 
next time point . When the termination instruction is inputted 
( Step 3208 , YES ) , the rendering unit 2914 terminates its 
processing . 
[ 0298 ] FIG . 33 illustrates an example of a hardware con 
figuration of the information processing apparatus used as 
the information processing apparatus 1001 in FIGS . 10 and 
17 , or the free multi - viewpoint video device 2901 in FIG . 
29 . An information processing apparatus 3301 in FIG . 33 
includes a memory 3311 , a hard disc drive 3312 , a network 
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interface 3313 , an arithmetic unit 3314 , and a medium 
driving device 3315 . The constituents are interconnected via 
a bus 3316 . The bus 3316 is coupled to the camera 2701 - 1 , 
a display device 3302 , and input device 3303 . 
[ 0299 ] The memory 3311 is a semiconductor memory 
such as a read only memory ( ROM ) , a random access 
memory ( RAM ) , and a flash memory , and stores programs 
and data used for processing . The memory 3311 may be used 
as the storage unit 1013 in FIGS . 10 and 17 . 
[ 0300 ] The arithmetic unit 3314 is a central processing 
unit ( CPU ) , a graphics processing unit ( GPU ) , a field 
programmable gate array ( FPGA ) , a dedicated hardware 
circuit or the like . The arithmetic unit 3314 operates as the 
generation unit 1011 in FIG . 10 , and the transformation unit 
1012 , the reconstruction unit 1014 , and the determination 
unit 1015 in FIGS . 10 and 17 . The arithmetic unit 3314 also 
operates as the mapping information generation unit 1701 
and the line segment search unit 1702 in FIG . 17 , and the 
video acquisition unit 2911 , the foreground separation unit 
2912 , and the VisualHull unit 2913 , and the rendering unit 
2914 in FIG . 29 . 
[ 0301 ] For example , when the arithmetic unit 3314 is a 
CPU ( processor ) , the arithmetic unit 3314 uses the memory 
3311 to run a program , thereby executing the image pro 
cessing , the VisualHull processing , or the free multi - view 
point image generation processing . 
10302 ] The hard disc drive 3312 is a magnetic disc device 
for storing programs and data used for processing . The 
information processing apparatus 3301 may load the pro 
grams and data stored in the hard disc drive 3312 into the 
memory 3311 . In place of the hard disc drive 3312 , an 
auxiliary storage device such as an optical device , a mag 
neto - optical disc device , or a tape device may be used . 
[ 0303 ] The network interface 3313 is a communication 
interface circuit that is coupled to a communication network 
such as Local Area Network and Wide Area Network , and 
performs data transformation associated with communica 
tion . The information processing apparatus 3301 may 
receive programs and data from an external apparatus via the 
network interface 3313 , and load them into the memory 
3311 . 
[ 0304 ] The medium driving device 3315 drives a portable 
recording medium 3317 , and accesses contents recorded 
therein . The portable recording medium 3317 is a memory 
device , a flexible disc , an optical disc , a magneto - optical 
disc , or the like . The portable recording medium 3317 is a 
compact disk read only memory ( CD - ROM ) , a digital ver 
satile disk ( DVD ) , a Universal Serial Bus ( USB ) memory , or 
the like . The operator or the user may store programs and 
data in the portable recording medium 3317 , and load them 
into the memory 3311 for later usage . 
[ 0305 ] A computer - readable recording medium that stores 
such programs and data is a physical ( non - transitory ) record 
ing medium such as the memory 3311 , the hard disc drive 
3312 , or the portable recording medium 3317 . 
[ 0306 ] The input device 3303 is , for example , a keyboard , 
a pointing device , or the like , and is used to input a user ' s 
instruction or information . The display device 3302 displays 
an inquiry or instruction to the operator or the user , and a 
processing result on the window . The processing result may 
be the distance information z or the free multi - viewpoint 
image . 
[ 0307 ] 8 bits , 16 bits , 32 bits , and 64 bits of variables are 
defined as general variables used in the program . For this 

reason , when the arithmetic unit 3314 is CPU , GPU , or the 
like , these bit widths may be used as formats of the storage 
area of the storage unit 1013 . 
[ 0308 ] However , if the data amount of the line segment 
end coordinates is to be further reduced , or of the arithmetic 
unit 3314 is an FPGA , a dedicated hardware circuit , or the 
like , the bit widths of 8 bits , 16 bits , 32 bits , and 64 bits are 
not necessarily used . 
[ 0309 ] Even if any bit width is used as the format of the 
storage area , a format bit string of the proper number of bits 
indicating the bit width may be defined to store the line 
segment end coordinate values in the storage area . Then , the 
line segment end coordinate values may be read from the 
storage area by repeatedly reading the format bit string and 
data having the bit width indicated by the format bit string . 
[ 0310 ] The information processing apparatus 1001 may 
include the plurality of arithmetic units 3314 . In this case , 
the plurality of arithmetic units 3314 may execute the image 
processing , the VisualHull processing , or the free multi 
viewpoint image generation processing in parallel . 
[ 0311 ] FIG . 34 illustrates an example of the local memory 
in the arithmetic unit 3314 in FIG . 33 . The arithmetic unit 
3314 includes an arithmetic circuit 3401 , a shared memory 
3402 , and a cache memory 3403 . 
[ 0312 ] The shared memory 3402 and the cache memory 
3403 correspond to the local memory , and are coupled to the 
arithmetic circuit 3401 via an intra - chip bus . A memory 
3404 corresponds to a global memory ( off - chip memory ) , 
and is coupled to the arithmetic circuit 3401 via an inter - chip 
connection bus . 
[ 0313 ] The memory 3311 in FIG . 33 corresponds to the 
memory 3404 . The inter - chip connection bus has a smaller 
transmission bandwidth and a larger latency than the intra 
chip bus . 
[ 03141 . The shared memory 3402 and the cache memory 
3403 each have a small capacity , and the memory 3404 has 
a large capacity . The user may control data arrangement in 
the shared memory 3402 and the memory 3404 . Meanwhile , 
data arrangement in the cache memory 3403 is controlled by 
a cache management mechanism . 
[ 0315 ] The shared memory 3402 , the cache memory 3403 , 
and the memory 3404 may be used as the storage unit 1013 
in FIGS . 10 and 17 . In the case where the data amount of the 
line segment end coordinate values is sufficiently small , the 
shared memory 3402 and the cache memory 3403 are 
mainly used as the storage unit 1013 . 
[ 0316 ] FIG . 35 illustrates a first configuration example of 
the arithmetic unit 3314 in FIG . 33 . A CPU 3501 in FIG . 35 
corresponds to the arithmetic unit 3314 , and includes an 
arithmetic circuit 3511 , a register 3512 , a shared memory 
3513 , and a cache memory 3514 . The shared memory 3513 
and the cache memory 3514 are coupled to the arithmetic 
circuit 3511 via an intra - chip bus 3521 . Meanwhile , the 
memory 3311 is coupled to the CPU 3501 via an inter - chip 
connection bus 3522 . 
[ 0317 ] The shared memory 3513 , the cache memory 3514 , 
and the memory 3311 may be used as the storage unit 1013 
in FIGS . 10 and 17 . In the case where the data amount of the 
line segment end coordinate values is sufficiently small , the 
shared memory 3513 and the cache memory 3514 are 
mainly used as the storage unit 1013 . 
[ 0318 ] FIG . 36 illustrates a second configuration example 
of the arithmetic unit 3314 in FIG . 33 . A GPU 3602 and a 
memory 3603 are mounted on a board 3601 in FIG . 36 . The 
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GPU 3602 corresponds to the arithmetic unit 3314 , and 
includes an arithmetic circuit 3611 , a register 3612 , a shared 
memory 3613 , and a cache memory 3614 . The shared 
memory 3613 and the cache memory 3614 are coupled to the 
arithmetic circuit 3611 via an intra - chip bus 3621 . 
[ 0319 ] The memory 3603 corresponds to a global 
memory , and is coupled to the GPU 3602 via an inter - chip 
connection bus 3622 . The memory 3311 is coupled to the 
GPU 3602 on the board 3601 via an extension bus 3623 . The 
extension bus 3623 is , for example , a peripheral component 
interconnect express ( PCIExpress ) , and has a smaller trans 
mission bandwidth than the inter - chip connection bus 3622 . 
[ 0320 ] The shared memory 3613 , the cache memory 3614 , 
the memory 3603 , and the memory 3311 may be used as the 
storage unit 1013 in FIGS . 10 and 17 . In the case where the 
data amount of the line segment end coordinate values is 
sufficiently small , the shared memory 3613 and the cache 
memory 3614 are mainly used as the storage unit 1013 . 
[ 0321 ] The configurations of the information processing 
apparatus 1001 in FIGS . 10 and 17 are merely examples , and 
some constituents may be omitted or changed according to 
the use or conditions of the information processing appara 
tus 1001 . For example , in the information processing appa 
ratus 1001 in FIG . 17 , in the case where the mapping 
information M1 [ RID ] and the mapping information 
M2 [ RID ) are generated by an external device , the mapping 
information generation unit 1701 may be omitted . 
[ 0322 ] The configuration of the free multi - viewpoint 
video device 2901 in FIG . 29 is merely an example , and 
some constituents may be omitted or changed according to 
the use or the conditions of the free multi - viewpoint video 
device 2901 . For example , the free multi - viewpoint video 
device 2901 may include a display device for displaying the 
free multi - viewpoint image generated by the rendering unit 
2914 
[ 0323 ] The flowcharts in FIGS . 11 , 18 to 24 , and 30 to 32 
are merely examples , and some processing may be omitted 
or changed according to the configuration or conditions of 
the information processing apparatus 1001 or the free multi 
viewpoint video device 2901 . 
[ 0324 ] The epipolar lines in FIGS . 1 to 3 and the silhouette 
cones in FIGS . 3 and 4 are merely examples , and the 
epipolar line and the silhouette cone vary according to the 
object to be imaged and the position of each camera . 
[ 0325 ] The overlap determination processing in FIGS . 5 , 
7 , and 16 is merely examples , and the overlap determination 
processing varies according to the search result of the line 
segment search processing . The mask image in FIG . 6 is 
merely an example , and the mask image varies according to 
the object to be imaged . 
[ 0326 ] The configurations of the three dimensional shape 
construction unit 801 in FIGS . 8 and 9 are merely examples , 
some constituents may be omitted or changed according to 
the use or conditions of the three dimensional shape con 
struction unit 801 . 
[ 0327 ) The line segment end coordinate values in FIGS . 
12 , 13 , 25 , 26A , and 26B are merely examples , and the line 
segment end coordinate values vary according to the search 
result of the line segment search processing . The method of 
selecting the line segment end coordinate values in FIGS . 
14A and 14B and the method of determining the sign in FIG . 
15 are merely examples , and any other suitable selection 
method and determination method may be used . 

[ 0328 ] The free multi - viewpoint image generation pro 
cessing in FIG . 27 is merely an example , and some process 
ing may be omitted or changed according to the use or 
conditions of the free multi - viewpoint video device 2901 . 
The free viewpoint image in FIG . 28 is merely an example , 
and the free viewpoint image varies according to the object 
to be imaged and the viewpoint position . 
[ 0329 ] The information processing apparatus 3301 in FIG . 
33 , the memory configuration in FIG . 34 , and the configu 
rations of the arithmetic unit in FIGS . 35 and 36 are merely 
examples , and some constituents may be omitted or changed 
according to the use or conditions of the information pro 
cessing apparatus 3301 . For example , in the information 
processing apparatus 3301 in FIG . 33 , in the case where a 
communication network or the portable recording medium 
3317 is not used , the network interface 3313 or the medium 
driving device 3315 may be omitted . In the case where the 
hard disc drive 3312 is not used , the hard disc drive 3312 
may be omitted . 
[ 0330 ] The equation ( 1 ) to the equation ( 24 ) are merely 
examples , and another equation may be used depending on 
the configuration or conditions of the information processing 
apparatus 1001 . 
[ 0331 ] The disclosed embodiment and advantages thereof 
have been described in detail . However , those ordinarily 
skilled in the art would make various changes , additions , and 
omissions without deviating from the scope of the present 
disclosure , which is clearly recited in claims . 
[ 0332 ] All examples and conditional language provided 
herein are intended for the pedagogical purposes of aiding 
the reader in understanding the invention and the concepts 
contributed by the inventor to further the art , and are not to 
be construed as limitations to such specifically recited 
examples and conditions , nor does the organization of such 
examples in the specification relate to a showing of the 
superiority and inferiority of the invention . Although one or 
more embodiments of the present invention have been 
described in detail , it should be understood that the various 
changes , substitutions , and alterations could be made hereto 
without departing from the spirit and scope of the invention . 
What is claimed is : 
1 . An information processing apparatus comprising : 
a memory ; and 
a processor coupled to the memory and configured to : 

obtain a second straight line by mapping a first straight 
line that passes a projection center of a target image 
taken by a first imaging device in a three dimensional 
space and a point representing an object in a projec 
tion plane of the first imaging device , onto each of a 
plurality of reference images respectively taken by a 
plurality of second imaging devices , and generate a 
reference line - segment representing an existing 
range of the object on the second straight line for 
each of the plurality of reference images ; 

transform , for each of the plurality of reference line 
segments respectively generated on the plurality of 
reference images , a coordinate value of a first end 
point of the reference line - segment into a difference 
between a coordinate value of the first end point and 
a coordinate value of a second endpoint of the 
reference line - segment ; 

store the coordinate value of the second endpoint and 
the difference in the memory ; 
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restore the coordinate value of the first endpoint from 
the coordinate value of the second endpoint and the 
difference stored in the memory ; and 

map the coordinate value of the second endpoint and 
the restored coordinate value of the first endpoint , 
onto a depth - direction line that is perpendicular to 
the projection plane of the first imaging device , and 
determine overlap of a plurality of line - segments on 
the depth - direction line whose endpoints are mapped 
from each of the plurality of reference line - segments 
on the plurality of reference images . 

2 . The information processing apparatus of claim 1 , 
wherein : 

the processor obtains an equation of the second straight 
line , which is described based on a horizontal coordi 
nate and a vertical coordinate of each of the plurality of 
reference images , by using mapping information for 
mapping a point in the three dimensional space onto 
each of the plurality of reference images ; 

the coordinate value of the second endpoint and the 
difference stored in the memory are each described as 
a first - coordinate value based on a first coordinate that 
is one of the horizontal coordinate and the vertical 
coordinate ; 

the processor : 
restores a first - coordinate value of the first endpoint , 

from a first - coordinate value of the second endpoint 
stored in the memory and a difference between a 
first - coordinate value of the first end point and the 
first - coordinate value of the second endpoint , 

obtains , using the equation of the second straight line , 
a second - coordinate value of the second endpoint 
from the first - coordinate value of the second end 
point , the second coordinate value being a value 
described based on a second coordinate that is one of 
the horizontal coordinate and the vertical coordinate 
different from the first coordinate , 

obtains , using the equation of the second straight line , 
a second - coordinate value of the first endpoint , from 
the first - coordinate value of the first endpoint , and 

maps the first - coordinate value and the second - coordi 
nate value of the first end point , and the first 
coordinate value and the second - coordinate value of 
the second end point , onto the depth - direction line of 
the projection plane of the first imaging device . 

3 . The information processing apparatus of claim 1 , 
wherein : 

a difference between the first - coordinate values of the first 
and second endpoints is larger than a difference 
between the second - coordinate values of the first and 
second endpoints ; and 

the first - coordinate value of the second endpoint and the 
difference between the first - coordinate values of the 
first and second endpoints are each described as an 
integer variable . 

4 . The information processing apparatus of claim 3 , 
wherein : 

the processor determines a bit width of the integer vari 
able for representing the first - coordinate value of the 
second endpoint , based on the first - coordinate value of 
the second endpoint ; and 

the processor determines a bit width of the integer vari 
able for representing a difference between the first 
coordinate values of the first and second endpoints , 

based on a value of the difference between the first 
coordinate values of the first and second endpoints . 

5 . The information processing apparatus of claim 1 , 
wherein : 

the processor generates a first line - segment representing 
the existing range of the object on the second straight 
line , and generates a plurality of second line - segments 
representing existing ranges of one or more objects 
including the object ; 

the processor transforms a coordinate value of a first 
endpoint of each of the plurality of second line - seg 
ments into a difference between a coordinate value of 
the first endpoint and one of a coordinate value of a 
second endpoint of the second line - segment , a coordi 
nate value of an endpoint of another second line 
segment , and a coordinate value of one endpoint of the 
first line - segment ; 

the processor further stores the differences generated from 
coordinate values of endpoints of the plurality of sec 
ond line - segments ; 

the processor reconstructs the coordinate values of the 
endpoints of the plurality of second line - segments from 
the differences generated from the coordinate values of 
the endpoints of the plurality of second line segments , 
and maps the reconstructed coordinate values of the 
endpoints of the plurality of second line - segments onto 
the depth - direction line of the projection plane of the 
first imaging device ; and 

the processor determines overlap of the plurality of sec 
ond line - segments generated from the plurality of ref 
erence images on the depth - direction line of the pro 
jection plane of the first imaging device . 

6 . A non - transitory , computer - readable recording medium 
having stored therein a program for causing a computer to 
execute a process comprising : 

obtaining a second straight line by mapping a first straight 
line that passes a projection center of a target image 
taken by a first imaging device in a three dimensional 
space and a point representing an object in a projection 
plane of the first imaging device , onto each of a 
plurality of reference images respectively taken by a 
plurality of second imaging devices , and generating a 
reference line - segment representing an existing range 
of the object on the second straight line for each of the 
plurality of reference images ; 

transforming , for each of the plurality of reference line 
segments respectively generated on the plurality of 
reference images , a coordinate value of a first endpoint 
of the reference line - segment into a difference between 
a coordinate value of the first end point and a coordi 
nate value of a second endpoint of the reference line 
segment ; 

storing the coordinate value of the second endpoint and 
the difference in a memory ; 

restoring the coordinate value of the first endpoint from 
the coordinate value of the second endpoint and the 
difference stored in the memory ; and 

mapping the coordinate value of the second endpoint and 
the restored coordinate value of the first endpoint , onto 
a depth - direction line that is perpendicular to the pro 
jection plane of the first imaging device , and determin 
ing overlap of a plurality of line - segments on the 
depth - direction line whose endpoints are mapped from 
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each of the plurality of reference line - segments on the 
plurality of reference images . 

7 . The non - transitory , computer - readable recording 
medium of claim 6 , the process further comprising : 

obtaining an equation of the second straight line , which is 
described based on a horizontal coordinate and a ver 
tical coordinate of each of the plurality of reference 
images , by using mapping information for mapping a 
point in the three dimensional space onto each of the 
plurality of reference images , wherein the coordinate 
value of the second endpoint and the difference stored 
in the memory are each described as a first - coordinate 
value based on a first coordinate that is one of the 
horizontal coordinate and the vertical coordinate ; 

restoring a first - coordinate value of the first endpoint , 
from a first - coordinate value of the second endpoint 
stored in the memory and a difference between a 
first - coordinate value of the first end point and the 
first - coordinate value of the second endpoint ; 

obtaining , by using the equation of the second straight 
line , a second - coordinate value of the second endpoint 
from the first - coordinate value of the second endpoint , 
the second coordinate value being a value described 
based on a second coordinate that is one of the hori 
zontal coordinate and the vertical coordinate different 
from the first coordinate ; 

obtaining , by using the equation of the second straight 
line , a second - coordinate value of the first endpoint , 
from the first - coordinate value of the first endpoint ; and 

mapping the first - coordinate value and the second - coor 
dinate value of the first end point , and the first - coor 
dinate value and the second - coordinate value of the 
second end point , onto the depth - direction line of the 
projection plane of the first imaging device . 

8 . The non - transitory , computer - readable recording 
medium of claim 6 , wherein : 

a difference between the first - coordinate values of the first 
and second endpoints is larger than a difference 
between the second - coordinate values of the first and 
second endpoints ; and 

the first - coordinate value of the second endpoint and the 
difference between the first - coordinate values of the 
first and second endpoints are each described as an 
integer variable . 

9 . The non - transitory , computer - readable recording 
medium of claim 8 , the process further comprising : 

determining a bit width of the integer variable for repre 
senting the first - coordinate value of the second end 
point , based on the first - coordinate value of the second 
endpoint ; and 

determining a bit width of the integer variable for repre 
senting a difference between the first - coordinate values 
of the first and second endpoints , based on a value of 
the difference between the first - coordinate values of the 
first and second endpoints . 

10 . The non - transitory , computer - readable recording 
medium of claim 6 , the process further comprising : 

generating a first line - segment representing the existing 
range of the object on the second straight line , and 
generating a plurality of second line - segments repre 
senting existing ranges of one or more objects includ 
ing the object ; 

transforming a coordinate value of a first endpoint of each 
of the plurality of second line - segments into a differ 

ence between a coordinate value of the first endpoint 
and one of a coordinate value of a second endpoint of 
the second line - segment , a coordinate value of an 
endpoint of another second line - segment , and a coor 
dinate value of one endpoint of the first line - segment ; 

storing the differences generated from coordinate values 
of endpoints of the plurality of second line - segments ; 

reconstructing the coordinate values of the endpoints of 
the plurality of second line - segments from the differ 
ences generated from the coordinate values of the 
endpoints of the plurality of second line segments , and 
maps the reconstructed coordinate values of the end 
points of the plurality of second line - segments onto the 
depth - direction line of the projection plane of the first 
imaging device ; and 

determining overlap of the plurality of second line - seg 
ments generated from the plurality of reference images 
on the depth - direction line of the projection plane of the 
first imaging device . 

11 . A method comprising : 
obtaining a second straight line by mapping a first straight 

line that passes a projection center of a target image 
taken by a first imaging device in a three dimensional 
space and a point representing an object in a projection 
plane of the first imaging device , onto each of a 
plurality of reference images respectively taken by a 
plurality of second imaging devices , and generating a 
reference line - segment representing an existing range 
of the object on the second straight line for each of the 
plurality of reference images ; 

transforming , for each of the plurality of reference line 
segments respectively generated on the plurality of 
reference images , a coordinate value of a first endpoint 
of the reference line - segment into a difference between 
a coordinate value of the first end point and a coordi 
nate value of a second endpoint of the reference line 
segment ; 

storing the coordinate value of the second endpoint and 
the difference in a memory ; 

restoring the coordinate value of the first endpoint from 
the coordinate value of the second endpoint and the 
difference stored in the memory ; and 

mapping the coordinate value of the second endpoint and 
the restored coordinate value of the first endpoint , onto 
a depth - direction line that is perpendicular to the pro 
jection plane of the first imaging device , and determin 
ing overlap of a plurality of line - segments on the 
depth - direction line whose endpoints are mapped from 
each of the plurality of reference line - segments on the 
plurality of reference images . 

12 . The method of claim 11 , further comprising : 
obtaining an equation of the second straight line , which is 

described based on a horizontal coordinate and a ver 
tical coordinate of each of the plurality of reference 
images , by using mapping information for mapping a 
point in the three dimensional space onto each of the 
plurality of reference images , wherein the coordinate 
value of the second endpoint and the difference stored 
in the memory are each described as a first - coordinate 
value based on a first coordinate that is one of the 
horizontal coordinate and the vertical coordinate ; 

restoring a first - coordinate value of the first endpoint , 
from a first - coordinate value of the second endpoint 
stored in the memory and a difference between a 
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first - coordinate value of the first end point and the 
first - coordinate value of the second endpoint ; 

obtaining , by using the equation of the second straight 
line , a second - coordinate value of the second endpoint 
from the first - coordinate value of the second endpoint , 
the second coordinate value being a value described 
based on a second coordinate that is one of the hori 
zontal coordinate and the vertical coordinate different 
from the first coordinate ; 

obtaining , by using the equation of the second straight 
line , a second - coordinate value of the first endpoint , 
from the first - coordinate value of the first endpoint ; and 

mapping the first - coordinate value and the second - coor 
dinate value of the first end point , and the first - coor 
dinate value and the second - coordinate value of the 
second end point , onto the depth - direction line of the 
projection plane of the first imaging device . 

13 . The method of claim 11 , wherein : 
a difference between the first - coordinate values of the first 
and second endpoints is larger than a difference 
between the second - coordinate values of the first and 
second endpoints ; and 

the first - coordinate value of the second endpoint and the 
difference between the first - coordinate values of the 
first and second endpoints are each described as an 
integer variable . 

14 . The method of claim 13 , further comprising : 
determining a bit width of the integer variable for repre 

senting the first - coordinate value of the second end 
point , based on the first - coordinate value of the second 
endpoint ; and 

determining a bit width of the integer variable for repre 
senting a difference between the first - coordinate values 

of the first and second endpoints , based on a value of 
the difference between the first - coordinate values of the 
first and second endpoints . 

15 . The method of claim 11 , further comprising : 
generating a first line - segment representing the existing 

range of the object on the second straight line , and 
generating a plurality of second line - segments repre 
senting existing ranges of one or more objects includ 
ing the object ; 

transforming a coordinate value of a first endpoint of each 
of the plurality of second line - segments into a differ 
ence between a coordinate value of the first endpoint 
and one of a coordinate value of a second endpoint of 
the second line - segment , a coordinate value of an 
endpoint of another second line - segment , and a coor 
dinate value of one endpoint of the first line - segment ; 

storing the differences generated from coordinate values 
of endpoints of the plurality of second line - segments ; 

reconstructing the coordinate values of the endpoints of 
the plurality of second line - segments from the differ 
ences generated from the coordinate values of the 
endpoints of the plurality of second line segments , and 
maps the reconstructed coordinate values of the end 
points of the plurality of second line - segments onto the 
depth - direction line of the projection plane of the first 
imaging device ; and 

determining overlap of the plurality of second line - seg 
ments generated from the plurality of reference images 
on the depth - direction line of the projection plane of the 
first imaging device . 


