Abstract: The invention provides a method for verifying a person's identity, which includes obtaining a password and/or random key from a person, and comparing the obtained password and/or random key to a plurality of known passwords and/or random keys to determine a likely identity of the person. The method further includes measuring a specific biometric of the person, the specific biometric comprising a respiratory, cardiac, or other physiologic biometric, and comparing the measured specific biometric to the known specific biometric of the person that is associated with the obtained password and/or random key to verify the likely identity of the person.
SYSTEM AND METHOD FOR IDENTITY CONFIRMATION USING PHYSIOLOGIC BIOMETRICS TO DETERMINE A PHYSIOLOGIC FINGERPRINT

1. FIELD OF THE INVENTION

The present invention relates to a method for identifying a person. More particularly, the invention relates to a method of confirming the identity of a person using cardiac, pulmonary, or other physiological measurements.

2. BACKGROUND OF THE INVENTION

Systems designed for ensuring security and privacy can be used with a variety of applications. Such applications traditionally include the regulation of entry to, and mobility within, a person's residence or workplace, but can also include controlling access to a person's computer, vehicle, bank account, or other property.

Generally, these systems are premised on the idea of confirming the identity of a person as that of an authorized person or user before granting access to whatever the system is designed to protect. Typically, a security system solicits an identifier from a person, and the person in turn responds by providing such an identifier. A comparison is then made between the provided identifier and an identifier that is stored by the system and associated with the person's profile. If a correct match is made, access or entry is granted.

In the past, security systems have typically incorporated the solicitation of a password or other random key that is unique to an authorized person and which in theory only the authorized person knows or possesses. Some of the problems associated with passwords and keys, however, include the fact that they can be forgotten by, or otherwise become unavailable to, the authorized person. Furthermore, they can be discovered by, or otherwise be made known to or become possessed by, an unauthorized individual.

Security systems have also incorporated the solicitation of biometrics in their design, either alone or in conjunction with the solicitation of passwords or random keys. Some of the advantages of using biometrics include the fact that if properly selected, biometrics serve as relatively more precise and unique identifiers of a person and do not require active memory or possession of the identifier on the part of the person. Additionally, because properly selected biometrics are uniquely identifiable with only one specific person, the likelihood of falsifying or misrepresenting a person's biometric is relatively small. Biometrics that are currently used in security systems include superficial anatomical traits, for example fingerprints, hand and face geometries, and retinal patterns; cardiac parameters; metabolic parameters; vocal parameters; or other physiological characteristics.
The combination of a password and/or key, and a biometric adds to the reliability of identifying a unique individual. Even if all three parameters are incorporated, however, such a system may still be vulnerable to corruption. In a military setting, for example, an enemy combatant could steal the key from an authorized person, torture the person to acquire the password, and remove the person’s finger to obtain the fingerprint biometric thereon, and thus potentially gain access to a military computer system.

Physiological data can be derived from a wide variety of physiological monitoring systems designed for, e.g., in-hospital use, in-clinic use, ambulatory use, or the like. Without limitation or prejudice, however, the following description is largely in terms of preferred monitoring systems for ambulatory use.

In order to perform normal daily waking and sleeping activities, a monitored subject should be constrained no more than necessary. In preferred embodiments, therefore, physiological sensors are attached to, affixed to, carried by, or incorporated in or as part of ordinary wearable items that are unobtrusive, comfortable, and useable without assistance. Suitable wearable items include garments, jackets, bands, patches, and the like, made from a variety of materials, particularly elastic materials to insure a snug fit; they can be donned in one piece or include zippers, Velcro, snaps, and the like, that are joined after donning. Sensors can be incorporated into garments in many ways, for example, by weaving, knitting, or braiding into a garment’s fabric; or by being carried in, mounted in, or attached to the garment; also flexible sensors can be glued, printed, sprayed and so forth onto inner or outer garment surfaces. U.S. Patents Nos. 6,551,252 and 6,047,203 disclose such garments. The entire contents of the references identified above are expressly incorporated herein by reference thereto. Citation or identification of the references listed above, or in any section of this application hereafter, shall not be construed as prior art to the present invention.

U.S. Patent No. 5,719,950 describes a biometric authentication system that incorporates the solicitation of a specific biometric parameter, such as a fingerprint, and a non-specific biometric parameter, such as body temperature, electrocardiogram reading, or pulse. The non-specific biometric is selected to ensure that the individual seeking authentication is not incapacitated, dismembered, or deceased.

U.S. Patent No. 6,483,929 describes a method and device for authentication using physiological and histological biometrics of a person, including fingerprints, muscular-skeletal dimensions, oxygen and carbon dioxide content in tissue, cardiac cycles, dilatory response of the eye, and other responses of the nervous and metabolic systems to applied stimuli.
Thus, there remains a need for a method of identity authentication and confirmation that measures as a biometric the unique set of multiple physiologic parameters and characteristics of a person, including for example respiratory and cardiac parameters.

3. SUMMARY OF THE INVENTION

The present invention is directed to a method for verifying a person's identity. A preferred embodiment includes obtaining a password and/or random key from a person and comparing it to a plurality of known passwords and/or random keys to determine a likely identity of the person. The method also includes measuring a specific biometric of the person, and comparing it to the known baseline specific biometric of the person that is associated with the obtained password and/or random key to verify the likely identity of the person. Preferably, the known baseline respiratory biometric includes a range of values.

Preferably, the measured specific biometric includes a respiratory biometric. Additionally, the respiratory biometric of the person preferably includes a respiratory rate, a minute ventilation, a tidal volume, an inspiratory flow rate, an expiratory flow rate, a presence of cough, and presence of apnea or hypoapnea, or a combination thereof. Measuring the respiratory biometric preferably includes measuring the thoracic and/or abdominal girth of the person. Preferably, a person's girth is measured by inductive plethysmography.

In one embodiment, measuring the respiratory biometric preferably includes instructing the person to perform one or more maneuvers, and measuring at least one respiratory pattern exhibited by the person during performance of the maneuvers. The measured respiratory biometric includes at least one measured respiratory pattern. The at least one respiratory pattern is preferably measured over a period time during the performance of the maneuvers. Preferably, at least one maneuver includes performing a predetermined sequence of breaths, and at least one maneuver includes performing a predetermined sequence of physical movements.

In another embodiment, the specific biometric preferably further includes other physiological parameters, such as cardiac parameters, posture/activity parameters, temperature parameters, EEG parameters, EOG parameters, EMG parameters, vocal parameters, and gait parameters, or a combination thereof. In particular, the cardiac parameters preferably include an ECG parameter.

In yet another embodiment, the method further includes obtaining at least one of a fingerprint, a retinal scan, an electrocardiogram, and a DNA scan from the person, comparing the at least one obtained fingerprint, retinal scan, electrocardiogram, and DNA
scan to a plurality of known fingerprints, retinal scans, electrocardiograms, and DNA scans to determine a likely identity of the person, and comparing the measured specific biometric to the known baseline specific biometric of the person that is associated with the fingerprint, retinal scan, electrocardiogram, and DNA scan to verify the likely identity of the person.

The present invention is also directed to a method for verifying a person's identity by providing an ambulatory measuring device to a person configured for measuring a specific biometric of the person, measuring the specific biometric of the person, and comparing the measured specific biometric to a database of known baseline specific biometrics to verify the identity of the person. In one embodiment, the specific biometric includes a respiratory biometric, while in another embodiment, the specific biometric includes an ECG parameter. Preferably, the ambulatory measuring device includes a garment that is worn by the person.

The invention thus provides an method of confirming the identity of a person that includes measuring a unique parameter or set of multiple physiologic parameters of the person. This invention also includes software products implementing the methods of this invention. Hardware systems variously configured to perform the methods of this invention are also included.

4. BRIEF DESCRIPTION OF THE DRAWINGS

The present invention may be understood more fully by reference to the following detailed description of preferred embodiments of the present invention, illustrative examples of specific embodiments of the invention, and the appended figures in which:

Fig. 1 depicts an embodiment of an ambulatory multiple parameter monitoring system according to the present invention;

Fig. 2 depicts one embodiment of a method of identifying a person as known in the prior art;

Fig. 3 depicts one embodiment of a method of confirming the identity of a person according to the present invention;

Fig. 4 depicts a flow chart for one embodiment of a training algorithm;

Fig. 5 depicts a flow chart for one embodiment of a classifying algorithm;

Fig. 6 depicts an ECG representation of a single heartbeat;

Fig. 7 depicts a segment of an ECG record;

Fig. 8 depicts a QRS complex; and

Fig. 9 depicts the plot of a principle components analysis.
5. DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

Preferred embodiments of the present invention include monitoring of specific biometrics of a person including, for example, moment-by-moment cardiac and pulmonary functioning, activity level, and other physiological systems or processes. Particular embodiments may monitor fewer physiological systems, while other embodiments may monitor additional physiological systems depending on the availability of ambulatory, non-invasive sensors.

Many types of sensors can be incorporated in wearable, monitoring items. One useful physiological sensor, referred to herein generically as a "size sensor", gathers signals responsive to size indicia describing portions of a monitored subject's body, e.g., the torso, the neck, the extremities, or parts thereof. Size indicia can include the length along a selected portion of the body surface; the circumference, diameter, or cross-sectional area of a body part; and the like.

Size sensor signals can also be processed to yield information about organ system functioning. Signals from size sensors at one or more levels of the torso, e.g., at an abdominal level and at a rib cage level, can be interpreted using a two-component breathing model in order to determine respiratory rates, respiratory volumes, respiratory events, and the like. U.S. Patent Nos. 6,551,252; 5,159,935; and 4,777,962, and U.S. Patent Application No. 10/822,260 describe such signal processing. Indicia from size sensors at the mid-thorax can be processed to determine cardiac stroke volumes and/or aortic pulsations. U.S. Patent Nos. 6,783,498 and 5,178,151 describe such signal processing. Additionally, size sensors about one or more limbs can be responsive to venous or arterial pulsations, the changing size of an extremity, and the like; and abdominal size sensors can also be responsive to intestinal activity, and so forth. U.S. Patent No. 5,040,540 describes such sensors.

Preferred size sensors are based on inductive plethysmographic ("IP") technologies. However, useful size sensors can be based on diverse other technologies, e.g., body impedance sensors; mercury-containing silastic strain gauges; differential linear transformers; magnetometers sensing body diameters; piezoelectric or mechanical strain gauges; magnetic motion detectors; various optical techniques including interferometry; electrical impedance; surface electrical or magnetic activity; ultrasonic and Doppler measurements of body wall motions or body diameters; and/or plethysmographic techniques including bellows pneumographs, volume pneumographs, body plethysmographs, and so forth. Active elements of size sensors can be based on thread and fabric technologies. A fabric size sensor can measure, e.g., the resistance of conductive threads; the optical
properties of transparent threads; the local strain of a fabric woven so that local strain is reflective of circumferential overall strain, and so forth.

With respect to preferred sensors based on IP technologies, the impedance of a conductive element is known to reflect size and shape of the element. Therefore, the impedance of a conductive element configured to lie on a portion of a body part, to partially or fully encircle a body part, or otherwise arranged on the body of a subject changes as the size of the underlying body part changes due to, e.g., respirations, pulsations, voluntary motions, cardiac activity, and the like. IP technology measures this impedance and consequently reflects such physiological functioning.

An IP sensor includes a conductive element, usually a loop of wire or a conductive thread, arranged so that its impedance changes, preferably substantially linearly, with its size and shape. So that IP sensors generate signals reflective of changes in the size of the underlying body part, these sensors are conveniently incorporated in elastic material arranged alone or in a garment to fit snugly against the monitored body part. The elastic material can be a knitted, woven, crocheted, or braided textile on which the sensor wire or thread is affixed during or after textile manufacture. Sensor electronics then determines the impedance, preferably substantially inductive, of an IP sensor's conductive element. In preferred embodiments, the IP sensor is incorporated into a resonant circuit and changes in resonant frequency are measured, e.g., by using a counting oscillator. Digitized data reflecting the time varying resonant frequencies are then output for processing into physiological information.

In addition to size sensors providing respiratory and/or cardiac information, wearable items can include diverse additional sensors for other physiological and/or non-physiological parameters of a monitored subject. For example, accelerometers can sense current activity level and body posture or orientations including signals relating to a person's walking gait or pace; thermistors can sense skin or body core temperature; and pulse oximeters can sense blood oxygen level. Further, electrodes in electrical communication with the subject can sense such electrical activities as electrocardiogram ("ECG") signals, electroencephalogram ("EEG") signals, electro-oculogram ("EOG") signals, electro-myogram ("EMG") signals (of the orbital, facial and other muscles), skin conductance or resistance, and the like. These electrodes are preferably made of fabric, or are otherwise flexible, and provide sufficient electrical contact without the need for conductivity enhancements, such as pastes, fluids, and the like. Additional sensors can include microphones for vocal and body sounds, ultrasound transducers for blood flow or organ pulsations, and so forth.
5.1 PREFERRED MONITORING SYSTEMS

Preferred embodiments of physiological monitoring systems include sensors that gather signals for processing. In one embodiment, the monitoring system includes sensors, as generally known to one of ordinary skill in the art, that can be constructed according to the many known technologies useful for non-invasive physiological sensing. Preferably, selected sensors have sufficient accuracy and precision, both in amplitude and response time (i.e. bandwidth), so that the gathered signals actually reflect the physiological systems and processes of interest. Preferably, the sensors have clinically confirmed accuracies and precisions.

Preferably, the physiological monitoring systems are ambulatory systems configured so that a person is not constrained and can perform their normal daily waking and sleeping activities. Preferably, the ambulatory monitoring systems are also configured for use without assistance by medical or other trained personnel. A preferred ambulatory physiological monitoring system configuration includes a wearable item, for example, a garment, band, patch, and the like, or associations with partial-shirts or shirts, on partial body suits, or in full body suits that are unobtrusive, comfortable, and preferably made of non-restricting fabric into which sensors are incorporated.

A preferred embodiment of an ambulatory monitoring systems is illustrated in Fig. 1, which depicts garment 23 equipped with an extensive array of size sensors capable of measuring venous and arterial pulsations, individual lung function, and the like, as well as other sensors. In particular, size sensor 13 located around the thorax of an individual measures anatomical changes thereat and returns signals relating to respiratory function. Additionally, size sensor 29 at the mid-thorax level of the xiphoid process returns signals with cardiac pulsation components. This embodiment is provided with two buffering and/or processing units (referred to herein as portable date units ("PDUs"), local unit 25 and nearby unit 27. PDUs are preferably sufficiently compact and lightweight to be carried on or by the monitored subject. PDUs can include IP sensor electronics and preferably also electronics for operating sensors, and (if necessary) retrieving and digitizing sensor data. Such systems are described in U.S. Patent No. 6,551,252.

Signals gathered by monitoring systems for use by this invention are preferably processed by one or more analysis computers providing processing capability that may be remotely located or distributed. Preferably, the processing methods are linked into an integrated system that processes signals from a monitoring system primarily directed to cardiorespiratory monitoring. In one embodiment, basic signal processing, e.g. filtering and
digitization, is performed on units local to the monitoring system, such as local unit 25. Complete processing by this invention's methods generally requires processing capabilities similar to those of a modern desktop PC with, for example, a 2 GHz or more processor, 256 MB or more of main memory, 10 GB or more of peripheral storage, standard interface units, and the like. In one embodiment, nearby unit 27 provides this capability in the vicinity of the monitored person, while in another embodiment, this capability is provided by remotely located system 33. Gathered signal data is transferred to system 33 and unit 27 by routine means, for example, using private wireless networks or public cellular phone systems, by means of a memory device such as a micro hard disk or a flash memory card, and the like.

Initial sensor signal processing generally includes filtering, digitization, noise limiting, extraction of relevant signal components, and the like. Following initial processing, specific processing of respiratory size sensor signals includes calibration, determination of a tidal volume signal, and extraction of respiratory events from the tidal volume signal. U.S. Patent Nos. 6,413,225; 5,159,935; 4,834,766; and 4,777,962, and U.S. Patent Application No. 10/822,260 describe such respiratory processing. Cardiac sensor signal processing includes extraction of cardiac components, enhancement of cardiac components, determination of stroke volume indicia, and the like. U.S. Patent Nos. 6,783,498; 5,178,151; and 5,040,540, and U.S. Patent Application No. 10/991,877 describe such cardiac processing.

Signals from additional sensors are processed as appropriate. R-wave can be recognized in ECG signals using known methods, and then cardiac rates and rate variability can be extracted. ECG, EMG, EOG, and similar signals are usually stored for later manual grading and analysis. Accelerometer signals can be low and high pass filters to extract posture information and activity level information, respectively. U.S. Patent Application No. 10/991,877 describes such signal processing.

This methods of the present invention are performed on software or firmware programmable systems. In the case of software programming, methods are coded in standard computer languages, such as C, C++, or in high level application languages, such as Matlab and associated toolboxes (Math Works, Natick, MA). Code is then translated or compiled into executable computer instructions for controlling a microprocessor or similar device. In the case of firmware programming, higher level method specifications written in software languages or hardware languages such as VHDL, are generally translated into bit codes by tools supplied by the manufacturer of the hardware part that is being programmed. For example, manufacturer's tools prepare bit-streams for configuring FPGAs.
Software or firmware programming can be stored and transferred on computer readable media (such as CD ROMS, flash cards, etc.), across-network connections, and the like. This programming can be made generally available as program products.

5.2 PREFERRED IDENTIFICATION METHODS

The present invention preferably includes methods and systems of verifying a person’s identity that compare physiological information recorded at a time of identity confirmation with baseline physiological information recorded previously, the physiological information being preferably measured by embodiments of the physiological monitoring systems and methods previously described. Preferably, the present invention can be incorporated into existing or new systems, such as security systems, access control systems, and the like, that authorize only those persons who meet various identification criteria.

Fig. 2 depicts one example of a prior art method 260 of identifying a person that includes soliciting and obtaining from a person an identifier, which may include a password and/or a random key, as shown in step 200. In some cases, the password is a personal identification number ("PIN") or an alphanumeric combination, for example a text string, that is either manually entered on a keypad or spoken aloud by the person for processing and recognition by the system. In some cases, the random key includes a physical key configured for receipt in a keyhole, or an electronic access card, badge, or fob that is configured to be read by an electronic sensor or reader. In other embodiments, the identifiers may include digital images, fingerprints, retinal scans, DNA scans, and/or electrocardiogram readings, and the like, which are obtained by known methods for processing by the system.

Once the identifier is obtained from the person, it is compared to a plurality of known baseline identifiers, as shown in step 210, and the system determines if there is a match, as shown in step 220. Typically, these identifiers are previously recorded, and stored in an electronic database of the system. The stored identifiers correspond to a list or profiles of "authorized persons", i.e., those persons who are authorized, for example, for entry or access.

If the identifier obtained from the person does not match or correspond to at least one of those stored in the database, solicitation of the person's identifier is repeated as shown in step 230. If the person continually (for example, more than twice) provides an identifier that does not match or correspond to at least one that is stored in the database, the person is identified as an "unauthorized person," as shown in step 240. As a result, and if, for example, the method was incorporated in a security system, the person would be denied
access or entry to the property that the system is protecting. If, however, the person provides an identifier that matches or corresponds to at least one identifier stored in the database, the person is recognized as an "authorized person," and is granted access or entry, as shown in step 250.

Such prior art methods of identification, however, typically suffer from many disadvantages, as previously discussed. The present invention supplements known identification systems with additional steps to verify and confirm the identity of a person based on indices derived from physiological measurements after initial recognition that a person is a "likely authorized person".

A preferred embodiment of the method of the present invention is depicted in Fig. 3. Preferably, steps 300 to 350 are similar to steps 200 to 250 of the prior art method 260 shown in Fig. 2. Specifically, the steps of soliciting and comparing a "preliminary identifier" in Fig. 3 are analogous to those for soliciting and comparing an "identifier" in Fig. 2, and the step of identifying a person as a "likely authorized person" in Fig. 3 is analogous to that for identifying a person as an "authorized person" in Fig. 2.

After identifying a person as a likely authorized person in step 350, the preferred method further includes measuring a specific biometric of the likely authorized person that includes at least one physiologic biometric, for example a respiratory biometric, as shown in step 360. As previously described, the respiratory biometric preferably includes discrete indices such as a respiratory rate, a minute ventilation, a tidal volume, an inspiratory or expiratory flow rate, a presence of a cough, apnea, or hypoapnea, or a combination thereof. Preferably, the respiratory biometric is measured by measuring the size or girth of the likely authorized person's thorax and/or abdomen. As previously discussed, measurement is preferably achieved by using IP sensors incorporated in a garment or other similar ambulatory device to measure changes in cross-sectional areas, circumferences, diameters, or geometrically similar indicia of the person's thorax and/or abdomen.

Aside from measuring discrete or single physiological parameters as a specific biometric of a person, the method can also include measuring a person's physiological response to stimuli or other provocations. In one embodiment, the likely authorized person's respiratory biometric is measured as a series of responses or waveforms over a selected period of time to provide a "physiological fingerprint" of the likely authorized person.

Preferably, such a physiological fingerprint is measured by instructing the person to perform a physical maneuver and measuring at least one physiological parameter, for example a respiratory pattern, exhibited by the person while performing the maneuver.
The person can be instructed to perform a series of physical maneuvers over a period of time, for example five, ten, or thirty seconds, while measurements of respiratory patterns are obtained. Additionally, measurements can be taken over a period of time after the person performs the maneuvers to capture the person's exhibited response to, or recovery from, the maneuvers.

In one example, the person may be instructed to perform a series predetermined inhalation and exhalation breathing patterns, such as deep breaths and short breaths, and the person's measured inspiratory and expiratory flow rates and/or capacities are measured. Alternatively, the person may be instructed to perform a series of predetermined physical movements or exercises, such as jumping-jacks or stationary jogging, and the person's respiratory response while performing the exercises is measured as a biometric. The physiological fingerprint can also include measurements of other physiological parameters as the specific biometric of the likely authorized person.

Once the likely authorized person's specific biometric is measured, the measured specific biometric is compared to a plurality of known baseline specific biometrics that are associated with the preliminary identifier of the likely authorized person, as shown in step 370, and the system determines if there is a match, as shown in step 380. These baseline specific biometrics are also stored in the electronic database of the system. Preferably, the baseline specific biometric is previously measured at a time when the person exhibited a stable physiological condition and health to reflect the person's normal physiological parameters. Additionally, the baseline specific biometric is preferably recently updated, e.g., preferably measured within the last five years and more preferably measured within the twelve months, to minimize expected deviations due to aging.

Preferably, the baseline specific biometric of a person is stored as a limited range of discrete indices or physiological fingerprints. For example, the method can include measuring a person's baseline respiratory rate, and storing such respiratory rate as a baseline specific biometric that includes a range of respiratory rates, i.e., having upper and lower bounds that differ by a percentage of the measured respiratory rate. Preferably, the allowable range is determined based on a normal deviation that can be expected in a healthy population for a particular physiological parameter; more preferably, the allowable range is less than a normal deviation. By storing the baseline specific biometric as a limited range, the comparison during step 370 does not have to result in an exact match in step 380. Rather, so long as the measured specific biometric of a person falls within an acceptable tolerance range of the baseline specific biometric, a correct match will be determined.
In the case of physiological fingerprints comprising a series of physiological measurements, such as a time series of respiratory measurements, the methods can preferably also include comparing such fingerprints and determining the likelihood of a match by known pattern recognition techniques. See, e.g., Duda et al., Pattern Classification, 2000 2'nd ed., Wiley-Interscience. Such techniques can be, for example, based on statistical classifications, or on neural networks, or the like. A preferred type of pattern recognition technique is described subsequently with respect to ECG recognition. In the case of a time series of respiratory measurements, significant features can readily be determined and the described techniques can be readily adapted.

If the measured specific biometric of the likely authorized person does not match or correspond one of those baseline specific biometrics that are stored in the database and associated with the preliminary identifier of that person, measuring of the likely authorized person's specific biometric is repeated, as shown in step 390. If, after successive attempts (for example, more than twice), the measured specific biometric does not match or correspond to one of the baseline specific biometrics stored in the database for the likely authorized person, the likely authorized person is verified and confirmed as an unauthorized person, as shown in step 400.

If, however, the measured specific biometric of the likely authorized person matches or corresponds to one of the baseline specific biometrics stored in the database and associated with the preliminary identifier for that person, the identity of the likely authorized person is verified and confirmed as that of an authorized person, as shown in step 410. As a result, and if, for example, the method were incorporated in a security system, the person would be granted access or entry.

In alternative embodiments, the measured specific biometric preferably includes, in addition to a respiratory biometric, or alternatively, standing alone, other physiological parameters, such as cardiac parameters (including heart rate, ECG readings, and blood pressure), posture and activity parameters, temperature parameters, EEG, EOG, and EMG parameters, speech and cough parameters (including pitch, frequency, and amplitude), gait or other walking parameters, or a combination thereof. These specific biometrics can be measured by known techniques as were previously discussed, and preferably include the use of IP sensors incorporated in a garment or other ambulatory device.
5.3 PREFERRED PARAMETER RECOGNITION METHODS


Pattern recognition may be broadly defined as developing an automated algorithm that is able to accurately classify an individual as belonging to one of n labeled classes. The basic approach preferably includes a-priori data to train an algorithm.

Presentation of this data to a classification algorithm teaches the classifier to generalize between each of the classes that are present. Thus, the classifier preferably creates a set of decision boundaries so that when a new data point is presented to the classifier, the classifier may label it accordingly. Fig. 4 is a flow chart that shows steps 1-5 of one embodiment for training a classification system for use in pattern recognition.

Step 1 preferably includes labeling the relevant classes. Preferably, this is simply assigning an arbitrary integer label for each of the n classes or individuals, e.g., \( c_i = 1, \ldots, n \). Step 2 preferably includes extracting relevant features from the data that will be used to uniquely identify each class. In many embodiments, sets of features are manually selected and the remaining steps of Fig. 4 are performed to determine if the performance of the trained classifier is satisfactory. If not, a different set of features is manually selected and the process of Fig. 4 is repeated. Other embodiments of this invention include automatically selecting features; performing the steps of Fig. 4 to determine whether the classifier performance is satisfactory; and if not, returning to step 2 and repeating this process with another automatically determined set of features. The extracted features are put together to form a feature vector. The dimension D of this vector or feature space is preferably the number of features used, and each component in the feature vector is preferably a scalar component. Following feature extraction, step 3 preferably includes scaling the data in an appropriate manner. In one embodiment, this is a simple transform that ensures that the data lie in the range [0;1] or [-1;1].

The dimension reduction of step 4 preferably includes principal components analysis to transform a number of correlated variables into a preferably smaller number of uncorrelated variables called principal components. This allows the first principal component to account for as much of the variability in the data as possible, and each succeeding
component then accounts for as much of the remaining variability as possible. As a result, components that account for very little variability in the feature space may be discarded.

The final step 5 includes selection of an appropriate learning algorithm to train the classifier. Preferably, the scaled and reduced feature vectors used for training are presented to the learning algorithm, i.e., for each class, a representative set of training data is labeled as belonging to that class. The algorithm then preferably fits hyper-dimensional decision boundaries between each class. A preferred learning algorithm for identity confirmation is the one-class support vector machine ("SVM"), see e.g. B. Scholkopf et al., Estimating the Support of High-Dimensional Distribution, Neural Computation, 13:7, 1443-1471 (2001). Embodiments of this invention also include automatically selecting important features by repeating the steps of Fig. 4 until the performance of the trained classifier is satisfactory.

Once a system has been trained, new data may be classified, as shown in Fig. 5. Steps 6-8 are generally similar to steps 2-4 except that the former steps make use of information determined by the latter steps. Specifically, steps 6-8 use the features and also use the characterizations of reduced dimensionality that have been determined during training during steps 2 and 4, respectively, to be significant and useful. Where step 4 applies a principal components analysis, the characterizations of reduced dimensionality are the important principal components, each of which is a combination of one or more of the extracted features. Further, step 9 uses the classifier that has been trained in step 5.

Thus, classification step 6 receives input signals describing an subject and extracts the particular features of importance determined during training. Step 7 scales the extracted features in a manner similar to the scaling performed in step 3. Step 8 combines the scaled features into the important characterizations of reduced dimensionality that have been previously determined during training. Then step 9 applies the previously-trained classifier to the characterizations determined in step 8 in order to find the likely class (if any) for the subject described by the input signals.

In the present invention, the class of an subject being tested is determined to be one the classes of the subjects on which the method has been trained. Each such training class is further identified by its identifies (see, e.g., Fig. 2). If the determined class matches the class identified by the identifier presented by the subject under test, then that subject is indicated to be confirmed. If the determined and the identified classes do not match, or if no likely matching class is found, the subject is indicated to be not confirmed.
ECG Parameter Recognition

A preferred parameter recognition method for measuring ECG as a specific biometric is described below in more detail. Extracted features can be combined to form a feature vector that is preferably used as the primary representation or indicator for comparing measured physiological parameters to baseline physiological parameters.

Preferably, the first step in ECG feature extraction is to identify each heartbeat, which may be achieved by identifying the QRS complex. Several standard R-wave detection and QRS detection algorithms are known, such as that disclosed by Kohier et al., The Principles of Software QRS Detection, IEEE Engineering in Medicine and Biology (2002), and any of these would be suitable to detect the QRS complex. In addition, the P-wave and T-waves may also be identified such that a single heartbeat can then be defined from the beginning of the P-wave to the end of the T-wave, as shown in Fig. 6.

The precise selection of ECG features preferably depends on the resolution of the sampled and digitized ECG signal, and several components may not be adequately determined for low resolution systems. This would then result in a reduced subset of ECG features, but the same principals discussed below would still apply. Features extracted from the ECG signal may generally be divided into one of four categories: 1) morphological features, 2) transform features, 3) nonlinear features, and 4) parametric modeling features.

Morphological features refer to features describing the basic geometric shape. Morphological features preferably include measurements such as the P-R interval, the S-T interval, the Q-T interval, the width of the QRS peak at 60% of the baseline level, the amplitude of the P-wave to the baseline level, the amplitude of R-wave to the baseline level, the amplitude of the T-wave to the baseline level, the amplitude of the baseline level to the Q-wave, and fitting straight lines to the Q-R and the R-S points and then calculating the angle between the resultant lines.

Transform features and nonlinear features refer to features describing details not clearly visible to the human eye (frequency components, fractal features, etc.). Transform features preferably include the average relative power in specific frequency bands that are preferably calculated using autoregressive (parametric) models. This is done, for example, by calculating the spectrum over a frequency range 1..N, dividing the range into sub-bands, averaging the power in each sub-band, and then normalizing by the total power over 1-N for each sub-band. Each of these results in a new scalar feature in a feature vector. Transform features may also include wavelet coefficients, which are obtained by taking the wavelet transform of the heart beat and then selecting a subset of coefficients for use as components in
the feature vector. Transform features can also include other transforms, such as cepstral transforms and discrete cosine transforms. With respect to non-linear features, these preferably include fractal dimensions of an entire heart beat, correlation dimensions of an entire heart beat, and Luypanov exponents.

Parametric modeling refers to curve fitting and then using a reduced set of coefficients from the resultant curve fit. This includes, for example, fitting a simple linear prediction or AR(MA) model to the curve of order n and then using these n points as a subcomponent of the feature vector.

Following feature extraction, the data is preferably scaled and subjected to post-processing to enhance the results of feature extraction. Preferably, post-processing preferably includes a dimension reduction method, e.g., principal components analysis, which, as described, finds a limited set important feature combinations known as principal components. Post-processing can also include calculating the class for n consecutive heart beats and then only if a predetermined percentage of these (90% etc.) all agree on the same result, is the individual assigned a class label or identifier. This advantageously allows for some tolerance of faulty QRS detection as well as artifact. Alternatively, pre-processing may include averaging n heart beats prior to feature extraction. Additional post processing may include combining the results of the ECG recognition with that of alternative biometrics before a final decision is made.

The particular learning algorithm used with the present invention can be selected from one of many algorithms known in the art, for example, linear discriminate functions, probability distribution, estimation, and clustering, support vector and other kernel machines, neural networks, and/or boosting algorithms. As discussed above, a preferred learning algorithm for identity confirmation is the one-class SVM by Scholkopf et al. because is fits a tight bound to a single class with no information about other classes. Thus, if a new feature vector falls within this bound, it belongs to this class or is associated with this person; otherwise it is rejected as being of this class or associated with this person.

**Speech Parameter Recognition**

As another example of parameter recognition, a preferred method for measuring breath and speech combinations as a specific biometric is described below in more detail. Some of these features are described in more detail in WO 2006/002338A2, published January, 5, 2006 and titled "Systems and Methods for Monitoring Cough". Preferably, a microphone or other sound recorder is first used to extract the following features and create
associated traces from a provided audio sample: 1) sound envelope, 2) event marker trace, 3) pitch, 4) sound energy, 5) duration, and 6) peak fraction.

The sound envelope ("SE") is the trace of the audio signal that is preferably captured from a throat microphone ("MIC"), and downsampled from 1500Hz to 50Hz. Every 30 data points are preferably normalized and summed to give a low resolution envelope.

The event marker trace ("EVT") is a binary trace preferably at the same resolution as the SE trace. It is ON when the SE trace rises above a threshold (e.g., 60) and goes OFF when it drops below another threshold (e.g., 30) for 3 consecutive samples.

Pitch is evaluated using the Mel cepstrum of the raw MIC trace. A cepstrum is the result of taking the Fourier Transform (FT) of the decibel spectrum as if it were a signal. The cepstrum is preferably defined as the FT of the log (with unwrapped phase) of the FT (cepstrum of signal = FT(log(FT-the signal))\,+\,j\,2\,\pi\,m), where m is the integer required to properly unwrap the angle of the complex log function.

There is a real cepstrum and a complex cepstrum. The real cepstrum preferably uses the logarithm function defined for real values, while the complex cepstrum uses the complex logarithm function defined for complex values as well. The complex cepstrum holds information about magnitude and phase of the initial spectrum, allowing reconstruction of the signal. The real cepstrum only uses the information of the magnitude of the spectrum.

The cepstrum is an excellent feature vector for representing the human voice and musical signals. For such applications, the spectrum is preferably first transformed using the Mel frequency bands. The result is called the Mel Frequency Cepstral Coefficients (MFCC), and can be used for voice identification, pitch detection and other analysis. This is a result of the cepstrum advantageously separating the energy resulting from vocal cord vibration from the "distorted" signal formed by the rest of the vocal tract.

Sound energy is the integral of the SE trace over the duration of the EVT event. Duration is the length in milliseconds of the EVT ON period (i.e., sound event). Peak fraction refers to the peak of the SE trace for each event expressed as a fraction of the total EVT duration (e.g., (Peak location — Start)/(End — Start)).

The EVT trace is then preferably used to mark sections of the breath traces, where the following additional features are extracted:

- ViVoI, which is the inspired tidal volume of the breath that begins just preceding the EVT marking;
- Hfb, which is the raw abdominal contribution to tidal volume band bandpass-filtered between 1 and 5 Hz;
- Lfb, which is the raw abdominal contribution to tidal volume band bandpass-filtered between 0.1 and 1 Hz;
- Maximum deflection, which is calculated for both Hfb and Lfb. The maximum peak—trough of consecutive peaks and troughs are determined for these filtered traces during each EVT;
- Insp./Exp. ratio, which is the ratio of the percentage of the EVT during inspiration and that during expiration;
- Center fraction, which is the location of the minimum trough is calculated expressed as a fraction of the event time;
- Turning points, which is the number of peaks and troughs over the duration of the EVT ON;
- AB baseline, which is the mean value of abdominal contribution to tidal volume band for 5 seconds before and after the event; and
- Phase, which is the phase difference between the ribcage contribution to tidal volume band and the abdominal contribution to tidal volume band.

Following feature extraction, the data is preferably scaled. Next, it is subject to a dimension reduction process, e.g., principal components analysis, which finds a limited number of significant combinations, i.e., that account for a large part of the data variance. Based on the identified combination of all these extracted features, a reduced-dimension feature vector representative of breath and speech is created and processed to train a classifier.

5.4 EXAMPLES

The present invention for identity confirmation is illustrated by the following example of a method of physiological parameter feature extraction for ECG and speech that is merely for the purpose of illustration and are not to be regarded as limiting the scope of the invention or the manner in which it can be practiced.

ECG Parameter Recognition

Six subjects (i.e. classes), 4 male and 2 female, each wore the LIFESHIRT® ambulatory monitoring garment by Vivometrics, Inc. (Ventura, CA) with ECG sensors and stood quietly for 30 seconds of recording. Each subject was given a different class label 1 through 6, and the ECG was sampled at 200 Hz. It was preferable to sample at a higher rate
as not all of the above-mentioned features were easily distinguishable at 200 Hz. Fig. 7 shows
a segment of a typical ECG record for subject 2.

After sampling, QRS detection was performed on the ECG signal for each subject, which resulted in extracted QRS complexes as shown in Fig. 8, for example, for subject 2. Additionally, Table 1 shows the number of extracted QRS complexes for each subject.

**Table 1.**

<table>
<thead>
<tr>
<th>Subject</th>
<th>No. of QRS complex’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>155</td>
</tr>
<tr>
<td>2</td>
<td>186</td>
</tr>
<tr>
<td>3</td>
<td>199</td>
</tr>
<tr>
<td>4</td>
<td>168</td>
</tr>
<tr>
<td>5</td>
<td>237</td>
</tr>
<tr>
<td>6</td>
<td>201</td>
</tr>
</tbody>
</table>

The following 11 features were extracted from each ECG QRS complex (note that all of the morphological features are normalized in some way so that they are scale independent):

1. (R-wave peak - left baseline)/left baseline;
2. (R-wave peak - right baseline)/right baseline;
3. (left baseline - min of Q or S wave)/left baseline;
4. (right baseline - min of Q or S wave)/right baseline;
5. (R wave peak - Q wave peak)/R wave peak;
6. (R wave peak - S wave peak)/R wave peak;
7. Q-R interval/length QRS;
8. location of S wave / length QRS;
9. standard deviation of QRS / mean of QRS;
10. energy in 1-4Hz band/ total energy; and
11. energy in 4-16Hz band / total energy.

Normalization or scaling was preferably achieved using two baselines, which were preferably the mean values of the first 20 and last 20 samples. Thus, the feature vector
had a dimension of 14. Each of the features were then scaled to a value between 0 and 1, and then dimension reduction techniques were applied. To illustrate the idea, a principle components analysis was performed on the data to reduce the results to a dimension of 2 so that a plot for each subject could be created. An example of such a plot is illustrated in Fig. 9, which clearly shows that decision boundaries may relatively easily be drawn between data groups. These boundaries would be even more improved for analysis of more components.

In a subsequent classification step, 5 components were used, as well as an SVM. To get a measure of performance, 10 groups of cross validation tests were performed, a set of nine of these groups were used to train the classification methods, and a set of the one remaining group was used to test the classification method. Many different training and test set variations were used. The training data was never included in the test data. The accuracy for each test was the number of correct classes/total number of classes, and then the data was pooled to get a single number for the accuracy of the test.

The results showed that the total cross-validation accuracy using 2 principle components was 94.6632%, while the total cross-validation accuracy using 5 principle components was 97.9003%. This accuracy was on a heart beat by heart beat basis. Assuming that about 4 out of 5 consecutive heart beats must be the same for the individual to be classified, this will probably increase to about 100% accuracy. A potential reason for some misclassification was due to imperfect QRS detection and noise. This was minimized by having the subjects stand quietly, and will probably be increased under different testing and sampling circumstances.

This certainly proved the validity of the system for small databases. A higher sample rate will provide more accurate features when increasing the number of individuals (i.e., classes).

Speech Parameter Recognition

Four subjects (i.e. classes), 2 male and 2 female, spoke casually for 15 minutes each. Each subject wore the LIFESHIRT® with abdominal and ribcage sensor bands, and were in both seated and standing postures. Each subject was given a different class label 1 through 4. The respiratory IP sensors were sampled at 50Hz, and a throat microphone that sampled at 1500Hz was used.

A simple feature vector of dimension 8 was formed, which included pitch, Lfb deflection, Hfb deflection, ViVoI, Insp./Exp. ratio, duration, turning points, and center fraction. Each feature was scaled or normalized between 0 and 1, and then dimension
reduction techniques were applied by performing a principle components analysis to reduce the date to a dimension of 2. The results indicated that such parameter recognition techniques, which include extraction of the above-listed speech-related features, followed by scaling and dimension reduction of the data, can be applied to differentiate sufficiently between speech or audio events for various classes or persons so that they can be automatically classified.

The term "about," as used herein, should generally be understood to refer to both the corresponding number and a range of numbers. Moreover, all numerical ranges herein should be understood to include each whole integer within the range.

While illustrative embodiments of the invention are disclosed herein, it will be appreciated that numerous modifications and other embodiments can be devised by those of ordinary skill in the art. Features of the embodiments described herein can be combined, separated, interchanged, and/or rearranged to generate other embodiments. Therefore, it will be understood that the appended claims are intended to cover all such modifications and embodiments that come within the scope of the present invention.

A number of references are cited herein, the entire disclosures of which are incorporated herein, in their entirety, by reference for all purposes. Further, none of these references, regardless of how characterized above, is admitted as prior to the invention of the subject matter claimed herein.
THE CLAIMS

What is claimed is:

1. A method for verifying a person's identity, comprising:
   - obtaining a password and/or random key from a person;
   - comparing the obtained password and/or random key to a plurality of known passwords and/or random keys to determine a likely identity of the person;
   - measuring a specific biometric of the person; and
   - comparing the measured specific biometric to the known baseline specific biometric of the person that is associated with the obtained password and/or random key to verify the likely identity of the person.

2. The method of claim 1, wherein the measured specific biometric of the person comprises a respiratory biometric.

3. The method of claim 2 wherein the respiratory biometric of the person comprises a respiratory rate, a minute ventilation, a tidal volume, an inspiratory flow rate, an expiratory flow rate, a presence of cough, and presence of apnea or hypoapnea, or a combination thereof.

4. The method of claim 2, wherein measuring the respiratory biometric comprises measuring the thoracic and/or abdominal girth of the person.

5. The method of claim 4, wherein the girth is measured by inductive plethysmography.

6. The method of claim 2, wherein measuring the respiratory biometric comprises:
   - instructing the person to perform one or more maneuvers; and
   - measuring at least one respiratory pattern exhibited by the person during performance of the maneuvers, wherein the measured respiratory biometric comprises at least one measured respiratory pattern.

7. The method of claim 6, wherein the at least one respiratory pattern is measured over a period time during the performance of the maneuvers.
8. The method of claim 6, wherein at least one maneuver comprises performing a predetermined sequence of breaths.

9. The method of claim 6, wherein at least one maneuver comprises performing a predetermined sequence of physical movements.

10. The method of claim 1, wherein the specific biometric further comprises other physiological parameters including cardiac parameters, posture/activity parameters, temperature parameters, EEG parameters, EOG parameters, EMG parameters, vocal parameters, and gait parameters, or a combination thereof.

11. The method of claim 10, wherein the cardiac parameters comprise an ECG parameter.

12. The method of claim 1, further comprising:
   obtaining at least one of a fingerprint, a retinal scan, an electrocardiogram, and a DNA scan from the person;
   comparing the at least one obtained fingerprint, retinal scan, electrocardiogram, and DNA scan to a plurality of known fingerprints, retinal scans, electrocardiograms, and DNA scans to determine a likely identity of the person; and
   comparing the measured specific biometric to the known baseline specific biometric of the person that is associated with the fingerprint, retinal scan, electrocardiogram, and DNA scan to verify the likely identity of the person.

13. The method of claim 1, wherein the known baseline specific biometric comprises of range of values.

14. A method for verifying a person's identity, comprising:
   providing an ambulatory measuring device to a person configured for measuring a specific biometric of the person;
   measuring the specific biometric of the person; and
   comparing the measured specific biometric to a database of known baseline specific biometrics to verify the identity of the person.

15. The method of claim 14, wherein the specific biometric comprises a respiratory biometric.
16. The method of claim 14, wherein the specific biometric comprises an ECG parameter.

17. The method of claim 14, wherein the ambulatory measuring device comprises a garment that is worn by the person.

18. The method of claim 14, further comprising, prior to measuring the specific biometric of the person:

   obtaining from the person at least one password, random key, and/or electrocardiogram; and

   comparing the obtained at least one password, random key, and/or electrocardiogram to a known database of passwords, random keys, and/or electrocardiograms to determine a likely identity of the person;

   wherein the measured specific biometric is compared a known baseline specific biometric of the person that is associated with the at least one password, random key, and/or electrocardiogram to verify the likely identity of the person.
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