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(57) L invention concerne un systeme de réseau a
destinataire multiple qui utilise une liaison a haute
vitesse, telle qu’une liaison par satellite, de facon a
diffuser des informations multimeédia d’Internet a une
pluralit¢ de récepteurs, tels que des PC. Les informations
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(57) A multicast network system utilizes a high speed
link, such as a satellite link, to multicast multimedia
information from the Internet to a plurality of receivers,
such as personal computers. Information from selected
web sites 1s organized into "channels" and provided to a
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provenant de sites Web sclectionnés sont organises en
"voies" et fournies a un réseau a destinataire multiple de
facon a €tre transmis a des destinataires multiples. Des
informations de voie mises a jour sont ¢€galement
fournies périodiquement. Les récepteurs stockent la voie
recue, de facon qu’un utilisateur puisse acceder a la
vitesse du disque dur au contenu de la page Web de la
voie. De preference, un systeme d’acces conditionnel
garantit que seuls les récepteurs autorises regoivent ces
voies. L mvention concerne ¢galement de preference
une connexion a Internet bidirectionnelle et a vitesse
reduite (telle quun modem a numérotation automatique)
qu sert a retourner aux sites Web des rapports sur des
informations d usage et/ou des informations d’abonnes.
L 1invention concerne ¢galement 1’acces "transparent” ou
automatique a cette connexion, de facon a permettre a
["utilisateur d’extraire toute information n’ayant pas €te
recue et meémorisée. Le récepteur gere c¢galement
["utilisation de I'espace meémoire et d autres applications
pouvant fonctionner sur le récepteur, de facon a garantir
qu’il n’y ait aucune interférence entre la réception et le
traitement des informations a destinataire multiple et le
fonctionnement du recepteur.
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multicast network for multicast transmission to the
receivers. Updated channel information 1s also
periodically provided. The receivers store the received
channel such that a user can access the web page content
in the channel at hard disk speed. Preferably, a
conditional access system ensures that only authorized
receivers receive the channels. The present invention
also preferably includes a lower speed two-way
connection to the Internet (such as dial up modem) which
1s used to report usage mmformation and/or subscription
information back to the web sites. The present invention
also provides "seamless" or automatic access to this
connection to allow the user to retrieve any iformation
that has not been received and stored. The recerver also
manages use of memory space and other applications
that may be active on the receiver to ensure that the
receipt and processing of the multicast information does
not mterfere with recerver operation.
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SYSTEM AND METHOD FOR MULTICASTING
MULTIMEDIA CONTENT

Abstract

A multicast network system utilizes a high speed link, such as a satellite
link, to muiticast muitimedia information from the Internet to a plurality of
receivers, such as personal computers. Information from selected web sites is
organized into “channels” and provided to a multicast network for muilticast
transmission to the receivers. Updated channel information is also periodically
provided. The receivers store the received channel such that a user can access
the web page content in the channel at hard disk speed. Preferably, a
conditional access system ensures that only authorized receivers receive the
channels. The present invention also preferably includes a lower speed two- way
connection to the Internet (such as dial up modem) which is used to report usage
information and/or subscription information back to the web sites. The present
invention also provides “seamliess” or automatic access to this connection to
allow the user to retrieve any information that has not been received and stored.
The receiver also manages use of memory space and other applications that
may be active on the receiver to ensure that the receipt and processing of the

multicast information'does not interfere with receiver operation.
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SYSTEM AND METHOD FOR MULTICASTING
MULTIMEDIA CONTENT

Background Of The invention

Field Of The invention

The present invention relates generally to the distribution of
muitimedia content in a muiticast network environment, and more
particularly to a multicast network system having a high-speed muliticast
communication channel to multicast information to one or more receivers,
and also having a return channel, which may operate at a lower speed, for
permitting the receivers to interact with the network.

Description Of Related Art
The most popular method for distributing muitimedia information is

the internet's world wide web (WWW). Referring to Fig. 1, the WWW can
be considered as a set of network accessible information resources,
wherein many web servers 10 and web browsers 12 are connected to the
Internet 14 via the TCP/IP protocols. (These protocols are descrnbed in
the book “Internetworking with TCP/IP, Vol. I" by Douglas Comer,
published by Prentice-Hall in 1991, which is incorporated by reference
herein.) The web browsers 12 typically reside in personai computers
(PCs) 16 which are connected to the Internet. The connection between
the PCs 16 and the Internet 14 is often a low speed connection, such as a
dial-up modem telephone line connection. The web servers 10 are also
connected to the Intemnet, typically by high-speed dedicated circuits such
as a 1.5 Mbps T1 connection. A PC user uses the browser 12 to access
web sites 18 (which contain web pages, graphics and other multimedia
content) from the servers 10 via the internet 14 using Hypertext Transfer
Protocol (HTTP). This “conventional” method for retrieving information
from the world wide web requires a separate TCP connection each time a
user accesses a web site. even if the user repeatedly access the same

web site.
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The worid wide web is founded on three basic ideas:

(1) a globai naming scheme for resources - Uniform Resource
Locators (URLs);

(2) protocois for accessing named resources - the most common is
the HTTP; and

(3) hypertext - the ability to embed links to other resources which is
typically done according to the Hypertext Markup Language (HTML).

Each web site 18 contains a collection of web pages operated by a
single enterprise which appears to a user of a web browser 12 as a singie
set of related content. Web pages within a web site 18 are formatted
according to the Hypertext Markup Language (HTML) standard. The
HTML standard provides for the display of high-quality text, including
control over the location, size and font for the text and the dispiay of
graphics within the web page. The HTML standard also provides for the
“linking” from one web page to another, including linking between web
pages stored on different web servers and even different web sites. Each
HTML document, graphic image, video clip or other individual piece of
content is identified by an internet address, referred to as a Uniform
Resource Locator (URL). As used herein, “URL" refers to an address of
an individual piece of web content (HTML document, image, sound-clip,
video-clip, etc. ), and “URL data item” refers to the individual piece of
content addressed by the URL.

While very popular, the above-described conventionai dial-up
method of accessing muitimedia information is limited in at least two very
important ways. First, most PC users access the Internet using dialup
modems through an ordinary telephone line. These lines operate at a
relatively fow speed (e.g. 28.8 or 56 kbps) so that the display of an
ordinary web page (e.g. 150 kbytes) takes a long time (e.g. 50 seconds)
and the display of even short video clips (such as a 6 MB movie trailer in

low-resolution “Quicktime” format) takes much ionger (e.g. haif an hour).
Also, a user's telephone line is unavailable for normal voice calls the entire

time that the internet is being accessed.
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Second. the conventionai method uses point-to-point transter,
wherein each web site 18 must individually deliver its content to each web
browser 12. Thus, a singie 150 kbyte web page must be individually
carried from the web server across the Internet to each browser that
displays that page. If a popular web server delivers ten reasonably large
pages (for a total of 1.5 MB) to each of 10,000 users during a busy houir,
the web server would require at least a 33 Mbps bandwidth link to the
Internet. The link to the Internet and a web server fast enough to fill the
link is presently prohibitively expensive and complicated. Support for a
million or more users during the busy hour would be completely impossibie
with current Intemet tecnnology.

The world wide web presently supports two methods
(advertisements and subscriptions) for a web site operator to obtain
revenue for its site's content. Advertisements are embedded into a web
site’'s web pages, typically in the form of images, wherein a user can “link’
to the advertiser's web site for more information by clicking on the image.
Web-based advertising is superior to normal muiticast advertising (e.g.
TV, radio and newspaper advertising) in that the web server 10 is able to
track exactly how many users have seen a given advertisement and, for
repeat users, track by user which advertisements and how many such

advertisements the user has seen.

f a web site generates revenue through subscriptions a user IS oniy
able to access that web site’s content if they have “subscribed” to the site,
i.e., agreed to pay to access the site. By requinng the user to provide an
account name and password each time the user wishes to access the site,
2 web site controls access so that only paying subscribers can access the
site.

Multicast systems are able to accommodate large numbers of users
much more easily than the internet when the users are accessing
common content. because a given data item is multicast (i.e., sent only

once) regardiess of the number of receivers. Muiticast networks

distributing muitimedia content have been In use in recent years over
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wide-area networks. such as a geosynchronous satellite muiticast or
FM-radio side-band transmission.

Some muitimedia muiticast systems have been proposed in
academia which involve individually muiticasting frequently accessed
URLs which have been tagged to aliow the receiver to filter and store only
those web pages which, based on past history, may be of interest to the
receiver. These systems have failed to be commercially aeptoyea because
they copy and muiticast content without permission, thereby creating
possibly conflict with copyright laws. Further, they do not guarantee the
user a consistent set of content which can be accessed “offline” (i.e. not
while connected to the internet) and they do not provide a mechanism for
preserving a web site’s subscription and advertising revenue.

A commercially depioyed muitimedia muiticast system is AirMeaia,
Inc.'s Internet Antenna system which uses an FM-radio side-band
multicast to distribute news and information (with limited graphics). A
computer terminal receives the muiticast information and stores it on the
computer's hard disk. The information is muiticast in a proprietary format
and is made available to the user via a special purpose application. The
AirMedia system s‘uffers from a lack of compelling content, partly due to its
very low speed (e.g. 19 kbps) FM side-band muiticast transmission
system.

Another such system is intel's Intercast system, which uses the
vertical blanking intervai within an NTSC muiticast to muilticast information
in order to “data enhance” the TV channel it is carried on. The vertical
blanking interval, which is normally used to carry closed caption
information, is also a low-speed muiticast (e.g. 30 kbps). Unlike the Air
Media system, Intercast muiticasts its data in a standara HTML format.
Intercast provides a viewer application similar to a web browser which,
together with special hardware, allows the user to watch the TV program
on a computer monitor whiie simultaneously accessing the supplementary

HTML muitimedia data.
The primary problem with such muiticast systems is the availabiiity

of good content for muiticast broadcasting. The providers of good content
-4 -
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wiil only specificaily prepare their content for a muiticast system atter there
are already a large number of users to receive such content or when the
multicast system operator is willing to pay large amounts of money.
However, a muiticast system operator typically cannot get a large number
of users until the system has good content and cannot obtain the
financing to pay for good content until a large number of users have
subscribed to the system. This “chicken and egg” problem of goed
content/number of users has long plagued the development of muitimedia
multicast systems.

In many cases, a new muiticast system is launched by recycling
pre-existing content. Television, for example, overcame the “chicken and
the egg” problem by recycling content originally developed for other
media. Radio shows were converted to be both seen (on TV) and heard,
often retaining the original actors, characters, plots and even much of the
preexisting scripts. Movies, plays, operas and other existing material were
also muiticast on television. Once television was established using this
preexisting content and achieved a critical mass of users, television
multicasters could afford to deveiop new content targeted exclusively for
television (i.e., sitcoms, mini-series, nightly news, late night talk-shows,
infomerciais, etc.).

Another major obstacle to the successful deployment of multicast
systems has been the impact of processing (receiving, filtering, stonng,
etc) the muiticast data on the receiving computer. Prior multicast systems
have failed because receiving the muiticast data negatively impacted the
receiving computers’ performances, such that users frequently disabied
the muiticast application in order to run other applications. Often, users
would forget to restore the muiticast receiver application, thereby
triggering a complete loss of functionality. Computer games are a classic
example of an application that uses all the resources of a computer and,
as such, are negatively impacted by the receipt and processing of
muiticast data. Further, personal computer operating systems generally
do not provide optimal sharing of resources between competing reai-time

applications. Thus, the typicai personal computer user will not tolerate
-5 .-




10

15

20

25

30

CA 02287417 1999-10-19

loss of performance (such as “jerky” video ana graphics and/or

unresponsive game control) for the sake of receiving muiticast multimedia
content.

In some muiticast systems, such as Air Media, the impact on the
receiving computer was insignificant due to the low speed of the muiticast
link. However, a high-speed muiticast link is very desirable as it increases
the quantity and quality of the content available to the user. Thus, there
remains a need for a high-speed muiticast system which is compatible
with existing content and does not interfere with other processing

performed by the receiving computer.

Summary Of The invention
Prior to the present invention, no muitimedia muiticast system was

able to solve the number of users/good content “chicken and the egg”
problem facing new muiticast systems. The present invention overcomes
this problem by providing access to unmodified, high-quality content from
existing web sites in a way which requires no changes to the operation of
the web sites and aiso preserves web sites’ advertising and subscription
revenues. The présent invention also utilizes a high-speed link (such as a
satellite link) to provide a large quantity of content and includes several
innovative mechanisms for receiving such content from such high-speed
link with minimal impact on the operation of other applications within the

receiving computer. The present invention is referred to herein as

“DirecPC® WebCast" or “WebCast.” (DirecPC® is a reqgistered trademark
of Hughes Network Systems. The basic DirecPC® system, which

generally provides a one-way high speed link for receiving information
from the Internet but does not utilize a multicast network, is described In
co-pending application serial nos. 08/257,670 (filed June 8, 1994) and
08/795,505 (filed February 7, 1997), which are assigned to the same
assignee as the present invention.)

Generally, WebCast comprises a multicast network which

multicasts selected web site content (called “chahnels") onto a receiving
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computer's hard disk. making that content avaiiabie to the user at “hard
disk” speed. As set forth in detail below, a channel is a set of web content
which a user may be interested in repeatedly accessing. Preferably, the
web content within the channei is periodicaily updated. WebCast reports
sufficient usage information to the web site (i.e. what content has been
accessed by the user) to support advertising-based revenues, while
requiring no change to the web site's operation.

The present invention aiso supports subscription-based revenue
web sites. Each receiving computer receives an Electronic Program
Guide (EPG), which supports the promotion and subscription to available
web site channels. The EPG provides functionality beyond what is
accomplished by static web pages in that it permits easy access to
channels to which a user has subscribed and provides promotional
material for ail other avaiiable WebCast channels. Such promotional
material is accessed from the EPG’s cached content until the user
subscribes or unsubscribes to the channei. At this point, the WebCast
software contacts a conditional access system in the muiticast network
and performs a transaction to initiate or terminate the subscription. The
conditional access system optionaily provides subscnption information to
the muilticast system’s billing system for subsequent biiling of the WebCast
user and/or reporting back to the channei's web site.

Within the receiving computer, WebCast configures a web browser
to display the stored (or “cached”) web site channel content. When
started. a content viewer on the receiving computer configures the web
browser to access the cached content via an HT TP proxy-server within the
WebCast content viewer. A “cache-miss” occurs when the browser
requests a URL which is not stored in the cache of multicast data. VWhen
a cache-miss occurs, the WebCast software notifies the user and offers
the user a choice of accessing the content via normal (i.e. dial-up) Internet
access. |f the user so chooses. the WebCast application establishes a
connection to the internet (if needed) and forwards the requests for
content to the web server on the internet which contains the missing

content. Preferably, this internet connection is “seamiess,” in that it
-7 -
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requires no action by the user but is automatically established by the
WebCast software. WebCast also from time-to-time establishes a
connection to the Internet to send usage information to the appropriate
web sites.

According to one aspect of the present invention, a system and
method that transmits content organized into channeils, wherein a
channel's content inciudes a piurality of URL data items and each URL
data item is addressed by a URL, comprises assigning one or more
multicast addresses to each channel, scheduling the assembling of a
channel's content, assembling the channel's content, fragmenting the
channel's content into packets, wherein each packet is addressed with
one of the channei's muilticast addresses, and muiticasting the packets.

According to another aspect of the present invention, a system and
method that transmits content organized into channels, wherein a
channel's content inciudes a plurality of URL data items and each URL
data item is addressed by a URL, comprises scheduling the assembling of
a channel's content, assembling the channel’s content, compressing a
subset of the URL data items, wherein each URL data item is compressed
individually independent of other URL data items such that each
compressed URL data item can be decompressed without decompressing
other URL data items, fragmenting the channel’'s content into packets, and
muiticasting the packets. The present invention may further assemble a
base package of the channel’'s content, wherein the base package
contains each URL data item in the channel, and assemble a deita
package of the channel's content, wherein the deita package contains
URL data items which have changed or are new since the previous
assembling of the base package.

According to yet another aspect of the present invention, a system
and method that transmits content organized into channels, wherein a
channel's content includes a piurality of URL data items and each URL
data item is addressed by a URL, comprises scheduling the assembling ot

a channel's content. assembling the channel’'s content according to the

schedule, fragmenting the channel's content into packets, muiticasting the
-8 -
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packets to a piurality of receivers, wherein eacn receiver stores the
received channel's content in a receiver memory, and receiving usage
reports from each receiver, wherein each usage report identifies a subset
of URL data items from the stored URL data items that were accessed
from the receiver memory.

According to yet another aspect of the present invention, a receiver
for receiving from a muilticast network content organized into channeils,
wherein a channei's content includes a plurality of URL data items and
each URL data item is addressed by a URL, and wherein the muiticast
network transmits the channel’'s content to the receiver in packets,
determines a multicast address used to carry a channel's packets,
enables reception of packets containing a channel's muliticast address,
receives the packets containing a channel's muiticast address, assembles
the received packets into a channel’'s content, stores the channel's
content, and allows a user to access the stored channel's content. The
receiver may further individually decompress each compressed URL data
item in the stored channel content at a time when the user accesses the
URL data item.

According to vet another aspect of the present invention, a receiver
in a multicast system receives URL data items from a muiticast network,
stores the received URL data items, allows a user to access the stored
URL data items, and tracks user access to the stored URL data items.
The receiver may further determine when a URL data item requested to
be accessed by the user is not present within the stored URL data items,
notify the user that the requested URL data item is not stored, and allow
the user to access the non-stored URL data item via a connection (such
as dial-up modem) to a TCP/IP network, such as the Intemnet.

According to yet another aspect of the present invention, a receiver
In @ muiticast system monitors receiver activity, and selectively receives
content from a multicast network, wherein the content is selectively
received based on the monitored receiver activity. The recelver may be,
for example, a personal computer and the monitored activity may include

other applications/programs running on the recetver, disk/memory
-9 -
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utilization and/or user input (keystrokes or mouse clicks). The receiver
may further suspend reception of content pending conclusion of the
monitored activity, such that reception does not interfere with the
monitored activity.

According to yet another aspect of the present invention, a receiver
in a muliticast system comprises a package receiver for receiving packets
containing URL data items from a muiticast network and assembiing the
received packets into a channei, wherein the channel comprises a set of
URL data items, a memory for storing the channel, and a content viewer
for allowing a user to request access to and access the URL data items in
the stored channel.

According to yet another aspect of the present invention, a system
for multicasting URL data items from web sites to a plurality of receivers
comprises a web crawler for retrieving URL data item from the the web
sites and formatting the retrieved URL data item into packages, a package
delivery subsystem for receiving the packages from the web crawiler,
fragmenting the packages into packets and transmitting the packets to a
multicast network, and a conditional access system for determining which
receivers are authorized to receive the packets, wherein the multicast
network muiticasts the packets only to authorized receivers.

According to still another aspect of the present invention, a system
for multicasting content organized into channeils to a plurality of receivers,
wherein a channel's content inciudes a plurality of URL data items from at
least one web site, comprises a web crawier for retrieving the URL data
items from the web site via a TCP/IP network and formatting the retneved
URL data items into packages, a package delivery subsystem for
receiving the packages from the web crawier and fragmenting the
packages into packets, a conditional access system for determining which
receivers are authorized to receive the packets, and a multicast network
for receiving the packets from the package delivery subsystem. The
conditional access system encrypts the packets and the muiticast network

muiticasts the encrypted packets to the authorized receivers, wherein the

- 10 -
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authorized receivers store the packets in a memory and decrypt the
packets.

Brief Description of the Drawings
Fig. 1 is a simpilified block diagram of a prior art method for

accessing information from the internet;

Fig. 2 is a block diagram of the muiticast system of the present
invention;

Fig. 3 is a block diagram of the back-end subsystem of the
muliticast system of Fig. 2;

Fig. 4 is a block diagram of the process used by the web crawler of
Fig. 3 to gather active web site content;

Fig. 5 is a flowchart illustrating the steps performed by the package
delivery subsystem of the back-end subsystem of Fig. 3;

Fig. 6 is an example window of an Electronic Program Guide (EPG)
that may be used to notify a user of the maximum memory space required
for a channel and of the package broadcast schedule;

Fig. 7 is an exampie window of the Electronic Program Guide
(EPG) which allows a user to preview the content of available channeis
and permits the user to subscribe or unsubscrbe to the channels;

Fig. 8 is a flowchart illustrating the steps performed by the content
viewer of the receiver of Fig. 2 when a “cache miss” occurs;

Fig. 9 is an example of a dialog box generated by the content
viewer to notify the user of a cache miss and query the user whether a
connection to the internet should be established;

Fig. 10 is a block diagram illustrating the usage reporting function of
the present invention;

Fig. 11 is a flowchart illustrating the steps performed by the content
viewer of Fig. 7 to report usage information; and

Fig. 12 is an example of a dialog box generated by the content
viewer to request permission from a user to connect to the internet to

report usage information.

-11 -
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Detailed Description
WebCast Channels

The present invention organizes the URL data items it transmits
into “channels,” wherein a channel is a set of URL data items which a user
may be interested in repeatedly accessing. A channe! ordinarily is a
subset of a web site's content (i.e. a set of web pages) to be periodically
extracted from the web site by a web crawier and delivered to subscribing
users by conditional access protected muiticast file transfer. Thus, a
channel’s content consists of a coliection of URL data items, typically all
from a single web site. Preferably, a channel’'s content is periodically
updated. A typicai channel might, for example, contain the content of
3,000 different URL data items. Examples might include any web site,
such as www.direcpc.com or www.hns.com, a general news web site,
such as www.abcnews.com, or a financial news site, such as
quicken.excite.com.

A user subscribes to WebCast channels of interest and only
subscribed channeis are received and stored on the user's receiving
terminal. A channel's content and muiticast schedule is specified by a
WebCast channel'deﬁnition. Each channel's channel definition is
predetermined. However, WebCast may allow a channe! definition to be
altered. Each channel definition includes at least:

(1) A list of web strands, wherein each strand includes a starting
address (URL) and a search depth. Since each web page may contain
links to other pages, search depth refers to the number of links that are to
be retrieved and stored with the original page. In a preferred embodiment,
the search depth is set to two “leveis” from an original web page. Thus,
the channel will inciude the original web page and all other pages which
are two hypertext links (i.e. two mouse clicks) away from the onginal page.
The search depth, however, may be set to any number of levels as best
suits the web site to be included in the channeil.

(2) A list of filter settings indicating which URLs should be included
in or excluded from the channel. Another set of filters may also identify

how, if at all, URL data item is to be compressed prior to being
-12 -
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transmitted. Yet another set of filters may define the “hit-tracking”
attributes to be assigned to each URL, as discussed in detail below. The
web crawier starts at each of the starting URLs and searches all links that
pass the filters to the specified search depth.

(3) A schedule specifying how often and in what way a channel's

content is packaged and muiticast by a multicast network to each user.

System Components
Referring to Fig. 2, the WebCast system 20 of the present invention

consists of a back-end subsystem 22 which communicates with one or
more muiticast networks 24 (link C). The back-end subsystem 22 is
connected to a plurality of web sites 18 (from which content is gathered)
via a TCP/IP intermetwork, such as the intemet 14 (links A, B). The
muiticast network 24 muiticasts information retrieved from the web sites
18 to a piurality of receivers 26 over a high-speed link (F), such as a
satellite of other high-speed (over 200 kbps) link. Each receiver 26 may
be, for example, a personal computer in a users home or business.
However, the receivers 26 may also comprise set top boxes, digital
televisions or other devices capable of receiving internet content. Each
receiver 26 is also preferably connected to the Internet 14 by a low-speed
link (D), which may be, for example, dial-up modem, ISDN, two-way cable,
or the like. Further, the present invention could be implemented with other
TCP/IP networks other than the internet, such as intranets.

The basic functions of the WebCast system components are set
forth below and the various data flow paths are depicted in Fig. 2. ltis
understood, however, that the described functions may shift location

among the system’s components depending on a particutar system
configuration.

Back-End Subsystem Functions
The back-end subsystem 22 (which generally comprises a

computer or set of networked computers) performs at least the following
functions:
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(1) Gathering URL data item from the web sites 18 via the Internet
14 or a private TCP/IP network or intranet (links A and B) and assembling
It into packages.

(2) Fragmenting the large (1.e. multi-megabyte) packages (which
contain URL data items from the web sites 18) into an appropnate
sequence of packets and passing the packets to the muiticast network 24
(link C);

(3) Optionally processing usage reports from the receivers 26 (links
D and A) and providing the usage reports back to the web sites 18 (links A
and B);

(4) Optionally processing channel subscription and unsubscription
requests from the receivers 26 (links D and A) and optionally forwarding
such requests to the web sites 18 (links A and B); and

(5) Optionaily performing conditional access for the WebCast
channels. Conditional access is normally performed by a conditional
access system 25 in the muiticast network 24, but can be implemented by
the back-end subsystem 22 if the muiticast network does not include a
conditional access system or if use of the multicast network’'s conditional

access system is not desirable.

Multicast Network Functions:

The multicast network 24 performs at least the following functions:

(1) Receiving packets from the back-end subsystem 22 (link C)
and optionally muitiplexing the packets with data (such as digital video,
audio voice, etc.) from any other broadcast source(s) 27 (link E);

(2) Multicasting the packets to the receivers 26 over the
high-speed link (link F);

(3) Optionally performing conditional access via the conditional

access system 25 to ensure that only subscribing recetvers may receive a

channel's packages;

(4) Optionally providing a return path from the receivers 26 to the
back-end subsystem 22 to allow usage reporting;

- 14 -
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(5) Optionally processing channei subscnption and unsubscription
requests from the receivers 26; and
(6) Optionally providing internet access to allow a receiver to

access “cache-misses’ from the internet.

Receiver Functions:

Each receiver 26 performs at least the following functions:

(1) Interacting with the muiticast network 24 to enable reception of
the appropriate addresses;

(2) Processing received packets from the muiticast network 24 (link
F);

(3) Reassembling WebCast channei packages from the received
packets and storing each as a file in a memory (e.g. hard disk) 28;

(4) Managing space in the memory 28 and managing use of the
receiver's resources to minimize impact on other applications running on
the receiver when muiticast packages are received and processed;

(5) Providing the user with promotional matenal (i.e. through the
EPG) that helps the user determine which WebCast channels to subscnbe
to;

(6) Providing the muiticast network 24 (or optionally the back-end
subsystem 22) with subscription or unsubscription requests;

(7) Reporting usage information to the back-end subsystem 22 via
the muiticast network;

(8) Optionally decrypting the received packages when the muiticast
network is not providing conditionai access but conditional access is
desired; and

(9) Interacting with the back-end subsystem 22 to obtain
conditional access key material if the back-end subsystem (rather than the

multicast network ) is performing conditional access.

Back-End Subsystem Components
Referring to Fig. 3, the back-end subsystem 22 includes two major

components: (1) one or more web crawlers 30; and (2) a package delivery
-15 -
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subsystem 36. Each web crawier 30, generally, is a computer which
accesses channeis from the web sites 18 according to predetermined
channei definitions 32. The web crawier 30 is simiiar to commercially
available web crawlers, such as TelePort Pro and WebWacker. The
primary difference from commercial web crawlers is that commercial web
crawiers store each URL data item as a file on disk and the DirecPC
WebCast web crawier 30 formats the URL data items into packages (see
below). As expiained in detaii below, the web crawier 30 gathers URL
data item from the web sites 18. The URL data item is gathered from the
list of URLs in the channel definition and other URLs which are “linked” to
the listed URLs according to the search depth. The web crawier 30 then
formats the gathered URL data item into packages 34 (also explained in
detail below) and submits the packages 34 to the package delivery
subsystem 36.

The package delivery subsystem 36 recetves the packages 34 from
the web crawier(s) 30 and fragments the packages 34 into an appropriate
sequence of muiticast packets 38, which are provided to the muiticast
network 24 for muiticast transmission to the recetvers 26.

The back-ehd subsystem 22 also optionally includes one or more
cache hit trackers 40 which receive usage reports 42 from the receivers
26. The usage reports may be stored as hit log files 44 which are
periodically delivered to the web sites 18. (The usage reporting function
of the present invention is described in detail below.)

The back-end subsystem 22 also optionally includes a registration
server 46 (which may also be referred to as an auto-commissioning
server). The registration server 46 provides a convenient method for
users to subscribe to WebCast channels and also produce package
delivery envelopes and subscription billing records 48 which track
subscriptions and canceled subscriptions. (The subscription function of

the present invention is aiso described in detail below.)
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Web Crawling
As set forth above. the back end subsystem 22 contains one or

more web crawlers 30 which package a channet's content and submit it to
the package delivery subsystem 36 for muiticast transmission to the
receivers 26 via the muliticast network 24. The process whereby the web
crawier(s) 30 gather content from various web sites 18 is generally
referred to as “crawiing.” Preferably, the web crawlers 30 crawl the web
sites periodically and/or on a scheduled basis. The web crawier 30
formats a channel's content into a single data structure that is preferably
stored and transferred as a computer “stream” or “flat’ file (which are used

by most personal computer file systems. A file containing channei content
is referred to as a package 34.)

.The web crawier 30 may be located in the back-end subsystem 22
near the package delivery system 36 which, in some cases, minimizes the
effort to manage web crawling. Altematively, the web crawier 30 may be
located near the web site(s) it is crawling, for example, on the same iocat
area network as the web site's servers. This configuration reduces the
amount of traffic a’cross the wide area network in that only compressed

packages (rather than all of the channel’'s content) are sent across the
wide area network.

The web crawler 30 typically does not receive an exhaustive list of
the URLSs to be included in the package. Instead, the web crawier
receives a channel definition 32 (which may either reside in the web
crawler or be retrieved by the crawler from an external server) containing a
list of the URL addresses of the URL data items to be inciuded in the
channel. For each starting URL address in the channel definition 32, the
web crawler 30 creates a list of URL addresses to be crawied, which
initially contains only the starting address. The web crawler 30 repeatedly
retrieves each URL data item and removes that URL address from its list

until the list is empty. The web crawler may perform many such retrievals

in parailel to reduce the time needed to craw! a channel.
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The web crawier 30 anaiyzes the content of these linked data items
of each retrieved URL data item to determine if it contains “links” to other
URL data items. Typicaily, onty HTML pages contain links. If so, the URL
addresses are added to the list of URL addresses to be crawled if the
additionai URL data item passes the channei definition filters. The URLs
added to the list may inciude frames. embedded graphics, java appiet
classes and references (aiso cailed “links”) to other URLs external to the
page. Frames can be thought of as embedded HTML pages. Frames,
embedded graphics, java appiet classes and embedded graphics within
the frames can be thought of as part of a web page and are at the same
“level” or “depth” as the HTML which referenced them. URLs which are
“linked” from the page under analysis are considered one level “deeper”
(i.e., further away from the starting address) than the page that referenced
them. - A URL's crawl! depth is stored, along with the URL address itseilf,
on the list of URLs to be “crawled.” A URL is oniy placed on the list of
URLSs to be crawled if it passes the channel definition's filters and if its
depth does not exceed the search depth associated with its starting
address and the URL has not previously been entered into the list.

A web server will often respond to a request for a URL by
“redirecting” the request to another URL (often on a different web server).
Such a redirection does not increase the depth of the URL that is
eventually retrnieved. The web crawier(s) 30 can be programmed to

gather the entire set of a channel's content and place it into a package 34,

which is referred to herein as a “base” package. Web crawling to create a
base package is referred to herein as a “base crawl.” A channel's content,
however, may be frequently updated by the web site operator and the
updates may occur on an unknown basis and it is important to provide a
WebCast user with an updated and consistent representation of a web
site’s content. Thus, once a base package has been produced, the web
crawler 30 can be scheduled to produce a package which contains only
the URL data items which have changed since the base crawl occurred. A

package containing only the changed or updated content is referred to
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herein as a “delta” package. Web crawling to create a delta package is

referred to herein as a “deita crawl.’

Upon retrieving a URL data item, the web crawier determines
whether and how to include the URL data item within the package being
produced by the web crawier. This determination depends on: (1) various
filter settings; (2) whether a base or deita package is being crawied; and
(3) if a delta package is being crawled, whether the URL data item is
present in the channel's base package and, if so, whether the URL data
item has changed.

If a base package is being crawied, a URL is included in the
package if it passes the filters. |f a delta package IS being crawled, the
URL is included in the package if it passes the filters and it either does not
exist in the base package or has changed since the version in the base
package. Whether the URL has changed can be determinea either by
actually comparing the content or by checking the “last-modified” field
provided by the web server. For some sites, the actual comparnson of
data is needed as the “last-modified” field cannot be relied upon.
Alternatively, the web crawler 30 can determine whether the URL data
item has changed by comparing checksum(s) or message digest(s)
associated with the data item.

Crawling is typically the preferred mechanism tor obtaining a
channel’'s URLs in that it requires no changes to the web site's production
and operation. This is very important when overcoming the number of
users/good content “chicken and egg problem” descnbed earlier. Crawling
may, however, waste networking and web server resources in that each
URL must be individually checked on each crawi. For a 40 MB base
package (uncompressed), which is being crawlead every half hour, this
data flow exceeds 80 kbps.

Thus, for web sites that correctly set the ‘last-modified” date of
URLSs, the present invention reduces processing time by requesting the
URLSs with an HTTP “Get If Modified Since” request. Web sites which are
available for subscription in WebCast produce their own channe!

definitions which accurately indicate both what URLs are to be included In
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the channel and when the URLs have changed. Such a channel definition
may simply list every URL to be inciuded in the channel ana wnen each
was last modified. With such a channei definition, the web crawler, by
storing retrieved URLs and their modification date, need only gather URLs
which are new or which have changed since the previous crawl. This
provides a web site with maximum control over the content in its channel,
while minimizing the web server and networking resources required to
gather the content.

Dynamic web site content poses a special problem to WebCast
crawling in that the simpie analysis of HTML is insufficient to gather all the
required URLSs for a channel. An example of dynamic content IS a Sports
Score Java Applet which, when started, retrieves and displays a set of
sports scores. The URL containing the scores i1s not referenced by the
HTML-and would not normalily be gathered by the web crawler. The data
can only be gathered by actively running the Java Applet.

To overcome this deficiency, the channel definition allows a list of
pages whose content is gathered by a Java-capable browser. Referring to
Fig. 4, the web crawler 30 configures a Java-capable browser 50 to use
the web crawier as a proxy-server and directs the browser 50 to display
the configured pages with dynamic content (data flow A). The browser 50
gathers the active content from a web server 10 via the web crawier 30,
which is now acting as a proxy-server (data fiow B). Configuring the
browser 50 to use the web crawler as a proxy-server allows the web
crawier to monitor and record the URLs accessed by the browser,
including the active content (data flow C).

Compression

- As set forth above, the web crawler 30 gathers URL data items for
a channel and places them into packages 34. Each package contains: (1)
a set of URL data item: (2) indexing information, such as a hash table, to
allow quick access to the URL data item; and (3) various supplemental
information identifying the set of URL data item contained by the package

and other information to guide the use of its content. The web crawier 30
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uses a lossless compression algorithm, such as the one created by Liv
and Zempel in 1977 (LZ77) or other algorithm, to individually compress
each URL data item. (An alternative lossiess compression algorithm is
described in co-pending application serial no. 08/982,864 entitled “Data
Compression For Use With A Communications Channel, filed on
December 2, 1997 and assigned to the same assignee as the present
invention.) URL data item which can be compressed is individually
compressed (and flagged as compressed) prior to being placed into a
package 34 (rather than compressing the package as a whole).

In many cases, URL data item which has changed between the
time of a base crawi and a deita crawi has only partially changed. For
exampie, many web sites change the advertisements embedded into a
HTML page each time the page is served. in such a case, only the few
charaoters containing the URL data item of the advertisement change
from one crawi to the next crawi. In other cases, the bulk of a web page

consists of “boiler plate” which provides a consistent look and style to the

web page. Even when the real content within such a web page has

completely changed, only a small fraction the page's characters change.

In view of this, the size of delta packages can be minimized if the web

crawier 30 performs what is referred to herein as “difference
compression.”

With difference compression, the web crawler 30 compares a URL
data item to be included in a delta package with the corresponding URL
data item in the base package (if it exists). The web crawler 30 divides the
delta package URL data item into sections of data and, for each section,
places into the compressed version of the URL data item either:

(1) a reference to the base package's URL data item where that
section of data can be found because it appears identically in both the
base package's and the deita package's URL data item. This reference is
generally much smaller than the data itself, which inherently provides
compression. An example of a reference is an offset from the beginning
of the URL to the first byte and an offset to the last byte being referencea.
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Other more compiex, but more compact mechanisms may alternatively be

used to encode a reference; or

(2) the section of data from the delta package's URL data item.
This does not provide any compression but exists to ensure that the delta
package's URL data item can be reassembied without modification from
the base package's URL data item and the difference compressed URL
data item. The difference compressed URL data item can then be
optionally compressed with a lossiess data compression algorithm, such
as LZ77, prior to being placed into the delta package.

The channel definition filters indicate whether a URL data item
inciuded in the package should be compressed and, if so, the
compression algorithm to be used. For delta packages, the channel
definition filters also specify whether difference compression is to be
applied (and which algorithm to use to determine the difference) to a URL
to be included in the delta package.

Table 1 provides examples from WebCast channels illustrating the
effectiveness of base/delta packages, individual compression of URL data
items and difference compression.

WebCast Channel ABC ESPN
News Sportszon |
e
Size of base package without 38.1 MB 22 MB

compression i

Size of base package with standard 19.8 MB 10.2 MB
LZ77 compression

Compression ratio with standard LZ77 | 1.92to 1 2.16 to 1

compression |

Size of delta package with LZ77 11.8 MB 6.3 MB

compression only (i.e. no difference

compression)

Size of delta package with LZ77 2.8 MB 1.6 MB

compression and difference
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compression

Compression ratio with deita package, 1361to 1 | 13.75 to 1

LZ77 compression and difference

compression

TABLE 1

The resulting compression ratio (i.e. approximately 14 to 1) is much
higher than compression ratios achievable from the direct application of
ordinary lossless data compression algorithms, which typically do not
exceed 2.5 to 1 on such packages. The use of delta packages in
combination with base packages thus greatly reduces the amount of
bandwidth needed to keep a receiver “up-to-date” with a web site
compared to repeatedly muiticasting the full set of a web site's content.
The present invention aiso achieves this while preserving the objective of
always presenting a consistent snapshot of a web site's content.

The present invention may aiso use delta packages of deita
packages. For example, a sports web site may frequently update scores
for a game with no other changes to the web site. In such a case, only the
URL data item containing the scores changes from one crawi to the next.
Thus, a delta package may be generated and difference compressed such
that it contains only the difference (i.e. the new score) from the previous
deilta package. The use of deita packages of delta packages further

reduces the amount of data which must be transmitted.

Advantages of Packaging and Compression
The present invention's organization of web site content into

channels and packages provides significant advantages and benefits tor
reducing the impact of multicast receiving on the function of other
applications active on a receiver 26. For example, organizing each
package 34 as a single file with built-in indexing for quick access

minimizes the processing that the receiver 16 must perform on the content

prior to dispilaying it to the user. The alternative, which is to store each
-23.
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URL data item as a separate file (as is commonly done with existing
browser caches), requires significant processing (and additional
memory/disk space) to divide the URL data items into individual files and
to delete obsolete files. Because many web channeis may contain over
3000 URLs, this processing (i.e. of 3000 separate files) may take severat
minutes or longer. Further, this processing must take place etither after
the content has been received (disrupting whatever other processing is
taking place at the time) or when the user first accesses the content
(causing the user to have to wait while this process is taking piace). In
addition, retaining all the URL data item in a singie file reduces the
processing required to dispiay content by eliminating the overhead of
opening and closing a file for each URL.

Compressing each URL data item individually (rather than
compressing the package as a whole) also minimizes the processing that
the receiver 16 must perform prior to dispiaying a package's content.
Decompressing the package as a whole requires significant processing
which, as set forth above, must take place either upon reception
(disrupting whatever is happening at the time) or when the user first
accesses the package's content (forcing the user to wait). Whole package
compression also uses more memory or disk space because the content
of the whole package must be stored in decompressed form.
Decompressing each URL data item individually as it is needed allows the
data items to be stored in compressed form (reducing memory space).
Also, only data items that are actually accessed by the user is
decompressed, thus reducing overall processing time. Also, because the
decompression of URL data items is performed at a time when the user
has directed the receiver to dispiay content, the decompression is not
likely to disrupt other applications that require use of receiver resources.

Still further, the use of deita and base packages allows receipt of
base packages to be scheduled for periods of time when the receiver 16
can be expected to be idie (e.g. late at night) while the smaller delta
packages can be received throughout the day. Thus, a recetver can be

powered off, or can suspend, abort or terminate package reception dunng
- 24 -
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times when the receiver is dedicated to other processing, yet still be
quickly brought “up-to-date” after package reception has been enabled.
The present invention aiso ensures that the user is presented with a
complete, consistent version of the content. Thus, the present invention
provides significant advantages over other muiticast systems which often
required the receiver to be powered up continuously such that users did
not use the system or accidently terminated reception by turning of the
receiver. With delta and base package transmission, particularly where
base packages are transmitted overnight or during some other inactive
period, a user can turn off the receiver or suspend package reception
during peak usage time and still have the receiver be quickly brought up to
date when package reception is restarted.

The use of delta packages, particularly with difference
compression, resuits in much smaller transmissions because less data
must be received and processed to keep a receiver up-to-date. This
results in lower bandwidth requirements and lowers the impact on the
receiver when a delta package is received.

The organization of content into channets which are subscribed to
by the user and into single-file packages further ailows the content to be
transmitted via very efficient muiticast file transfer protocols wherein
virtually no receiver processing is wasted on filtering out content which is
not of interest to the user. It also allows the scheduling of transmissions
such that a user can determine when reception must be enabled to
receive the content they desire.

While the preferred embodiment of the present invention stores
each base or deita package as a single file, storing each package in a
small number of files (i.e. wherein the number of files is less than the
number of URLs in the package) still achieves many of the benefits
described above and may be desirable within some muiticast networks. In
addition, creating the indexing information within the receiver from a single

file (or small number of files) also achieves many of the benefits described
above.

. 25 -
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Multicast Network Components
Referring again to Fig. 2, the muiticast network 24 generalily

iIncludes the following components, although some components may vary
depending on the specific embodiment of the muiticast network:

(1) A head-end subsystem 52, which is responsible for: (a) taking
packets from the back-end subsystem 12 (link C) and multicasting the
packets to the receivers 26 (link F); and (b) optionally muitiplexing the
back-end subsystem's packets with data (i.e. digital video, audio, etc.)
from another broadcast source 27 (link E) and muiticasting the resuilting
data stream(s) to the receivers 26.

(2) A multicast receiver 54, which is responsible for providing
muiticast packets from the requested channeis to the receivers 26 (link F).
Alternatively, the muiticast receiver may be integratea with the receiver 26,
such as in a personal computer with a receiver peripheral and associated
software. A digital satellite TV settop box or a cable TV settop box are
other examples of receivers that may include integrated multicast
receivers.

(3) A conditional access system 25, which may be integrated with
the head end subéystem 52. The conditional access system 25 may be of
the type described in U.S. Patents 5,481,609, 5,282,249, 5,659,615; or
5,652,795, which are incorporated herein by reference. General crypto
technology is also described in “Applied Cryptography, 2nd Edition’,
published by John Wiley and Sons, 1996, which is also incorporated by
reference.

The conditional access system 25 uses a cryptographic key or set
of keys to encrypt packets in such a way that a receiver 26 only decrypts
packets which it is authorized to receive. In general, the receiver 26
notifies the multicast receiver 54 of the channels to be received. If the
muiticast receiver 54 is integrated with the receiver 26, this is done
through a software interface. The muiticast receiver 54 then contacts the
conditional access system 25 to start encrypting the packets and the

receiver is provided with the appropriate key to decrypt the packets which
it Is authonzed to receiver.
- 26 -
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In the context of this invention, the muiticast network is not limited
o any particular type of network and may comprise any digital muiticast
network wherein the data being carred is segmented and placed into one
or more relatively smali packets (e.g. approx. < 1 MB) and where each
packet includes a muiticast address field. In a preferred embodiment, the
multicast network 24 is a geosynchronous satellite direct to home system
carrying both digital video and data services. |n another embodiment, the
multicast network 24 is a two-way cable television network carrying both
analog (and/or digital) television as well as digital muiticast data services.
The muiticast network may also comprise any other type of muiticast
network, such as ethernet (wherein the destination MAC address field
cames the multicast address), Digital Video Broadcast (DVB) satellite,
terrestrial and other media, ATSC digital television and other muiticast
networks that use MPEG2 transport packets and wherein the PID field
carries the muiticast address, MBONE (expernmental internet muiticast
network), DVB carrying multiprotocol encapsulated data, and any other IP
(Internet Protocol) multicast network wherein iP packets are used and the
destination {P address field holds a multicast address.

Receiver Components
In a preferred embodiment, the receiver 26 is a personail computer.

However, the receiver 26 may comprise any component capable of
receiving and processing packets from a muiticast network, such as a
settop box which provides data services (optionaily along with digital video
services) which are viewed through a television, or a digital television
which integrates the functions of a settop box and a television to provide
both video and data services. Portable or handheld computers and the

like with wireless receivers are another example of a receiver that may be

used with the present invention.

Referrnng to Fig. 2, each receiver 26 includes software which may

be functionally decomposed into the following components. ltis
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understood, however, that the actuai organization of the software may
vary within a specific implementation.

(1) A Package Receiver 56 - The package receiver 56 processes
received packets from subscribed-to channels via the muilticast receiver 54
and reassembles the packages from those packets. (As set forth above,
the muiticast receiver may aiso be located in the receiver.) As discussed
above, each package is stored as an individual file (or a small number of
files) in the receiver memory 28 (i.e. on a receiving computer’s hard disk).
Optionally, if the muilticast network 34 is not providing conditional access,
the package receiver 56 may decrypt the packages, if conditional access
is desired. The package receiver also manages the use of space in the
receiver memory 28 and manages the use of recetver resources to
minimize the impact of muiticast receiving and processing on other
applications running on the receiver.

(2) A Content Viewer 58 - The content viewer 58 in the receiver 26
provides the user with the promotional matenal (i.e. through the Electronic
Program Guide (EPG)) that helps the user determine which channeis to
subscribe to. In a preferred embodiment, the content viewer aiso interacts
with the muiticast network 24 (or optionally the back-end subsystem 22) to
subscribe or unsubscribe to channels at the user's direction. If the
back-end subsystem 22 is performing conditional access (rather than the
muiticast network), the content viewer 58 preferably aiso interacts with the
back-end subsystem to obtain key material. The content viewer 58 may
also preferably report usage information (i.e. information about which

channeis were accessed by the user) to the back-end subsystem 22.

Package Transmission
In the preferred embodiment, package transmission takes place

over a conditional access controlled multicast network 24 which carries [P
muliticast packets and where each channel is assigned an |P muliticast
address. The muiticast network’s conditional access system 25 ensures

that oniy subscribed receivers may access a channel's |P packets.

Preferably, the multicast network 24 provides a single IP muliticast
.28 -
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address (which every receiver 26 may receive) on which the package

delivery subsystem 36 sends packets announcing the upcoming

transmission of packages.

In the preferred embodiment, the receiver 26 may selectively
enable and disable IP multicast addresses. [f an IP muilticast address is
disabled, the muiticast receiver 54 filters packets containing the address
so that the receiver 26 is not burdened with the processing associated with
identifying and discarding disabled addresses.

Alternatively, if the multicast network 24 is compliant with the
European Digital Video Multicast (DVB) standard, each channel may be
assigned an MPEG2 transport stream and the multicast network’s
conditional access system 25 ensures that only subscnbed receivers may
access a channel's MPEG2 transport stream.

in other embodiments, more than one muiticast address may be
dedicated to each channel (e.g. one address for base package
transmissions, one for deita package transmissions, one for control
information, etc.). An address or set of addresses may also be shared by
multiple channels, one address or set of addresses per package at a time.
These arrangements, however, are not preferred as they complicate the
conditional access system 25.

Preferably, the package delivery subsystem 36 in the back-end
subéystem 22 receives the packages 34 from the web crawler(s) 30 (Fig.
3) with a schedule for each package. The schedule includes information
such as when transmission should take place, the priority of the package's
transmission, the speed at which the transmission should take place,
whether the package shouid be transmitted more than once, and/or other
information related to package transmission.

Fig. 5 is a flowchart illustrating the steps performed by the package
delivery subsystem 36 of the back-end subsystem 22 to transmit a
package 34 to the multicast network 24. If a schedule is provided with the
package, the steps are performed within any schedule constraints. The
package delivery subsystem (PDS) 36 first formats a mutticast

announcement packet identifying the package to be transmitted (block
.29 -
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60). The muiticast announcement packet may inciude, for exampie, which
channel the package is part of, what kind of package s being transmitted,
information to uniquely identify one version of a package from another,

and the size of the package. A PDS 36 then passes the muiticast
announcement packet to the muiticast network 24 to be transmitted over
the muiticast announcement address (block 62). Preferably, the PDS 36
transmits the packet muitiple times to ensure a high probability of
reception.

The PDS 36 then waits a smalil period of time (e.g. 3 seconds) to
allow the receivers 26 to determine whether the package shouid be
received and to prepare for reception (block 64). Optionally, if conditional
access is desired but is not provided by the muliticast network 24, the PDS
36 uses a key or set of keys only made available to subscribed receivers
to encrypt either the entire package or the individual packets (block 66).

The PDS 36 then fragments the package into a sequence of
packets, wherein each packet has a unique sequence number (block 68)
and begins transmitting the packets at the specified bit rate (block 70).
The package delivery subsystem 36 also multicasts other information
(either within the muiticast announcement packets or other packets) to
allow the receiver to identify the first and last packet of a package. The
PDS 36 may subsequently retransmit a package’'s packets to increase the
probability of reception. Preferably, the PDS 36 retransmits packages on
a scheduled basis and only certain packages may be scheduled for
retransmission. For example, base packages may preferably be
transmitted 2-3 times depending on factors such as the time of day and
the size of the package. Delta packages, however, may preferably be
transmitted just once, as packet loss may be recovered by the subseguent

transmission of the next delta package.

Package Reception
The package receiver 56 in each receiver 26 may optionally be

configured to monitor receiver activity and/or user input to classify the

receiver's readiness to receive packages. For example, the package
- 30 -
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receiver 56 might monitor: (i) receiver computer terminal CPU loading; (ii)
receiver computer disk activity; (iii) user input (mouse clicks and/or
keyboard keystrokes); and/or (iv) time of day. The user may also enter
preferences of when packages shouid be received. For example, the user
may specify that prior to starting a computer game, all package reception
should be suspended untii at least 30 minutes has gone by with no user
iInput (mouse clicks or keystrokes), or until at least 30 minutes of only
minimal CPU loading and disk activity. Alternatively, the user may aliow
only base package reception under such circumstances.

Thus, a receiver’s readiness for package reception may be
classified as follows:

(1) Completely suspended - the package recetver 56 wiil receive
no packages in order to prevent interfering with other processing;

(2) Base package reception only - the package receiver 56 wiil
receive only base packages to reduce interference with other processing;
or

(3) Package reception enabled - the package receiver 56 wiil
receive any package (i.e. base or delta) of interest.

Preferably, when package reception is completely suspended, the
package receiver 56 suspends reception of the muiticast announcement
packets by disabling their address(es). In addition, the package receiver
may reduce its impact by releasing all or part of its resources (memory,
threads, etc.) up to, but not including, what is necessary to monitor
computer and user activity. When its “footprint” (i.e. amount of resources
used when not receiving a package) is low, the package receiver 56 could
silently discard all such announcements.

When package reception has either base or all package reception
enabled, the package receiver 56 evaluates each muiticast announcement
packet to determine whether the corresponding package should be
received. Reception shouid commence only if: (1) reception of the type of
package (base or deita) is currently enabled; (2) the package has not

already been successfully received; (3) the package is for a subscnbed

.31 -
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channel; and (4) disk/memory usage management permits the reception
of the package (explained in detail below).

If the package receiver 56 determines that a package should be
received, the package receiver 56 requests the muilticast receiver 54 to
enable the associated address(es). The package receiver 56 then
processes the package's packets, discarding packets already received
and storing previously unreceived packets in memory (i.e. writing them to
disk), thus reassembling the package.

Preferably, the package receiver 56 monitors the packet sequence
numbers and first and last packet indications to determine whether the
entire package has been received without lost packets. The package
receiver 56 identifies the end of a package's transmission by either not
receiving any packets within a predetermined timeout period or by receipt
of the last packet. In muiticast networks that allow out-of-sequence
packets, the package receiver may have to wait for another timeout period
to determine that all packets have been received. If the package was
received intact, the package receiver 56 makes the package availabie to
the content viewer 58. If the package failed to be received intact, the

‘package receiver may discard the package, preferably without interruption

of or notification to other operations. Preferably, however, the set of
missing packets is recorded (in some fashion) and on a repeat
transmission of the packets, the “holes” are filled in by storing only missing
packets. This provides a higher probability of reception on repeat
transmission, but may not be necessary with some networks having a very
low packet ioss probability.

Preferably, while the package is being received, the package
recetver 56 also optionally offers the user the opportunity to abort the
reception if, for example, the receiver 56 is needed for other activities.
While the package is being received, the package receiver 56 also
preferably monitors user activity and computer terminal loading and aborts

reception depending on previously configured user preferences.

Memory/Disk Space Management
-32.
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Prior muiticast systems often interferea with the normai operation of
the receiver by consuming too much memory or disk space. Because the
present invention's high-speed muiticast network permits the transmission
of larger amounts of data than iow speed muiticasts, there is a high
probability that, without effective memory/disk space management, the
packages would consume too much memory/disk space. In order to
overcome this potential problem, the web crawler 30 and package receiver
56 of the present invention cooperate to manage memory usage to
minimize impact on the receiver 20.

First, each channei definition 32 that is provided to the web crawler
30 inciudes a “memory budget” for the channel. (Fig. 3). The memory
budget, which approximates the size of the channel, is used to ensure
that WebCast's memory/disk usage does not exceed user expectations.
The web crawier 30 ensures that the total memory space consumed by a
channel does not exceed the channel’'s memory budget. Specifically, the
web crawier 30 checks the size of each package prior to submitting it to
the package delivery subsystem 36 for transmission. The web crawler 30
only submits a base package to the package delivery subsystem 36 when
it does not exceed the memory budget. The web crawler 30 only submits a
delta package when the delta package size plus the corresponding base
package size do not exceed the memory budget.

The package receiver 56 also checks the size of a package prior to
beginning its reception. The package receiver preliminarily permits
reception when the size of the package plus the size of any previously
received packages does not exceed the channel’'s memory budget. If the
package size exceeds the memory budget, the package receiver checks
whether deleting the channel's previously received packages will allow
reception. For a base package, the package receiver deletes the
channel's packages as necessary to make room for the base package.
Preferably, the package receiver 56 first deletes the previous base
package, then any deita packages for that previous base package and

then any other delta packages as necessary. For a delta package, the

.33 -
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package receiver preferably deletes the channel's previously received
delta packages as necessary to permit reception.

Once preliminary reception of a package is permiited, the package
receiver 56 checks the available space in the recetver memory 28 against
a predetermined minimum memory space that is not to be used for
WebCast channel storage. The package receiver only permits reception
when the package will not take available memory/disk space under this
threshold.

Preferably, the package receiver records when memory/disk space
does not permit a package's reception and the content viewer 58 notifies
the user of the shortage of memory space. In a preferred embodiment,
the user is notified through the EPG (Electronic Program Guide). Prior to
subscribing to a package, the EPG notifies the user of the memory
budget for the channel and the available memory/disk space. Fig. 6 is an
exampie of an EPG window that may be used to so notify the user. As
illustrated in Fig. 6, the EPG also preferably notifies the user when
reception of packages will take place. For example, base packages may
be broadcast during a siow use period (such as overnight). Delta
packages (containing updates) may preferably be broadcast on a pernodic

basis, such as every half hour. The EPG may also allow a user to specify

when packages can be received.

Channel Subscription and Conditional Access

As discussed above, every user receives an Electronic Program
Guide (EPG) channel. In the preferred embodiment, there is a single EPG
channel. However, muitiple EPG channels may be used which are
specifically tailored to a user based on factors such as language, the
service plan a user has selected, age, sex, etc. The EPG preferably
contains promotional content of each available channel which allows a
user to evaluate the channels and select which channels to subscribe to or
unsubscribe from. Preferably, the EPG and its promotional content is
structured like a web site — it is a collection of HTML pages with

embedded graphics and other active content and a user indicates the
- 34 -
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desired channeis by clicking on buttons, check boxes, etc. Fig. 7 is an
exampie of an EPG window that may be used to notify a user of the
available channels. The Fig. 7 exampie aiso allows a user to link to a
preview of the channels and provides a box for the user to subscribe or
unsubscribe to a channel.

When iaunched by the user, the content viewer 58 in the receiver
26 makes the promotional materiai availabie to the user. The content
viewer S8 also processes a user's requests to subscribe to or unsubscribe
a channel. If no conditional access is impleménted, the content viewer 58
informs the package receiver 56 of the user's subscrnption/unsubscription
request and the package receiver 56 starts receiving or ceases reception
of the channel's packages as appropnate.

Preferably, however, a conditional access scheme is implemented
in the present invention. As discussed previously, the conditional access
may be implemented, for example, by the multicast network 24, by the
back-end subsystem 22, or by a combination of the two.

If the conditional access is impiemented by the conditional access
system 25 in the multicast network 24, the content viewer S8 performs a

‘subscribe or unsubscribe transaction against the muiticast network. This

is typically performed via the multicast receiver 54, which may optionalily
contact the head-end subsystem 52 either immediately or at a later time.
For some muiticast networks, the content viewer 58 may directly contact
the head-end subsystem 52 (via the internet, dialup modem connection, or
any other suitable means) and perform the transaction. If the transaction
is accepted, the content viewer 58 informs the package receiver 58 which,
in turn, starts receiving or ceases reception of the channel's packages as
appropriate. Preferably, the muiticast network 24 provides the complete
set of currently subscribed channels at the end of such a transaction (or
upon reguest), thereby keeping the content viewer 58 and <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>