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One embodiment disclosed relates to a method of status 
generation for a node of a high-availability cluster. A heart 
beat Signal is Sent from the node through a network to the 
cluster. In addition, a current Status of the node is deter 
mined, and the Status is Sent out through a specialized 
interface to a next node. Another embodiment disclosed 
relates to a method of cluster-wide management performed 
per node. A heartbeat input received from the previous node 
is checked. Furthermore, an up/down Status input received 
from the previous node and a degraded Status input received 
from the previous node are also checked. Another embodi 
ment disclosed relates to a System for of a high-availability 
cluster. The System includes a general inter-node commu 
nication network that is configured to carry Signals including 
heartbeat Signals from the nodes. In addition, a Separate 
inter-node communication channel is included for commu 
nicating node Status Signals. 
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NODE MANAGEMENT IN HIGH-AVAILABILITY 
CLUSTER 

BACKGROUND OF THE INVENTION 

0001) 1. Field of the Invention 
0002 The present disclosure relates generally to com 
puter networks. More particularly, the present disclosure 
relates to clusters of interconnected computer Systems. 
0.003 2. Description of the Background Art 
0004. A high-availability (HA) cluster is a parallel or 
distributed System that comprises a collection of intercon 
nected computer Systems or Servers that is used as a Single, 
unified computing unit. Members of a cluster are referred to 
as nodes or Systems. The cluster Service is the collection of 
Software on each node that manageS cluster-related activity. 
The cluster Service Sees all resources as identical objects. 
ReSource may include physical hardware devices, Such as 
disk drives and network cards, or logical items, Such as 
logical disk volumes, TCP/IP addresses, entire applications 
and databases, among other examples. A group is a collec 
tion of resources to be managed as a single unit. Generally, 
a group contains all of the components that are necessary for 
running a specific application and allowing a user to connect 
to the Service provided by the application. Operations per 
formed on a group typically affect all resources contained 
within that group. By coupling two or more Servers together, 
clustering increases the System availability, performance, 
and capacity for network Systems and applications. 
0005 Clustering may be used for parallel processing or 
parallel computing to Simultaneously use two or more CPUS 
to execute an application or program. Clustering is a popular 
Strategy for implementing parallel processing applications 
because it allows System administrators to leverage already 
existing computers and WorkStations. Because it is difficult 
to predict the number of requests that will be issued to a 
networked Server, clustering is also useful for load balancing 
to distribute processing and communications activity evenly 
acroSS a network System So that no single Server is over 
whelmed. If one Server is running the risk of being 
Swamped, requests may be forwarded to another clustered 
Server with greater capacity. For example, busy Web Sites 
may employ two or more clustered Web servers in order to 
employ a load balancing Scheme. Clustering also provides 
for increased Scalability by allowing new components to be 
added as the System load increases. In addition, clustering 
Simplifies the management of groups of Systems and their 
applications by allowing the System administrator to manage 
an entire group as a Single System. Clustering may also be 
used to increase the fault tolerance of a network System. If 
one Server Suffers an unexpected Software or hardware 
failure, another clustered Server may assume the operations 
of the failed server. Thus, if any hardware of software 
component in the System fails, the user might experience a 
performance penalty, but will not lose access to the Service. 

0006 Current cluster services include Microsoft Cluster 
Server (MSCS), designed by Microsoft Corporation for 
clustering for its Windows NT 4.0 and Windows 2000 
Advanced Server operating systems, and Novell Netware 
Cluster Services (NWCS), among other examples. For 
instance, MSCS Supports the clustering of two NT servers to 
provide a Single highly available Server. 
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0007 Clustering may also be implemented in computer 
networks utilizing Storage area networks (SAN) and Similar 
networking environments. SAN networks allow Storage 
Systems to be shared among multiple clusters and/or Servers. 
The storage devices in a SAN may be structured, for 
example, in a RAID configuration. 
0008. In order to detect system failures, clustered nodes 
may use a heartbeat mechanism to monitor the health of each 
other. A heartbeat is a Signal that is Sent by one clustered 
node to another clustered node. Heartbeat Signals are typi 
cally Sent over an Ethernet or Similar network, where the 
network is also utilized for other purposes. 
0009 Failure of a node is detected when an expected 
heartbeat Signal is not received from the node. In the event 
of failure of a node, the clustering Software may, for 
example, transfer the entire resource group of the failed node 
to another node. A client application affected by the failure 
may detect the failure in the Session and reconnect in the 
Same manner as the original connection. 
0010) If a heartbeat signal is received from a node of the 
cluster, then that node is normally defined to be in an “up” 
State. In the up State, the node is presumed to be operating 
properly. On the other hand, if the heartbeat Signal is no 
longer received from a node, then that node is normally 
defined to be in a "down” state. In the down state, the node 
is presumed to have failed. 

SUMMARY 

0011. One embodiment disclosed herein pertains to a 
method of Status generation for a node of a high-availability 
cluster. A heartbeat Signal is Sent from the node through a 
network to the cluster. In addition, a current Status of the 
node is determined, and the Status is sent out through a 
Specialized interface to a next node. 
0012 Another embodiment disclosed herein pertains to a 
method of cluster-wide management performed per node. A 
heartbeat input received from the previous node is checked. 
Furthermore, an up/down Status input received from the 
previous node and a degraded Status input received from the 
previous node are also checked. 
0013 Another embodiment disclosed herein pertains to a 
System for of a high-availability cluster. The System includes 
a general inter-node communication network that is config 
ured to carry Signals including heartbeat Signals from the 
nodes. In addition, a separate inter-node communication 
channel is included for communicating node Status Signals. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0014 FIG. 1 is a schematic diagram depicting a conven 
tional high-availability cluster. 
0015 FIG. 2 is a schematic diagram depicting a repre 
Sentative high-availability cluster in accordance with an 
embodiment of the invention. 

0016 FIG. 3 is a flow chart depicting a node status 
generation proceSS in accordance with an embodiment of the 
invention. 

0017 FIG. 4 is a flow chart depicting a cluster-wide 
management proceSS in accordance with an embodiment of 
the invention. 
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0018 FIGS. 5A and 5B are flow charts depicting a 
logical analysis procedure in accordance with an embodi 
ment of the invention. 

0.019 FIG. 6 is a flow chart depicting a removal proce 
dure in accordance with an embodiment of the invention. 

DETAILED DESCRIPTION 

0020 FIG. 1 is a schematic diagram depicting a conven 
tional high-availability cluster 100. As shown, the conven 
tional cluster 100 includes multiple nodes 102 and a network 
or network mesh 104 (typically an Ethernet network) inter 
connecting the nodes. For example, heartbeat Signals are 
sent from the nodes to the cluster over the network 104. 

0021. In the conventional cluster, all nodes provide a 
heartbeat signal through an Ethernet (or other networking) 
interface. All nodes in the cluster monitor these Signals. If a 
node determines (or Several nodes determine) that a node 
has stopped sending heartbeat Signals, then that node is 
“removed' from the HA cluster. 

0022. However, there are several problems and disadvan 
tages with this conventional approach. First, the communi 
cations path uses relatively slow and high-overhead connec 
tions between the nodes (Ethernet, for instance). Second, the 
conventional approach defines an “up' State in which the 
node is Sending heartbeat Signals to the cluster, and a 
“down” state in which the node fails to generate these 
heartbeat Signals. This is disadvantageous in that a node can 
Still Send heartbeats even if a target critical application is 
"down.” Third, a missed heartbeat Signal is ambiguous in 
that it may be due to any number of causes (for instance, 
either node or interconnect failure). Fourth, there is no 
means for a node to Send a predictive message to the 
remaining nodes in the cluster. Such a predictive message, 
for example, would allow for the HA cluster software to 
pro-actively remove a node before it fails, resulting in 
increased cluster uptime. The above problems and disad 
Vantages result in inefficient cluster-level Software and Sub 
optimum uptime. 

0023. It turns out that the efficiency (i.e. uptime) of an HA 
cluster is largely determined by the amount of time it takes 
for the cluster System to recognize that a node in the cluster 
is in a "down' State. A node is in a down State when it ceases 
in its ability to perform useful computing or Storage func 
tions for the HA cluster. Once it has been determined that a 
node is “down”, the HA clustering software can perform the 
necessary tasks to keep the rest of the cluster running, with 
little interruption of user tasks. The efficiency can also be 
limited by the number of unnecessary Switchovers in an HA 
cluster, as each Switchover event costs. Some cluster-level 
uptime. Finally, the split-brain situation should be avoided 
for an HA cluster to perform correctly. Split brain is the 
situation (known by those skilled in the art) that results when 
a node that is thought to be down really is not down. Such 
a situation can result in data loSS and/or failure of an HA 
cluster. Accuracy in node State determination is key to 
assuring that split brain does not occur in an HA cluster. 
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0024. In HA clusters, the downtime may be represented 
by the following equation: 

Downtime per year = 

(num unplanned yr) : (ave unplanned switchover time) + 

(num planned yr) : (ave planned switchover time) + 

(num filed Switchovers yr): (fail recovery time) 

0025 with the following definitions 
0026 num unplanned yr=the number of times a 
node in an HA cluster fails in a year 

0027 ave unplanned Switchover time=the average 
time for the HA cluster to “recover” from an 
unplanned node failure (i.e., a System crash or oper 
ating System panic) 

0028 num planned yr=the number of times a node 
is removed in a planned downtime event in a year 

0029 ave planned Switchover time=the average 
time for the HA cluster to “recover” from a planned 
node removal 

0030 num failed Switchovers yr=the number of 
times a Switchover try “fails” and the cluster or 
critical application crashes 

0031 fail recovery time=the average time for the 
HA cluster to “recover” from a failed Switchover 

0032 Reducing the value of any of the above factors 
contributes to the uptime of an HA cluster. It turns out that 
all or most of the above factors are influenced by the 
cluster's ability to both accurately and rapidly determine the 
current State of any given node in the cluster and to deal with 
the current State with the appropriate actions. 
0033. The disclosure of the present application addresses 
Some of the problems and disadvantages with the conven 
tional approach. First, the number of “false” detections of 
node failures is reduced. This reduces num unplanned yr. 
Second, predictive means (degradation Status signaling) is 
used to move Some unplanned failures to planned Switcho 
vers. Moreover, Since failed Switchovers typically occur 
under unplanned (uncontrolled) circumstances, this also 
reduces the num failed Switchovers yr. Third, reducing the 
time to detect a node failure. This reduces the ave un 
planned Switchover time. Finally, the very harmful split 
brain situation is avoided since the invention has built-in 
mechanisms for quicky and accurately double (or triple) 
checking node Status when it looks like a node may be down. 
0034 FIG. 2 is a schematic diagram depicting a repre 
sentative high-availability cluster 200 in accordance with an 
embodiment of the invention. Four nodes 202 are shown in 
the diagram, but various numbers of nodes may be used 
within the scope of the invention. 
0035) In addition to inter-node communications via the 
network 104, independent inter-node communications of 
Status information are enabled by way of a separate com 
munication channel. AS shown, the Separate communication 
channel may, for example, utilize additional Signaling hard 
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ware circuitry 204 in each node to provide point-to-point 
linkS 206 in an exemplary ring topology. In the ring topol 
ogy, each node 202 may send Status information over a 
communication link 206 to the next node 202 in the ring 
(going clockwise in the illustrated example) and may receive 
status information over another link 206 from the previous 
node 202 in the ring. Advantageously, Such a configuration 
having an additional channel for Status communications 
allows for rapid and reliable exchange of node Status data. 

0036). In one embodiment, cluster-level software runs on 
each node 202. Each node 202 may be configured to provide 
the following resources to the cluster-level software. Hard 
ware resources include a processor or processors, a memory 
System, disk-based or Similar data Storage, an interface to the 
network 104 interconnecting the nodes, and the dedicated 
Signaling hardware 204 for inter-node Status Signaling. Soft 
ware resources includes routines to perform the following 
taskS: updating and transmitting the Status of the present 
node 202, monitoring and analyzing Status data from another 
node 202 in the cluster, and taking appropriate action based 
on the status data from the node 202 being monitored. The 
computational Subsystem of the node may, or may not, be 
running a mission-critical Software application. If it is, then 
the mission-critical application is listed in a configuration 
file of the cluster-level Software. 

0037. In one embodiment, the node status signals may 
include the following: an up/down Status Signal; a degraded 
Status signal, and a heartbeat Signal. The heartbeat signal 
may be transmitted conventionally via the network 104 so 
that the heartbeat information of all nodes in the HA cluster 
is on the network 104. The up/down and degraded status 
Signals may be transmitted and received Separately via the 
additional Signaling hardware 204 and independent commu 
nication linkS 206. For the up/down Status signal, up (or 
GOOD) indicates that the node is operating, and down (or 
BAD) indicates that the node has failed. The degraded status 
Signal may comprise a two-state Signal having DEGRADED 
and NOT DEGRADED states. Alternatively, the degraded 
Status Signal may include multiple degradation levels. 

0.038 FIG. 3 is a flow chart depicting a node status 
generation process 300 in accordance with an embodiment 
of the invention. This process 300 occurs at each active node 
of the cluster. 

0039 Each active node determines 302 its current 
up/down Status. This determination may be accomplished by 
applying rules in a rule file Stored in memory or on disk at 
the present node. An up (or GOOD) status indicates that the 
node is operating, and a down (or BAD) status indicates that 
the present node has failed. The up/down Status data is then 
sent out 304 from the present node through the specialized 
hardware interface 204 to the next node in the cluster. For 
example, in the case of the topology of FIG. 2, node A202A 
would send its up/down status data to node B 202B, node B 
202B would send its up/down status data to node C 202C, 
node C 202C would send its up/down status data to node D 
202D, and node D 202D would send its up/down status data 
to node A 202A. 

0040. Each node also sends 306 its heartbeat signal to the 
cluster. This is conventionally done via the network 104. 

0041 Furthermore, each active node determines 308 its 
current degraded Status (or level). This determination may 

Aug. 25, 2005 

be accomplished by applying rules in a rule file Stored in 
memory or on disk at the present node. For example, the 
degraded levels may be indicated by a multiple bit Signal 
wherein all zeroes may indicate a failed (down or BAD) 
node, all ones may indicate that no degradation was 
detected, and non-zero values (some Zeroes and Some ones) 
may indicate a level of degradation between failure and no 
degradation. The degraded Status data is then Sent out 310 
from the present node through the Specialized hardware 
interface 204 to the next node in the cluster. For example, in 
the case of the topology of FIG. 2, node A202A would send 
its degraded status data to node B 202B, node B 202B would 
send its degraded status data to node C 202C, node C 202C 
would send its degraded status data to node D 202D, and 
node D 202D would send its degraded status data to node A 
202A. 

0042. The process 300 then loops from the last step 310 
to the first step 302. Note that, although an exemplary order 
for the steps in the process 300 is shown, variations of the 
order are possible with Same or Similar result. 
0043 FIG. 4 is a flow chart depicting a cluster-wide 
management process 400 in accordance with an embodiment 
of the invention. The process 400 involves steps performed 
at a present node and relates to the management of a 
previous node in the cluster. For example, node B 202B 
would perform Steps relating to the management of node A 
202A, node C 202C would perform steps relating to the 
management of node B 202B, and so on. 
0044) The process 400 is setup by retrieving 402 a 
configuration file for a previous node from that previous 
node, and Storing 404 that configuration file at the present 
node. The configuration file includes various information, 
Such as the application(s) needing to be failed over from the 
previous node in the event that the node is removed from the 
cluster. 

0045. Subsequent to the setup steps, the following steps 
are performed. The present node checks 405 whether the 
configuration file for the previous node is up-to-date (i.e. has 
not been updated since it was last retrieved). If it is not 
up-to-date, then the process 400 loops back to the step where 
the file is retrieved 402. If it is up-to-date, then the process 
400 goes on to the following steps. 

0046) One of the steps involves setting 406 the node 
removal threshold. The node removal threshold may be 
determined from a ruleset of the cluster system. This thresh 
old indicates to the system at which level of degradation will 
a node be proactively removed from the HA cluster. The 
threshold may be set or varied by the user. The threshold 
may also vary depending on how many nodes have been 
already removed from the HA cluster. 
0047. Other steps relate to reading or checking various 
inputs received from the preceding node. The present node 
reads 408 the up/down status input received from the 
previous node. The present node also reads 410 the degraded 
status input received from the previous node. Both the 
up/down Status Signal and the degraded Status Signal may be 
received via a dedicated communication link or cable 206 
between the nodes. Furthermore, the present node also 
checks 412 the heartbeat input received from the previous 
node. The heartbeat Signal may be received by way of a 
conventional network 104 interconnecting the nodes. 
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0.048. The present node performs a logical analysis 414 
using these status-related inputs. The logical analysis 414 
determines, for example, whether the inputs indicate that the 
preceding node is up, whether they indicate that the preced 
ing node is down (failed), and whether they indicate that 
there is an interconnect problem. One embodiment for the 
analysis procedure 414 is described below in relation to 
FIGS. 5A and 5B. 

0049. After exiting from the analysis procedure 414, a 
determination 418 is made as to whether removal of the 
preceding node was indicated by the analysis. If the preced 
ing node is to be removed, then a removal procedure 420 is 
run. One embodiment for the removal procedure 420 is 
described below in relation to FIG. 6. Otherwise the man 
agement process 400 loops back to the Step where a check 
405 is made as to whether the configuration file for the 
preceding node has been updated. 

0050 FIGS. 5A and 5B are flow charts depicting a 
logical analysis procedure 414 in accordance with an 
embodiment of the invention. In the figure, the up/down 
status input from the previous node is denoted as UP IN, the 
degraded Status input from the previous node is denoted as 
DEGRADED IN, and the heartbeat input from the previous 
node is denoted as HEARTBEAT IN. UPIN can be in two 
states, GOOD or BAD. DEGRADED IN can be in multiple 
degradation levels, including a BAD state, a GOOD state, 
and levels in between BAD and GOOD. The HEART 
BEAT IN can be either OK or Bad. 
0051. In a first case, a determination 502 is made that 
UP IN=GOOD and DEGRADED IN=not BAD (either 
GOOD or a level in between). If so, then the previous node 
is determined to be up (though perhaps degraded). The 
condition of HEARTBEAT IN is then checked 504. If 
HEARTBEAT IN=Bad, then the analysis 414 determines 
that the network connection that normally carries the heart 
beat signal is down and reports 506 that the network to the 
previous node is down. If HEARTBEAT IN=OK, then no 
such report is made. In either case, the level of DEGRADE 
D IN is compared 508 with the node removal threshold. If 
the amount of degradation is below the removal threshold, 
then the performance level of the previous node is accept 
able. In that case, the degradation level is reported and the 
analysis procedure is exited 510. If the amount of degrada 
tion is above the removal threshold, then the performance of 
the previous node is deemed too poor to keep in the cluster. 
In that case, the previous node is “killed’512, then failure of 
the previous node is indicated and the analysis procedure is 
exited 514. 

0.052 In a second case, a determination 516 is made that 
UP IN=GOOD and DEGRADED IN=BAD. The condition 
of HEARTBEAT IN is then checked 518. If HEART 
BEAT IN=Bad, then failure of the previous node is indi 
cated (due to two of three inputs showing a down node) and 
the analysis procedure is exited 514. If HEARTBEAT IN= 
OK, then the previous node is deemed to be running okay. 
In that case, a cable problem is reported (due to the non 
matching degraded input) and the analysis procedure exits 
520. 

0053. In a third case, a determination 522 is made that 
UP IN=BAD and DEGRADED IN=BAD. Here, both of 
these Status inputs indicate that the previous node is down, 
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So it does not matter what the heartbeat input indicates. In 
this case, failure is indicated and the analysis procedure exits 
520. 

0054) In a fourth case, a determination 524 is made (by 
default since its the last case) that UP IN=BAD and 
DEGRADED IN=not BAD. The condition of HEART 
BEAT IN is then checked 526. If HEARTBEAT IN=Bad, 
then failure of the previous node is indicated (due to two of 
three inputs showing a down node) and the analysis proce 
dure is exited 514. If HEARTBEAT IN=OK, then the 
previous node is deemed to be running okay. In that case, a 
cable problem is reported 528 (due to the non-matching 
up/down input), and the level of DEGRADED IN is com 
pared 508 with the node removal threshold. If the amount of 
degradation is below the removal threshold, then the per 
formance level of the previous node is acceptable. In that 
case, the degradation level is reported and the analysis 
procedure is exited 510. If the amount of degradation is 
above the removal threshold, then the performance of the 
previous node is deemed too poor to keep in the cluster. In 
that case, the previous node is “killed'512, then failure of 
the previous node is indicated and the analysis procedure is 
exited 514. 

0055 FIG. 6 is a flow chart depicting a removal proce 
dure 418 in accordance with an embodiment of the inven 
tion. The removal procedure 418 is entered when the analy 
sis 414 indicated failure of the previous node. 

0056. A determination 602 is made as to the application 
or applications on the previous node that need to be failed 
over. This information may be obtained, for example, from 
the above-discussed configuration file stored 404 at the 
present node. Fail over 604 is performed on these applica 
tions from the previous node to nodes of the cluster that are 
up and running. After the fail over is completed, Success of 
the failover is signaled 606 to the other nodes of the cluster. 
The HA cluster is then running with the previous node 
removed. 

0057 When a node is getting added (or re-added) to the 
HA cluster, a node join (or re-join) procedure may be 
applied. The procedure is as follows. If the cables for 
independent Status communications are not connected, then 
those Status communications are temporarily Suspended 
throughout the HA cluster. In other words, the HA cluster 
falls back to a heartbeat only mode. Next, the cables are 
connected to the new node. Then, the Status communications 
via the cables are restarted in the cluster. When the node to 
join or re-join boots, it will Start Sending out GOOD Signals 
through its specialized cable connection. At that point, the 
next node's cluster Software will re-integrate the newly 
added node into the HA cluster. 

0058. The above disclosure provides a novel technique 
for a node in a high availability cluster to quickly and 
accurately determine each node's current State and to per 
form the appropriate action to maximize cluster uptime. The 
use of the three status indicators (up/down, degraded, and 
heartbeat) from each node allows for significant improve 
ment in the efficiency (i.e. uptime) of the HA cluster. 
0059. In the above description, numerous specific details 
are given to provide a thorough understanding of embodi 
ments of the invention. However, the above description of 
illustrated embodiments of the invention is not intended to 
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be exhaustive or to limit the invention to the precise forms 
disclosed. One skilled in the relevant art will recognize that 
the invention can be practiced without one or more of the 
Specific details, or with other methods, components, etc. In 
other instances, well-known Structures or operations are not 
shown or described in detail to avoid obscuring aspects of 
the invention. While specific embodiments of, and examples 
for, the invention are described herein for illustrative pur 
poses, various equivalent modifications are possible within 
the Scope of the invention, as those skilled in the relevant art 
will recognize. 

0060. These modifications can be made to the invention 
in light of the above detailed description. The terms used in 
the following claims should not be construed to limit the 
invention to the Specific embodiments disclosed in the 
Specification and the claims. Rather, the Scope of the inven 
tion is to be determined by the following claims, which are 
to be construed in accordance with established doctrines of 
claim interpretation. 

1. (canceled) 
2. (canceled) 
3. (canceled) 
4. (canceled) 
5. (canceled) 
6. A method of cluster-wide management performed per 

node, the method comprising: 
checking an up/down status input received from a previ 

ouS node, 
checking a degraded Status input received from the pre 

vious node, wherein the degraded Status input com 
prises multiple degradation levels with one Such level 
comprising a “bad” State indicating that the previous 
node appears down; 

checking a heartbeat input received from the previous 
node, and 

comparing the degraded Status with a node removal 
threshold for potential removal of the previous node 
from the cluster if the degraded Status ShowS degrada 
tion above the threshold. 

7. (canceled) 
8. The method of claim 6, further comprising: 
determining whether a configuration file at the previous 

node has been changed; and 
if the configuration file has been changed, then retrieving 

the configuration file from the previous node and 
Storing the retrieved configuration file at the present 
node. 
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9. The method of claim 6, further comprising: 
performing a logical analysis of the inputs to determine 

whether a failure of the previous node is indicated. 
10. The method of claim 9, wherein the logical analysis 

comprises determining a failure of the previous node if a 
majority of the Status inputs indicates that the previous node 
appears down. 

11. The method of claim 9, wherein the logical analysis 
differentiates between the failure of the previous node and a 
failure of an inter-node communication channel. 

12. The method of claim 11, wherein the logical analysis 
further differentiates between a problem with a first inter 
node communication channel and a problem with a Second 
inter-node communication channel. 

13. The method of claim 12, wherein the first inter-node 
communication channel comprises a point-to-point link 
dedicated for node Status information, and wherein the 
Second inter-node communication channel comprises a net 
work for carrying heartbeat Signals and other communica 
tions. 

14. The method of claim 7, further comprising reporting 
that a network carrying the heartbeat is down if the heartbeat 
is bad and the two status inputs are not both bad. 

15. The method of claim 7, further comprising reporting 
a problem with an inter-node communication channel car 
rying the Status inputs if the heartbeat is okay and one, but 
not both, of the two status inputs is bad. 

16. (canceled) 
17. A System for of a high-availability cluster, the System 

comprising: 
a general inter-node communication network that is con 

figured to carry Signals including heartbeat Signals from 
the nodes, and 

a separate inter-node communication channel for commu 
nicating node Status Signals including at least an 
up/down Status Signal and a degraded Status Signal, 

wherein the degraded Status Signal is compared with a 
node removal threshold for potential removal of a node 
from the cluster if the degraded Status Signal shows 
degradation above the threshold. 

18. (canceled) 
19. The system of claim 18, wherein the system is 

configured with a logical analysis procedure that differen 
tiates between a failure of a node and a problem with 
inter-node communication. 

20. The system of claim 19, wherein the logical analysis 
further differentiates between a problem with the general 
inter-node communication network and a problem with the 
Separate inter-node communication channel. 

k k k k k 


