(54) 发明名称
分布式文件系统和分布式文件系统的数据备份方法

(57) 摘要
本发明公开了一种分布式文件系统和分布式文件系统的数据备份方法，该系统包括：主FLR、第一FAC、主FAS，以及第一休眠FLR和第一备用FAS；备份文件系统包括备FLR、第二FAC、备FAS，以及第二休眠FLR和第二备用FAS；第一休眠FLR和第二休眠FLR均用于存储主FLR或备FLR上的元数据进行备份；第一备用FAS和第二备用FAS均用于在第一FAC或第二FAC接收到写数据操作指示时，与主FAS和备FAS同步对当前的实际数据进行写入操作。通过本发明，解决了相关技术中的分布式系统出现异地容灾时，恢复后的文件系统存在单点故障的问题，增强了系统的可靠性和实用性。
1. 一种分布式文件系统，包括位于第一位置的主分布式子系统和位于第二位置的备分布式子系统；其中，所述主分布式子系统包括主文件位置寄存器FLR、第一文件访问客户端FAC和主文件访问服务器FAS；所述备分布式子系统包括备FLR、第二FAC和备FAS，其特征在于，所述主分布式子系统包括第一休眠FLR和第一替补FAS，所述备分布式子系统包括第二休眠FLR和第二替补FAS；

所述第一休眠FLR和所述第二休眠FLR均用于对所述主FLR或所述备FLR上的元数据进行备份；

所述第一替补FAS和所述第二替补FAS均用于在所述第一FAC或所述第二FAC接收到写数据操作指示时，与所述主FAS和所述备FAS同步对当前的实际数据进行写入操作。

2. 根据权利要求1所述的分布式文件系统，其特征在于，所述第一休眠FLR和所述第二休眠FLR均包括：休眠通信模块，用于在所述主FLR和所述备FLR正常时，通过心跳检测通信方式对所述主FLR或所述备FLR上的元数据进行备份。

3. 根据权利要求1所述的分布式文件系统，其特征在于，

所述备FLR包括：广播模块，用于确定所述主FLR重启后，向所述第一休眠FLR和所述第二休眠FLR广播主备切换信息；

所述第一休眠FLR和所述第二休眠FLR均包括：定时通信模块，用于接收到所述主备切换信息后，按照设定的周期定时与所述备FLR进行元数据同步。

4. 根据权利要求1所述的分布式文件系统，其特征在于，

所述备FLR包括：第一检测模块，用于检测所述主分布式子系统是否发生灾难故障；通知模块，用于所述第一检测模块检测到的结果为是时，向所述第二休眠FLR发送倒换指令；

所述第二休眠FLR包括：重启模块，用于接收到所述倒换指令后，进行重启；实时同步模块，用于重启后，备用状态实时与所述备FLR进行元数据同步。

5. 根据权利要求4所述的分布式文件系统，其特征在于，

所述第二检测模块包括：第二检测模块，用于检测所述主FLR是否恢复正常；通知模块，用于所述第二检测模块检测到的结果为是时，向所述第二休眠FLR发送回切指令；

所述第二休眠FLR包括：回切模块，用于接收到所述回切指令后，将当前的备用状态切换为休眠状态。

6. 一种分布式文件系统的数据备份方法，其特征在于，所述分布式文件系统为权利要求1至5中任一项所述的分布式文件系统，所述方法包括：

所述第一休眠FLR和所述第二休眠FLR对所述主FLR或所述备FLR上的元数据进行备份；

在所述第一FAC或所述第二FAC接收到写数据操作指示时，所述第一替补FAS、所述第二替补FAS、所述主FAS和所述备FAS同步对当前的实际数据进行写入操作。

7. 根据权利要求6所述的方法，其特征在于，所述第一休眠FLR和所述第二休眠FLR对所述主FLR或所述备FLR上的元数据进行备份包括：所述第一休眠FLR和所述第二休眠FLR在所述主FLR和所述备FLR正常时，通过心跳检测通信方式对所述主FLR或所述备FLR上的元数据进行备份。

8. 根据权利要求6所述的方法，其特征在于，所述第一休眠FLR和所述第二休眠FLR对所述主FLR或所述备FLR上的元数据进行备份包括：

所述备FLR确定所述主FLR重启后，向所述第一休眠FLR和所述第二休眠FLR广播主备切换
换消息；
所述第一休眠FLR和所述第二休眠FLR接收到所述主备切换消息后，按照设定的周期定时与所述备FLR进行元数据同步。

9. 根据权利要求6所述的方法，其特征在于，所述第一休眠FLR和所述第二休眠FLR对所述主FLR或所述备FLR上的元数据进行备份包括；
所述备FLR检测所述主分布式子系统是否发生灾难故障；如果是，向所述第二休眠FLR发送倒换指令；
所述第二休眠FLR接收到所述倒换指令后，进行重启；
所述第二休眠FLR重启后，以备用状态实时与所述备FLR进行元数据同步。

10. 根据权利要求9所述的方法，其特征在于，所述第一休眠FLR和所述第二休眠FLR对所述主FLR或所述备FLR上的元数据进行备份包括；
所述备FLR检测所述主FLR是否恢复正常；如果是，向所述第二休眠FLR发送回切指令；
所述第二休眠FLR接收到所述回切指令后，将当前的备用状态切换为休眠状态，并通过心跳检测通信方式对所述主FLR或所述备FLR上的元数据进行备份。
分布式文件系统和分布式文件系统的数据备份方法

技术领域
[0001] 本发明涉及通信领域，具体而言，涉及分布文件系统和分布式文件系统的数据备份方法。

背景技术
[0002] 云存储领域中涉及的分布式文件系统与普通文件系统不同，分布式文件系统除了存储实际数据，还要存储标识数据所在副本位置的元数据。这意味着传统的只备份实际数据的方式对分布式文件系统并不适用，以数据块信息为例，数据块信息上包含有硬盘信息与存储节点信息，磁盘信息是唯一的，如果A地机房发生灾难，即使将数据块信息与数据都备份到B地，也无法找到匹配的磁盘，即备份过去的元数据无效；因此，分布式文件系统只能采用内部自有的备份机制对元数据和实际数据进行备份。如图1所示的相关技术中分布文件系统的架构示意图，其中，图1中的粗实线表示的是控制流的传输，细实线表示的是数据流的传输，各设备描述如下：
[0003] 文件位置寄存器(FLR, File Location Register)：即元数据服务器，负责管理本文件系统内所有文件的文件名、数据块等元数据信息；并向文件访问客户端(FAC, FileAccess Client)提供元数据写入和查询等操作；
[0004] FAC：负责为本文件系统面向的应用程序提供类似于标准文件系统的接口调用服务，例如，发起访问请求，获取数据后返回给应用程序等；
[0005] 文件访问服务器(FAS, File Access Server)：负责与本文件系统内的存储介质交互，进行实际数据块的读写操作；响应文件访问客户端的数据读写请求，从存储介质上读取数据并返回给文件访问客户端；向文件访问客户端读取数据并写入存储介质；
[0006] 存储介质(即图1中的存储设备集群1, ..., n)：磁盘、磁盘阵列等存储设备，用于保存实际数据。
[0007] 图1中的元数据通过互为主备(或主副)的FLR_A1与FLR_A2运行实时同步，实际数据在实时操作时默认设置为写双副本，此时保证了系统不会存在单点故障。在容灾方面，如果简单地将备用FLR与实际数据副本的文件访问服务器(FAS)部署在B地，在A地发生灾难时，虽然B地的FLR能迅速切换为主FLR，但是此时元数据与实际数据都只剩下一个副本，存在单点故障，即一旦B地再发生故障，元数据和实际数据将永久丢失。
[0008] 针对相关技术中的分布式系统出现异地容灾时，恢复后的文件系统存在单点故障的问题，目前尚未提出有效的解决方案。

发明内容
[0009] 针对上述分布式系统出现异地灾时，恢复后的文件系统存在单点故障的问题，本发明提供了一种分布式文件系统和分布式文件系统的数据备份方法，以至少解决上述问题。
[0010] 根据本发明的一个方面，提供了一种分布式文件系统，该系统包括位于第一位置
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的主分布式子系统和位于第二位置的备分布式子系统；其中，主分布式子系统包括主文件位置寄存器FLR、第一文件访问客户端FAC和主文件访问服务器FAS；备分布式子系统包括备FLR、第二FAC和备FAS，其特征在于，主分布式子系统包括第一休眠FLR和第一替补FAS；备分布式子系统包括第二休眠FLR和第二替补FAS；第一休眠FLR和第二休眠FLR均用于对主FLR或备FLR上的元数据进行备份；第一替补FAS和第二替补FAS均用于在第一FAC或第二FAC接收到写数据操作指示时，与主FAS和备FAS同步对当前的实际数据进行写入操作。

其中，上述第一休眠FLR和第二休眠FLR均包括：休眠通信模块，用于在主FLR和备FLR正常时，通过心跳检测通信方式对主FLR或备FLR上的元数据进行备份。

上述备FLR包括：广播模块，用于确定主FLR重启后，向第一休眠FLR和第二休眠FLR广播主备切换消息；第一休眠FLR和第二休眠FLR均包括：定时通信模块，用于接收到主备切换消息后，按照设定的周期定时与备FLR进行元数据同步。

上述备FLR包括：第一检测模块，用于检测主分布式子系统是否发生灾难故障；通知模块，用于第一检测模块检测到的结果为是时，向第二休眠FLR发送倒换指令；第二休眠FLR包括：重启模块，用于接收到倒换指令后，进行重启；实时同步模块，用于重启后，以备用状态实时与备FLR进行元数据同步。

上述备FLR包括：第一检测模块，用于检测主FLR是否恢复正常；通知模块，用于第二检测模块检测到的结果为是时，向第二休眠FLR发送倒换指令；上述第二休眠FLR包括：倒换模块，用于接收到倒换指令后，将当前的备用状态切换为休眠状态。

根据本发明的另一方面，提供了一种分布式文件系统中的数据备份方法，该方法中的分布式文件系统为上述分布式文件系统，该方法包括：第一休眠FLR和第二休眠FLR对主FLR或备FLR上的元数据进行备份；在第一FAC或第二FAC接收到写数据操作指示时，第一替补FAS、第二替补FAS、主FAS和备FAS同步对当前的实际数据进行写入操作。

上述第一休眠FLR和第二休眠FLR对主FLR或备FLR上的元数据进行备份包括：第一休眠FLR和第二休眠FLR在主FLR和备FLR正常时，通过心跳检测通信方式对主FLR或备FLR上的元数据进行备份。

上述第一休眠FLR和第二休眠FLR对主FLR或备FLR上的元数据进行备份包括：备FLR确定主FLR重启后，向第一休眠FLR和第二休眠FLR广播主备切换消息；第一休眠FLR和第二休眠FLR接收到主备切换消息后，按设定的周期定时与备FLR进行元数据同步。

上述第二休眠FLR对主FLR或备FLR上的元数据进行备份包括：备FLR检测主分布式子系统是否发生灾难故障；如果是，向第二休眠FLR发送倒换指令；第二休眠FLR接收到倒换指令后，进行重启；第二休眠FLR重启后，以备用状态实时与备FLR进行元数据同步。

上述第一休眠FLR和第二休眠FLR对主FLR或备FLR上的元数据进行备份包括：备FLR检测主FLR是否恢复正常；如果是，向第二休眠FLR发送回切指令；第二休眠FLR接收到回切指令后，将当前的备用状态切换为休眠状态，并通过心跳检测通信方式对主FLR或备FLR上的元数据进行备份。

通过本发明，采用在主备分布式子系统中均设置休眠FLR和替补FAS，可以扩展元数据和实际数据的备份数目，这种备份方式即使主分布式子系统所在的机房发生灾难，备分布式子系统切换为主用后，该子系统中的休眠FLR也能够及时对该子系统中的元数据进
行备份，该子系统中的替补FAS也能够及时对写入的实际数据进行备份，解决了相关技术中的
分布式系统出现异地容灾时，恢复后的文件系统存在单点故障的问题，增强了系统的可靠性和实用性。

附图说明
[0021] 此处所说明的附图用来提供对本发明的进一步理解，构成本申请的一部分，本发
明的示意性实施例及其说明用于解释本发明，并不构成对本发明的不当限定，在附图中；
[0022] 图1是根据相关技术的分布式文件系统的架构示意图；
[0023] 图2是根据本发明实施例的分布式文件系统的结构示意图；
[0024] 图3是根据本发明实施例的分布式文件系统的具体结构示意图；
[0025] 图4是根据本发明实施例的分布式文件系统的数据备份方法流程；
[0026] 图5是根据本发明实施例的分布式文件系统的数据备份方法的具体流程图。

具体实施方式
[0027] 下文中将参考附图并结合实施例来详细说明本发明。需要说明的是，在不冲突的
情况下，本申请中的实施例及实施例中的特征可以相互组合。
[0028] 本发明实施例对分布式文件系统的元数据与数据均进行异地备份，保证在本地发
生灾难时备份机房能立即无缝切换，不影响当前业务的进行，且切换后的系统仍不存在单
点故障风险。基于此，本发明实施例提供了一种分布式文件系统，如图2所示的分布式文件
系统的结构示意图，该系统包括位于第一位置的主分布式子系统10和位于第二位置的备分布
式子系统20；其中，主分布式子系统10包括主FLR12、第一FAC14和主FAS16；备分布式子系统
20包括备FLR22、第二FAC24和备FAS26，与图1所示系统不同的是，本发明实施例中的主分布
式子系统10还包括第一休眠FLR18和第一替补FAS19，备分布式子系统20还包括第二休眠
FLR28和第二替补FAS29；各个设备的功能如下：
[0029] 第一休眠FLR 18和第二休眠FLR 28均用于对主FLR 12或备FLR 22上的元数据进
行备份；
[0030] 第一替补FAS19和第二替补FAS29均用于在第一FAC14或第二FAC24接收到写数据
操作指示时，对主FAS16和备FAS26同步对当前的元数据进行写入操作。
[0031] 本实施例通过在主备分布式子系统中均设置休眠FLR和替补FAS，可以扩展元数
据和实际数据的备份数目，这种备份方式即使主分布式子系统所在的机房发生灾难，备分布
式子系统切换为主用后，该子系统中的休眠FLR也能够及时对主子系统中的元数据进行备份，
该子系统中的替补FAS也能够及时对写入的元数据进行备份，解决了相关技术中的分布式系统
出现异地容灾时，恢复后的文件系统存在单点故障的问题，增强了系统的可靠性和实用性。
[0032] 本实施例中的第一休眠FLR18和第二休眠FLR28在主FLR12和备FLR22正常时，均处
于休眠状态，基于此，第一休眠FLR18和第二休眠FLR28均包括：休眠通信模块，用于在主
FLR12和备FLR22正常时，通过心跳检测通信方式对主FLR12和备FLR22上的元数据进行备
份，这样可以降低信息交互的次数，以及减少系统的耗电量。
[0033] 在分布式文件系统运行过程中，可能因为某些原因没有主FLR12重启，为了不影响
业务的正常进行，本实施例的备用器22包括广播模块，用于确定主FLR2主重启后，向第一休息FLR18和第二休息FLR28广播主备切换消息；第一休息FLR18和第二休息FLR28均包括定时通信模块，用于接收到主备切换消息后，按照设定的周期定时与备用器22进行元数据同步。

对于第一位置处发生灾难，例如火灾或水灾，导致主分布式子系统10瘫痪，本实施例将这种情况称为主分布式子系统发生灾难故障，为了保证这种情况下业务的顺利进行，本实施例的备用器22包括第一检测模块，用于检测主分布式子系统是否发生灾难故障，通知模块，与第一检测模块相连，用于第一检测模块检测到的结果为是时，向第二休息FLR28发送倒换指令；第二休息FLR28包括重启模块，用于接收到上述倒换指令后，进行重启；实时同步模块，与重启模块相连，用于重启后，以备用状态实时与备用器22进行元数据同步。

当发生灾难故障的主分布式子系统10恢复正常时，该系统中的主FLR12将向备用器22发送消息，使备用器22能够检测到其是否恢复正常，进而调整上述休息FLR的状态，使系统更节能。基于此，上述备用器22包括第二检测模块，用于检测主FLR12是否恢复正常，通知模块，与第二检测模块相连，用于第二检测模块检测到的结果为是时，向第二休息FLR28发送回切指令；相应地，第二休息FLR28包括回切模块，用于接收到上述回切指令后，将当前的备用状态切换为休息状态。

由上述实施例可知，本发明实施例中的休息FLR与原有的主备器不同，该服务器平常只与主器之间通过心跳检测通信，一旦发生灾难导致主分布式子系统所在地的服务器全部损毁，备分布式子系统所在地的休息FLR会收到切换后的主器发出的指令，重新启动，并加载元数据成为备器；对于实际数据的存储，为了增强系统的可靠性，本实施例采用了双副本指定节点存储算法，即在默认双副本情况下，容灾备份中设置四个副本并且另外两个副本的数据全部存放在备分布式子系统所在地的机房，确保主分布式子系统发生灾难时，备分布式子系统的数据仍有两个副本。

本发明实施例中的休息FLR的个数仅以每个子系统各有一个为例进行的说明，在实际实现时，不限于只有一个，可以根据需要增设；同理，备分布式子系统也不限于一个，可以根据需要在多个位置分别部署。

下面以图3所示的分布式文件系统的基本结构示意图为例进行说明，其中，位于A地的各设备属于主分布式子系统，位于B地的各设备属于备分布式子系统。图3所示的系统是在图1的基础上进行的改进，主要改进包括：

1. 备器和元数据的异地备份；
2. 由原有的两个FLR服务器扩展为4台FLR服务器，原有图1架构中主FLR与副FLR(也称为备器)都只有一个，即图3中的FLR_A1与FLR_B1，本实施例将增设的其他两个FLR命名为休息状态，休息状态的FLR定时与主器通信，已知A地有FLR_A1(主器)、FLR_A2(休息状态)，B地有FLR_B1(副器)、FLR_B2(休息状态)，四台FLR的状态变化分为以下几种：
   1. A地的FLR_A1发生重启：FLR主备倒换，FLR_B1变为主器，将信息广播给休息状态FLR_A2和FLR_B2，以后FLR_A2与FLR_B2改为定时与FLR_B1做心跳通信；
   2. A地或B地的休息状态FLR发生重启，原有流程无变化；
   3. B地的副器FLR发生重启：流程无变化；
   4. A地机房发生灾难，B地副器FLR先转换为主器FLR，B地的主器FLR若发现A地的两个FLR
都不通，且A地的存储节点（例如，FAS）也没有心跳上报时，则认为A地发生灾难，作为主FLR的FLR_B1向FLR_B2发出倒换为副FLR的指令，FLR_B2重启版本软件后状态变为副FLR，与主
FLR实时同步：
【0045】 5.A地机房灾难后恢复：FLR_A1向B地的FLR_B1发出心跳，FLR_B1检测到以后发出将FLR_B2状态切换为休眠，而FLR_A1启动成功后状态变为副FLR，FLR_A2仍为休眠态，回到
初始状态。
【0046】 二、FAS及实际数据的异地备份
【0047】 图3所示的系统没有异地容灾开关，开启异地容灾开关后，副本数由2变为4，
而且分布式文件系统数据块的缓存存储策略发生变化，由原来的完全随机存储变为分
组后的组内完全随机存储（每个分组的存储副本数为2），既保证每个数据块各有两个副本在A地和B地，又保证了数据块副本在A地或B地的均匀分布。
【0048】 本发明实施例还提供了一种分布式文件系统的数据备份方法，其中，该分布式文
件系统如图所示，参见图4所示的分布式文件系统的数据备份方法流程，该方法包括以下步
骤：
【0049】 步骤S402，第一休眠FLR和第二休眠FLR对主FLR或备FLR上的元数据进行备份；
【0050】 步骤S404，在第一FAC或第二FAC接收到写数据操作指示时，第一替补FAS、第二替补
FAS、主FAS和备FAS同步对当前的元数据进行写入操作。
【0051】 本实施例通过主备分布式系统中设置的休眠FLR和替补FAS，扩展了元数据和实
际数据的备份数目，这种备份方式即使主分布式系统所在的机房发生灾难，备分布式子
系统切换为主用后，该子系统中的休眠FLR也能够及时对子系统中的元数据进行备份，该
子系统中的替补FAS也能够及时对写入的实际数据进行备份，解决了相关技术中的分布式
系统出现异地容灾时，恢复后的文件系统存在单点故障的问题，增强了系统的可靠性和实
用性。
【0052】 在主FLR和备FLR正常时，上述第一休眠FLR和第二休眠FLR可以通过心跳检测通信
方式对主FLR或备FLR上的元数据进行备份，这样可以减少信令交互次数，使系统更节能。
【0053】 本实施例中，如果备FLR确定主FLR重启后，可以向第一休眠FLR和第二休眠FLR广
播主备切换信息；这样第一休眠FLR和第二休眠FLR接收到主备切换信息后，则按照设定的
周期定时与备FLR进行元数据同步。这种方式可以使休眠的FLR更及时地进行元数据的同
步，增强系统的安全性。
【0054】 在主FLR重启后，备FLR还可以检测主分布式子系统是否发生灾难故障；如果是，向
第二休眠FLR发送倒换指令；第二休眠FLR接收到倒换指令后，进行重启；第二休眠FLR重启
后，以备用状态实时与备FLR进行元数据同步。这种情况下，因主分布式子系统发生了灾难
故障，因此元数据的备份只能依靠第二休眠FLR，所以通过将其由休眠状态切换为备用状
态，能够提高元数据同步的及时性，增强数据的安全性。
【0055】 本实施例的备FLR检测主FSL是否恢复正常；如果是，向第二休眠FLR发送回切指
令；第二休眠FLR接收到回切指令后，将当前的备用状态切换为休眠状态，并通过心跳检
测通信方式对主FLR或备FLR上的元数据进行备份，使系统的能耗比较小。
【0056】 以图3所示的系统为例，本实施例图5提供了分布式文件系统的数据备份方法的具
体流程图，该方法包括以下步骤：

【0057】步骤S502，FLR_B1检测到与FLR_A1失去通讯，B地的FLR_B1切换为主FLR；

【0058】步骤S504，FLR_B1判断A地其它设备是否正常，如果是，执行步骤S506；如果否，执行步骤S508；

【0059】步骤S506，FLR_B1确定A地主FLR为普通重启，容灾流程结束；

【0060】步骤S508，FLR_B1确定A地发生灾难故障，然后执行步骤S510；

【0061】步骤S510，FLR_B1向FLR_B2发出倒换指令，FLR_B2重启后，切换为副FLR；

【0062】步骤S512，FLR_B1指示接收实际数据的FAC将实际数据存储于FAS_B1至FAS_Bn中的任意两个，例如FAS_B1和FAS_B2，实际数据存储副本数为2；

【0063】步骤S514，FLR_B1判断A地设备是否恢复正常，如果是，执行步骤S516；如果否，执行步骤S518；

【0064】步骤S516，FLR_B1确定A地灾难恢复，然后执行步骤S520；

【0065】步骤S518，FLR_B1确定A地灾难未恢复，返回步骤S514，FLR_B1继续检测A地设备是否恢复正常；

【0066】步骤S520，FLR_B1通过发送消息设置FLR_B2为休眠状态，FLR_A1变为副FLR，FLR_A2处于休眠状态；此时实际数据的副本存储数为4；容灾流程结束。

【0067】对于图1所示的系统架构，为了实现本发明上述实施例，可以采用下述方式实现：

【0068】1）在网管上增加B地的FLR地址并设置属性为副FLR状态或休眠状态；

【0069】2）在网管界面上打开灾备备份开关，副本数由2变为4；

【0070】3）在网管上配置磁盘的分组选取策略；

【0071】4）在网管上重启所有版本程序；

【0072】容灾配置成功的标志：在显示界面上可以看到4个FLR的状态分别为主，休眠，复、休眠，磁盘的休眠状态，每台设备在A地和B地。通过这种配置方式，在A地发生灾难后，能在B地迅速恢复的分布式文件系统容灾备份机制，而且恢复后的文件系统仍然不存在单点故障，即元数据与实际数据在B地仍然存在两个副本。

【0073】从以上的描述中可以看出，本发明实施例与普通容灾备份相比，上述实施例既充分利用分布式文件系统原有的备份机制，又实现了灾难情况下元数据与实际数据的双副本备份，能完全满足分布式文件系统的容灾需求，并且做到元数据与数据的实时备份与切换时不影响业务，将分布式文件系统的安全提升了一个层次，比较适用于有元数据服务器的分布式文件系统。

【0074】显然，本领域的技术人员应该明白，上述的本发明的各模块或各步骤可以用通用的计算装置来实现，它们可以集中在一个或多个计算装置上，或者分布在多个计算装置所组成的网络上，可选地，它们可以用计算装置可执行的程序代码来实现，从而，可以将它们存储在存储装置中由计算装置来执行，并且在某些情况下，可以以不同于此处的顺序执行示出或描述的步骤，或者将它们分别制作成各个集成电路模块，或者将它们中的多个模块或步骤制作成单个集成电路模块来实现。这样，本发明不限制于任何特定的硬件和软件结合。

【0075】以上所述仅为本发明的优选实施例而已，并不用于限制本发明，对于本领域的技术人员来说，本发明可以有各种更改和变化。凡在本发明的精神和原则之内，所作的任何修改、等同替换、改进等，均应包含在本发明的保护范围之内。
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