Title: IMAGE REFOCUSING

(57) Abstract: A method including automatically segmenting regions of images of a focal stack into segment regions; and based, at least partially, upon selection of one or more of the segment regions, generating a refocused image which includes different ones of the segment regions from at least two of the images of the focal stack. An apparatus including an image segmentator for a focal stack of images, where the image segmentator is configured to automatically form segment regions for each of the images; and a focal stack fuser configured to fuse the focal stack of images into a refocused image, where the refocused image comprises different ones of the segment regions from at least two of the images of the focal stack.
Image Refocusing

BACKGROUND

Technical Field

[0001] The exemplary and non-limiting embodiments relate generally to refocusing of an image and, more particularly, to post-capture image refocusing.

Brief Description of Prior Developments

[0002] When an image is taken, such as with a camera, one or more regions in the image may be out of focus, such as because of different distances from the camera lens for example. This is true even with a camera having an auto-focus function. Post-capture refocusing of an image to produce a refocused image is sometimes desirable.

SUMMARY

[0003] The following summary is merely intended to be exemplary. The summary is not intended to limit the scope of the claims.

[0004] In accordance with one aspect, an example embodiment is provided in an apparatus comprising means for segmenting at least one region of a focal stack of images into at least one segment region; and means for generating a refocused image based, at least partially, upon selection of one or more of the at least one segment region, where the refocused image comprises different ones of the at least one segment region from at least two of the images of the focal stack, and/or the at least one
segment region having been processed differently than at least one other one of the regions.

[0005] In accordance with another aspect, an example embodiment is provided in an apparatus comprising at least one processor; and at least one memory including computer program code, where the at least one memory and the computer program code are configured to, with the at least one processor, to form segment regions for at least some of the images; and fuse the focal stack of images into a refocused image, where the refocused image comprises different ones of the segment regions from at least two of the images of the focal stack.

[0006] In accordance with another aspect, an example embodiment is provided in an apparatus comprising an image segmentator for a focal stack of images, where the image segmentator is configured to form segment regions for each of the images; and a focal stack fuser configured to fuse the focal stack of images into a refocused image. The refocused image comprises different ones of the segment regions from at least two of the images of the focal stack.

[0007] In accordance with another aspect, an example method comprises segmenting regions of images of a focal stack into segment regions; and based, at least partially, upon selection of one or more of the segment regions, generating a refocused image comprising different ones of the segment regions from at least two of the images of the focal stack.

[0008] In accordance with another aspect, an example embodiment is provided in a non-transitory program
storage device readable by a machine, tangibly embodying a program of instructions executable by the machine for performing operations, the operations comprising segmenting regions of a focal stack of images into segment regions; and based, at least partially, upon selection of one or more of the segment regions, generating a refocused image comprising different ones of the segment regions from at least two of the images of the focal stack.

[0009] In accordance with another aspect, an example embodiment is provided in an apparatus comprising at least one processor; and at least one memory including computer program code, where the at least one memory and the computer program code are configured to, with the at least one processor, to segment regions of a focal stack of images into segment regions; and based, at least partially, upon selection of one or more of the segment regions, generate a refocused image comprising different ones of the segment regions from at least two of the images of the focal stack.

[0010] In accordance with another aspect, an example embodiment is provided in an apparatus comprising at least one processor; and at least one memory including computer program code, where the at least one memory and the computer program code are configured to, with the at least one processor, to form a segment region for one or more of the images; and generate a new image based, at least partially, upon selection of the segment region(s), where the new image comprises the segment region(s) having been processed differently than at least one other one of the segment regions.
BRIEF DESCRIPTION OF THE DRAWINGS

[0011] The foregoing aspects and other features are explained in the following description, taken in connection with the accompanying drawings, wherein:

[0012] Fig. 1 is a front view of an apparatus comprising features of an example embodiment;

[0013] Fig. 2 is a diagram illustrating some of the element of the apparatus shown in Fig. 2;

[0014] Fig. 3 is a diagram illustrating some of the features of the apparatus shown in Fig. 1;

[0015] Fig. 4 is an illustration of an example image displayed on the display of the apparatus shown in Fig. 1;

[0016] Figs. 5A-5C are illustrations of examples of images in a focal stack of images;

[0017] Fig. 6 is a diagram of an example method;

[0018] Fig. 7 is a diagram illustrating use of the focal stack of images of Figs. 5A-5C being used to form a relative depth map;

[0019] Fig. 8 is a diagram illustrating a foreground segmentation result; and

[0020] Fig. 9 is an illustration of a post-capture refocused image from the focal stack of images shown in Figs. 5A-5C.
DETAILED DESCRIPTION OF EMBODIMENTS

[0021] Referring to Fig. 1, there is shown a front view of an apparatus 10 incorporating features of an example embodiment. Although the features will be described with reference to the example embodiments shown in the drawings, it should be understood that features can be embodied in many alternate forms of embodiments. In addition, any suitable size, shape or type of elements or materials could be used.

[0022] The apparatus 10 is a hand-held communications device which includes a telephone application. In an alternate example the apparatus might not comprise a telephone application. In the example shown in Fig. 1, the apparatus 10 may also comprise an Internet browser application, camera application, video recorder application, music player and recorder application, email application, navigation application, gaming application, and/or any other suitable electronic device application, such as may be provided on a smartphone or tablet computer for example. Referring to both Figs. 1 and 2, the apparatus 10, in this example embodiment, comprises a housing 12, a display module 14, a receiver 16, a transmitter 18, a rechargeable battery 26, and a controller 20 which may include at least one processor 22, at least one memory 24, and software 28. However, all of these features are not necessary to implement the features described below. For example, features as described herein may be used in a camera or video recorder which does not have a transmitter or receiver.

[0023] The receiver 16 and transmitter 18 form a wireless mobile communication interface to allow the
apparatus 10 to communicate with a wireless telephone system, such as a mobile telephone base station for example. The wireless mobile communication interface 16, 18 may allow the apparatus 10 to communicate such as by 4G, 4G LTE, 3G, CDMA, etc. for example. However, in an alternate example embodiment the receiver 16 and transmitter 18 might not be provided, such as when the apparatus 10 does not have telephone capabilities or wireless Internet capabilities. For example, the apparatus 10 might merely be a gaming device having a camera. Internet access for the apparatus 10 might be provided by a short range communications system through a television console or a wireless WLAN for example. These are only some examples, and should not be considered as limiting.

[0024] The apparatus 10 further comprises a camera 30. The apparatus may comprise more than one camera. In this example the camera 30 is able to take still photo images and video images. The camera 30 has a lens which may be moved to provide different focal planes. The apparatus 30 may have suitable software such as part of software 28 to provide auto-focus capability.

[0025] In the example shown, the apparatus 10 has a post-capture refocus system 32 (see Fig. 3) which may be used to provide post-capture refocus. To achieve re-focusing, three steps are used comprising:

- capturing multiple images focused at different focal planes,

- indicating and selecting individual segment regions from the captured images to refocus, and
• generating a refocused image which includes segment regions from at least two of the different focal plane images.

• The step of generating may comprise generating a refocused image which includes segment regions from one or more of the different focal plane images, where pixels within some of the regions may be processed (such as artificially blurred for example) through means of digital image processing.

[0026] Features as described herein may be used to form:

1. An image composed of segment regions originating from two or more focal stack images, and/or

2. An image composed of segment regions originating from one or more focal stack images, where at least one segment region has been processed differently than the other regions.

[0027] Referring also to Fig. 3, the apparatus comprises a post-capture refocus system 32 which may comprise, for example, the processor 22, the memory 24 and some of the software 28. The post-capture refocus system 32 in this example comprises an image segmentator 34 and an image fuser 36. The system 32 is connected to a focal stack of images 38, such as stored in the memory 24. Features as described herein may be used for mobile imaging, manipulating camera focus/Depth of Field, and image segmentation and blending for example.
There are many ways a user may indicate a refocus object. For example, a user can draw strokes and the system can calculate the bounding box of the strokes and, thus, a region is defined. However, with features as described herein, the user does not need to define a refocus region or object. Instead, regions are automatically segmented from focal stack images based on different focus planes. After this automatic process, a user is subsequently allowed to pick from a plurality of segment regions which regions should be refocused. A user can simply choose the refocus region(s) to be used in a subsequently generated refocus image by a simple screen touch for example. In an alternate example embodiment, rather than having the regions automatically segmented, this could be done non-automatically, such as by the user initiating the process.

Referring also to Fig. 4, an image 40 is shown on the display 14. The display 14 may be a touchscreen which also functions as a user interface. The image 40 in this example is a landscape type of image with a near tree 41, flowers 42, a house 43, lamp posts 44, distant trees 45 and the sky 46. The image 40 is shown displayed with boundaries 47 of segment regions on the image 40. One of the boundaries, around most of the near tree 41 in this example, may be of a different color from the other boundaries to indicate or highlight a default focusing region to the user. This type of image may be presented to the user after automatic segmenting has occurred to indicate to the user where all regions are pre-segmented. The user may then subsequently select one or more of these segmented regions (defined by the boundaries 47) to...
identify the region(s) to be provided refocused in the subsequently generated refocused image.

[0030] Referring also to Figs. 5A, 5B, and 5C, three images 48A, 48B, 48C of a focal stack of images is illustrated (part of the images are not shown in Figs. 5B and 5C merely for the sake of simplicity). The first image 48A has the item A in focus. However, the closer items B and C are out of focus. The second image 48B has the item B in focus. However, the farther item A and the closer item C are out of focus. The third image 48C has the item C in focus. However, the farther items A and B are out of focus. Each image 48A, 48B and 48C has a different focal distance provided by the different lens positions when the images were taken. Thus, a focal stack containing a series of images obtained from different lens position has been captured by the camera 30.

[0031] Referring also to Fig. 6, an example of one method is shown. After the images of the focal stack are captured as indicated by block 50, an image registration may be performed as indicated by block 52. Image registration may be used to estimate a transform between the images that is caused by different lens position and/or possible hand-shake for example. The images may be aligned as indicated by block 54. The estimated transforms may be applied to the images to align them all together. Blur for pixels may be estimated as indicated by block 56. For each pixel of each focal stack image, the software may estimate the blur between this pixel and the corresponding pixel in the next frame. This may be used to form a blur map for each focal stack image.
depth map may be formed by thresholding the blur maps as indicated by block 58. The blur maps are compared to each other and thresholded to generate a relative depth map. An example of this is shown in Fig. 7 where the three images 48A, 48B, 48C are used to generate the relative depth map 70. Pixels with similar blur levels may be classified as a same depth level. An image may have a set of the sharpest pixel (the pixels which are the least blurred) among the focal stack. Those sharpest pixels are called in-focus pixels. For thresholding the blur map, basically, in a frame, a pixel that its blurriness is the least among the corresponding pixels crossing all the focal stack frames, can be considered as an in-focus pixel and labeled as "1", and all other pixels in the same frame may be labeled as "0" (zero). Here, the least blurriness could be defined as it is smaller than a percentage of the second least. For example, A<0.99*B, where A is the least and B is the second least.

[0032] As indicated by block 60, a matting image may be formed using the depth map as an input. An image matting technique is applied on the focal stack images with the corresponding in-focus pixels. For each image, the in-focus pixels are used as foreground indication, and in-focus pixels in all other focal stack images are used as background indication. The matting process results in a matting map, where each pixel value of the matting map shows a percentage of the foreground and background. As indicated by block 62 region segmentation may be performed to form the regions in each image. The matting maps are compared and thresholded to extract the
foreground and/or background regions. Fig. 8 shows an example of foreground segmentation result 72.

[0033] The segmentation allows processing different segments of the image differently to achieve various effects. An example effect would be artificial background defocus. Looking at Fig. 8, the apparatus may be configured to keep the segment denoted by light color 72 as such while artificially blurring the area indicated with dark color 73, achieving an image where the background is blurred, but the foreground is intact. Furthermore, in the example in which the segmentation of focal stack is used for processing various segments differently, the processed segments may originate from only one of the images in the focal stack (not necessarily two or more of the images).

[0034] As illustrated by block 64, a segmentation result may be shown to the user, such as similar to Fig. 4 for example. The foreground regions are merged into one image, and border of regions are indicated on that image. The user can select one or more desired regions for refocus as indicated by block 66. This may be done, for example, by a simple touch on the touch screen 14, or by using any other technique to provide input to the apparatus 10. In an alternative method, user selection 66 might not be provided, and the apparatus and method may comprise the apparatus automatically selecting one or more (or all) of the regions to be provided in-focus in the refocused image. As indicated by block 68, the refocus image in generated by fusing the focal stack frames. Fig. 9 shows an example of all-in-focus fusion result. The image 48D has all the regions in focus.
including items A, B and C. This can be achieved by the user select all the picture area as the desired focus region. In an alternative, the user might have merely selected a segment region corresponding to A and not B, such that A and C would be in-focus, but B would be out of focus. This is merely an example used to illustrate features which could be used to provide different results.

[0035] Advantages of features as described herein include using multiple focal stack images to assist the matting, and no user input is needed during segmentation. All segmented regions may be shown to the user so that the user can select a desired region(s) for refocus by a simple touch. Thus, a user does not need to draw a refocus region. This does away with the problems of how to achieve the refocus capability using a conventional camera; and providing the user interface to conveniently let users choose re-focusing region(s).

[0036] An example apparatus may comprise means for automatically segmenting regions of a focal stack of images into segment regions; and means for generating a refocused image based, at least partially, upon selection of one or more of the segment regions, where the refocused image comprises different ones of the segment regions from at least two of the images of the focal stack.

[0037] The apparatus may further comprise means for a user to select the one or more of the segment regions for basing the generating of the refocused image. The means for the user to select may comprise a touch screen of the apparatus. The means for automatically segmenting
regions may be configured to automatically segment the regions based upon different focus planes of the regions in each respective one of the images of the focal stack of images. The means for automatically segmenting the regions may be configured to provide image registration of images in the focal stack to estimate a transform between the images. The apparatus may be configured to apply the estimated transforms to the images to align the images together. The apparatus may be configured to, for each pixel of each focal stack image, estimate a blur between the pixel and a corresponding pixel in another one of the images of the stack, where a blur map for each focal stack image is formed. The apparatus may be configured to compare blur maps to each other, where the blur maps are thresholded to generate a relative depth map. The apparatus may be configured to classify pixels with similar blur levels as a same depth level, where each of the images have a set of in-focus ones of the pixels comprising the sharpest pixel among the focal stack. The apparatus may be configured to apply an image matting technique on the focal stack of images with the corresponding in-focus pixels. The apparatus may be configured to, for each image, use the in-focus pixels as foreground indication, and the in-focus pixels in all other ones of the focal stack images as background indication. The apparatus may be configured to provide a matting process to produce in a matting map, where each pixel value of the matting map shows a percentage of a foreground and a background. The apparatus may be configured to compare the matting maps and threshold to extract foreground and background regions. The apparatus may be configured to merge the foreground regions into
one image and indicate borders of the regions. The means for generating may be configured to fuse the focal stack images into the refocused image. The means for generating the refocused image may be based, at least partially, upon the selection being a user selection of the one or more segment regions.

[0038] An example apparatus may comprise an image segmentator for a focal stack of images, where the image segmentator is configured to automatically form segment regions for each of the images; and a focal stack fuser configured to fuse the focal stack of images into a refocused image, where the refocused image comprises different ones of the segment regions from at least two of the images of the focal stack.

[0039] The apparatus may further comprise a segment region selector configured to allow a user to select the one or more of the segment regions for use in the refocused image. The segment region selector may comprise a touch screen of the apparatus. The image segmentator may be configured to automatically segment the regions based upon different focus planes of the regions in each respective one of the images of the focal stack of images. The image segmentator may be configured to provide image registration of the images of the focal stack to estimate a transform between the images. The apparatus may be configured to apply the estimated transforms to the images to align the images together. The apparatus may be configured to, for pixels of each focal stack image, estimate a blur between the pixel and a corresponding pixel in another one of the images of the stack, where a blur map for each focal stack image
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formed. The apparatus may be configured to compare blur maps to each other, where the blur maps are thresholded to generate a relative depth map. The apparatus may be configured to classify pixels with similar blur levels as a same depth level, where each of the images have a set of in-focus ones of the pixels comprising the sharpest pixel among the focal stack. The apparatus may be configured to apply an image matting technique on the focal stack of images with the corresponding in-focus pixels. The apparatus may be configured to, for each image, use the in-focus pixels as foreground indication, and the in-focus pixels in all other ones of the focal stack images as background indication. The apparatus may be configured to provide a matting process to produce in a matting map, where each pixel value of the matting map shows a percentage of a foreground and a background. The apparatus may be configured to compare the matting maps and threshold to extract foreground and background regions. The apparatus may be configured to merge the foreground regions into one image and indicate borders of the regions. The focal stack fuser may be configured to generate the refocused image based, at least partially, upon a user selection of one or more segment regions.

[0040] An example method may comprise automatically segmenting regions of images of a focal stack into segment regions; and based, at least partially, upon selection of one or more of the segment regions, generating a refocused image comprising different ones of the segment regions from at least two of the images of the focal stack.
The selection of the one or more segment regions may comprise a selection by a user at a user interface. Automatically segmenting regions of the images may comprise segmenting the regions based, at least partially, upon different focus planes of the regions. The method may comprise providing image registration of images in the focal stack to estimate a transform between the images. The method may further comprise applying the estimated transforms to the images to align the images together. The method may further comprise, for pixels of each focal stack image, estimating a blur between the pixel and a corresponding pixel in another one of the images of the stack, where a blur map for each focal stack image is formed. The method may further comprise comparing blur maps to each other, where the blur maps are thresholded to generate a relative depth map. The method may further comprise classifying pixels with similar blur levels as a same depth level, where each of the images have a set of in-focus ones of the pixels comprising the sharpest pixel among the focal stack. The method may further comprise applying an image matting technique on the focal stack of images with the corresponding in-focus pixels. The method may further comprise for each image, using the in-focus pixels as foreground indication, and the in-focus pixels in all other ones of the focal stack images as background indication. The method may further comprise providing a matting process to produce in a matting map, where pixel values of the matting map shows a percentage of a foreground and a background. The method may further comprise comparing the matting maps and threshold to extract foreground and background regions. The method
may further comprise merging the foreground regions into one image and indicate borders of the regions. Generating may fuse the focal stack images into the refocused image.

[0042] A example non-transitory program storage device, such as memory 24 for example, may be provided which is readable by a machine, tangibly embodying a program of instructions executable by the machine for performing operations, the operations comprising automatically segmenting regions of a focal stack of images into segment regions; and based, at least partially, upon selection of one or more of the segment regions, generating a refocused image comprising different ones of the segment regions from at least two of the images of the focal stack.

[0043] Features as described herein may use focus as a cue, and apply an image matting technique for region segmentation to generate refocus images. The matting based region segmentation can give an alpha map of the region in which percentage of the foreground/background is calculated. Also, features may be used to generate an artificial Bokeh, where the focus region and other regions are filtered differently. This approach may be fully automatic. Different refocused images may be generated without any user input. Another example of filtering focus regions and other regions differently is to apply a motion blur filter on out-of-focus region(s) such that a background motion effect can be artificially generated. Yet another example of filtering focus regions and other regions differently is to remove the color of out-of-focus region(s) such that emphasis of
colorful focus region with a grey-scale background effect can be artificially generated. There are various other applications for applying filters differently on different regions. At the final stage, a user can select one of the refocused images by touching a region of the image on the touch screen. However, it is not required for the process. If there is no user input, all refocused/Bokeh images may still be generated and saved.

[0044] The refocus system may use a depth map as cue for region segmentation and refocus image generation. The refocus system may be used with static scenes for example. The refocus system may use a global image transform model as a registration for image alignment. The refocus system may use gradient for depth estimation. The refocus system may be based on a focal stack image set. Depth may be estimated using gradient. Image segmentation may be done by clustering the pixels within the same focal layer.

[0045] The focal stack system may use focal stack images to get artificial defocused/refocused images. The focal stack system may capture images using single lens with different lens position. The system requires no illumination pattern on a scene. Generation of the depth map may be derived using single view images from (de) focus. The system may an all-in-focus image if desired. The refocus may be calculated from a focal stack, in which the frames are regular, non-active images. No special setting, or encoded images, or active illumination to project specific patterns (dots) in the scene is needed. The depth estimate may be from the (de) focus image pixels.
[0046] An example apparatus may comprise an apparatus including means for segmenting at least one region of a focal stack of images into at least one segment region; and means for generating a refocused image based, at least partially, upon selection of one or more of the at least one segment region, where the refocused image comprises:

- different ones of the at least one segment region from at least two of the images of the focal stack, and/or

- the at least one segment region having been processed differently than at least one other one of the regions.

[0047] The means for generating may be configured to generate the refocused image which includes the segment regions from one or more of the different focal plane images, where pixels within some of the regions are processed through digital image processing.

[0048] An example apparatus may comprise at least one processor; and at least one memory including computer program code, where the at least one memory and the computer program code are configured to, with the at least one processor, to:

- segment regions of a focal stack of images into segment regions; and

- based, at least partially, upon selection of one or more of the segment regions, generate a refocused image comprising different ones of the segment regions from at least two of the images of the focal
stack.

[0049] An example apparatus may comprise at least one processor; and at least one memory including computer program code, where the at least one memory and the computer program code are configured, with the at least one processor, to form a segment region for one or more of the images; and generate a new image based, at least partially, upon selection of the segment region(s), where the new image comprises the segment region(s) having been processed differently than at least one other one of the segment regions.

[0050] An example apparatus may comprise at least one processor; and at least one memory including computer program code, where the at least one memory and the computer program code are configured, with the at least one processor, to form segment regions for one or more of the images; digitally image process at least two of the segment regions differently; and generate a new image based, at least partially, upon selection of the at least two segment regions.

[0051] It should be understood that the foregoing description is only illustrative. Various alternatives and modifications can be devised by those skilled in the art. For example, features recited in the various dependent claims could be combined with each other in any suitable combination(s). In addition, features from different embodiments described above could be selectively combined into a new embodiment. Accordingly, the description is intended to embrace all such alternatives, modifications and variances which fall within the scope of the appended claims.
What is claimed is:

1. An apparatus comprising:

   means for segmenting at least one region of a focal stack of images into at least one segment region; and

   means for generating a refocused image based, at least partially, upon selection of one or more of the at least one segment region, where the refocused image comprises:

   different ones of the at least one segment region from at least two of the images of the focal stack, and/or

   the at least one segment region having been processed differently than at least one other one of the regions.

2. An apparatus as in claim 1 where the means for generating is configured to generate the refocused image which includes the segment regions from one or more of the different focal plane images, where pixels within some of the regions are processed through digital image processing.

3. An apparatus as in claim 1 where the means for segmenting at least one of the region is configured to automatically segment the regions based upon different focus planes of the regions in each respective one of the images of the focal stack of images.
4. An apparatus as in claim 1 where the means for segmenting the at least one region is configured to provide image registration of images in the focal stack to estimate a transform between the images.

5. An apparatus as in claim 1 where the apparatus is configured to, for pixels of the focal stack of images, estimate a blur between the pixel and a corresponding pixel in another one of the images of the stack, where a blur map for each focal stack image is formed.

6. An apparatus as in claim 1 where the apparatus is configured to compare blur maps to each other, where the blur maps are thresholded to generate a relative depth map.

7. An apparatus as in claim 1 where the apparatus is configured to provide a matting process to produce in a matting map, where each pixel value of the matting map shows a percentage of a foreground and a background.

8. An apparatus comprising:

   at least one processor; and

   at least one memory including computer program code, where the at least one memory and the computer program code are configured to, with the at least one processor, to:

   form segment regions for at least some of the images; and

   fuse the focal stack of images into a refocused image, where the refocused image comprises
different ones of the segment regions from at least two of the images of the focal stack.

9. An apparatus as in claim 8 further comprising a segment region selector configured to allow a user to select the one or more of the segment regions for use in the refocused image.

10. An apparatus as in claim 9 where the segment region selector comprises a touch screen of the apparatus.

11. An apparatus as in claim 8 where the apparatus is configured to segment the regions based upon different focus planes of the regions in respective ones of the images of the focal stack of images.

12. An apparatus as in claim 8 where the apparatus is configured to provide image registration of the images of the focal stack to estimate a transform between the images.

13. An apparatus as in claim 12 where the apparatus is configured to apply the estimated transforms to the images to align the images together.

14. An apparatus as in claim 8 where the apparatus is configured to, for pixels of at least one of the focal stack of images, estimate a blur between the pixel and a corresponding pixel in another one of the images of the stack, where a blur map for the focal stack of images is formed.

15. An apparatus as in claim 14 where the apparatus is configured to compare blur maps to each other, where the
blur maps are thresholded to generate a relative depth map.

16. An apparatus as in claim 15 where the apparatus is configured to classify pixels with similar blur levels as a same depth level, where at least one of the images has a set of in-focus ones of the pixels comprising the sharpest pixel among the focal stack.

17. An apparatus as in claim 16 where the apparatus is configured to apply an image matting technique on the focal stack of images with the corresponding in-focus pixels.

18. An apparatus as in claim 17 where the apparatus is configured to, for each image, use the in-focus pixels as foreground indication, and the in-focus pixels in all other ones of the focal stack images as background indication.

19. An apparatus as in claim 8 where the apparatus is configured to provide a matting process to produce in a matting map, where each pixel value of the matting map shows a percentage of a foreground and a background.

20. An apparatus as in claim 19 where the apparatus is configured to compare the matting maps and threshold to extract foreground and background regions.

21. An apparatus as in claim 20 where the apparatus is configured to merge the foreground regions into one image and indicate borders of the regions.

22. An apparatus as in claim 8 where the focal stack fuser is configured to generate the refocused image
based, at least partially, upon a user selection of one or more segment regions.

23. A method comprising:

- segmenting regions of images of a focal stack into segment regions; and

- based, at least partially, upon selection of one or more of the segment regions, generating a refocused image comprising different ones of the segment regions from at least two of the images of the focal stack.

24. A method as in claim 23 where the selection of the one or more segment regions comprises a selection by a user at a user interface.

25. A method as in claim 23 where automatically segmenting regions of the images comprises segmenting the regions based, at least partially, upon different focus planes of the regions.

26. A method as in claim 23 comprising providing image registration of images in the focal stack to estimate a transform between the images.

27. A method as in claim 26 further comprising applying the estimated transforms to the images to align the images together.

28. A method as in claim 23 further comprising, for pixels of each focal stack image, estimating a blur between the pixel and a corresponding pixel in another one of the images of the stack, where a blur map for each focal stack image is formed.
29. A method as in claim 28 further comprising comparing blur maps to each other, where the blur maps are thresholded to generate a relative depth map.

30. A method as in claim 28 further comprising classifying pixels with similar blur levels as a same depth level, where each of the images have a set of in-focus ones of the pixels comprising the sharpest pixel among the focal stack.

31. A method as in claim 30 further comprising applying an image matting technique on the focal stack of images with the corresponding in-focus pixels.

32. A method as in claim 31 further comprising, for each image, using the in-focus pixels as foreground indication, and the in-focus pixels in all other ones of the focal stack images as background indication.

33. A method as in claim 23 further comprising providing a matting process to produce in a matting map, where pixel values of the matting map shows a percentage of a foreground and a background.

34. A method as in claim 33 further comprising comparing the matting maps and threshold to extract foreground and background regions.

35. A method as in claim 34 further comprising merging the foreground regions into one image and indicate borders of the regions.

36. A method as in claim 23 where generating fuses the focal stack images into the refocused image.
37. A non-transitory program storage device readable by a machine, tangibly embodying a program of instructions executable by the machine for performing operations, the operations comprising:

   segmenting regions of a focal stack of images into segment regions; and

based, at least partially, upon selection of one or more of the segment regions, generating a refocused image comprising different ones of the segment regions from at least two of the images of the focal stack.

38. An apparatus comprising:

   at least one processor; and

   at least one memory including computer program code, where the at least one memory and the computer program code are configured to, with the at least one processor, to:

   segmenting regions of a focal stack of images into segment regions; and

based, at least partially, upon selection of one or more of the segment regions, generate a refocused image comprising different ones of the segment regions from at least two of the images of the focal stack,

39. An apparatus comprising:

   at least one processor; and
at least one memory including computer program code, where the at least one memory and the computer program code are configured, with the at least one processor, to:

form segment regions for one or more of the images;

digitally image process at least two of the segment regions differently; and

generate a new image based, at least partially, upon selection of the at least two segment regions.
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