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METHOD AND SYSTEMS FOR COPYING DATA COMPONENTS
BETWEEN NODES OF A NETWORK

F'ield of the Invention

The present i1nvention generally relates to a method and systems for
copying data between nodes of a wireless sensor network. Specifically,
the present invention, relates to the copying of data components between

the nodes when a potential failure 1s detected.

Background of the Invention

In traditional computer-based storage systems, data 1s typically
stored 1n sophisticated systems with layers of protections, backups
systems, and encryption algorithms. However, today, there exist numerous
environmental-based public safety hazards, such as brush fires,
bio-chemical accidents or attacks, etc. Obtaining real-time and accurate
information about such a hazard can be critical to containing the hazard
and minimizing damage. In existing storage systems, data can still be
lost as a conseqgquence of technical failures, viruses, oOr unpredictable
disasters. A current focus 1s to build a static structure that contains
the data and its backup. Unfortunately, this does not help i1n a globally
distributed networked environment. Moreover, conventional disaster
recovery systems fail to protect the data from outside attacks (e.q.

hackers) and natural disasters.

The above-incorporated patent application takes a step towards
avoliding data loss by providing a wireless sensor network in which a
plurality of nodes/nodes are interconnected (e.g., on a peer to peer
basis). To store a data set within the wireless sensor network, the data
set 1s broken up into data components, which are then stored among the
nodes of the network. Storage of the data components typically occurs by
following a routing path through the network according to a routing table
or the like. As the path i1s followed, the data components are stored
among the nodes. Further, each node i1n the network i1s provided with a
sensor for sensing environmental factors that could impact the capability
of a node to transmit or store the data components. Other examples of

sensor based detection systems are described in US Patent No. 6,169,476

Bl, and US Patent No 6,293,861 Bl, both of which are incorporated by

reference.
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Unfortunately, no existing system provides a way to handle a
potential failure of a node after a data component has been stored
therein. Specifically, no existing system provides a way to

replicate/copy a data component from a potentially failing node to another

node in the network. 1In view of the foregoing, there exists a need for a
method and systems for copying data components among nodes 1n a wireless
sensor network. Specifically, a need exists for a system that can
effectively copy a data component from a potentially failing node to a

neighboring node that 1s capable of receiving the data component.

Summary of the Invention

In general, the present invention provides a method and systems for
copyving data between nodes of a wireless sensor network. Specifically,

under the present invention, a wireless sensor network comprising a

plurality of peer to peer nodes 1s provided. Each node in the network
includes, among other things, a sensor for detecting environmental
factors. When a potential failure 1is detected within a node, the node
will guery i1ts neighboring nodes to determine whether they have the

capability to store any data component (s) currently stored within the

potentially failing node. Based on the querying, the data component (s) 1n
the potentially failing node are copied to one or more of the neighboring
nodes. Thereafter, details of the copying can be broadcast to other nodes
in the network, and any routing tables that i1identify the locations of data

components stored throughout the wireless sensor network can be updated.

A first aspect of the present invention provides method for copying
data components between nodes 1n a sensor network of peer to peer nodes,
comprising: sensing a potential failure within one of the nodes; gquering
neighboring nodes of the one node to determine a capability of the
neighboring nodes to store a data component currently stored within the
one node; copyving the data component to at least one of the neighboring
nodes based on the guerving; and broadcasting details of the copying from
the at least one neighboring node to nodes that are adjacent to the at

least one neighboring node.

A second aspect of the present invention provides a wireless sensor
network, comprising: a plurality of nodes, each node including a sensor,
query system for gqueryving neighboring nodes, and a communication system
for copying data components to the neighboring nodes based on the
queryving; a global routing table i1dentifying locations of data components

as stored among the nodes; and an update system for updating the global
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routing table when data components are copied to the neighboring nodes.

A third aspect of the present invention provides a node for use 1n a
sensor network, comprising: a sensor for detecting a potential failure
within the node; a gquery system for gquerying neighboring nodes when the
sensor detects the potential failure; a communication system for copying a
data component currently stored within the node to at least one of the
neighboring nodes based on the guerving; and an update system for updating

a routing table when the data component 1s copied.

A fourth aspect of the present invention provides a program product
stored on a recordable medium for copyving data components between nodes 1in
a sensor network of peer to peer nodes, comprising: program code for
querying neighboring nodes when a sensor within a particular node detects
a potential failure; program code for copying a data component currently
stored within the particular node to at least one of the neighboring nodes
based on the guervying; and program code for updating a routing table when

the data component 1s copied.

A fifth aspect of the present invention provides a system for
deploying an application for copyling data components between nodes 1n a
wireless sensor network of peer to peer nodes, comprising: a computer
infrastructure being operable to: gquery neighboring nodes when a sensor
within a particular node detects a potential failure; copy a data
component currently stored within the particular node to at least one of
the neighboring nodes based on the gquervying; and update a routing table

when the data component is copied.

A sixth aspect of the present invention provides computer software
embodied 1n a propagated signal for copying data components between nodes
in a wireless network of peer to peer nodes, the computer software
comprising instructions to cause a computer system to perform the
following functions: gquery neighboring nodes when a sensor within a
particular node detects a potential failure; copy a data component
currently stored within the particular node to at least one of the
neighboring nodes based on the qguervyving; and update a routing table when

the data component i1is copied.

Therefore, the present invention provides a method and systems for

copying data between nodes of a wireless sensor network.



CA 02577200 2007-02-15
WO 2006/032678 PCT/EP2005/054727

Brief Description of the Drawings

These and other features of this invention will be more readily
understood from the following detailed description of the various aspects
of the invention taken in conjunction with the accompanying drawings 1in

which:

Fig. 1 depicts an illustrative wireless sensor network in accordance

with the present invention.

Fig. 2 depicts a plurality of nodes 1n accordance with the present

invention.

Fig. 3 depicts a data set being broken up into data components.

Fig. 4 depicts the wireless sensor network of Fig. 1 after data

components have been stored throughout the nodes.

Fig. 5 depicts the wireless sensor network of Fig. 4 after a node

has detected a potential failure.

Fig. 6 depicts the wireless sensor network of Fig. 5 after the
potentially failing node gueries 1ts neighboring nodes according to one

embodiment of the present invention.

Fig. 7 depicts the wireless sensor network of Fig. 5 after the
potentially failing node gueries its neighboring nodes according to

another embodiment of the present invention.

Fig. 8 depicts the wireless sensor network of Fig. 5 after data
components from the potentially failing node have been transferred to
neighboring nodes based on the gueryving according to one embodiment of the

present invention.

Fig. 9 depicts the wireless sensor network of Fig. 5 after data
components from the potentially failing node have been transferred to
neighboring nodes based on the gueryving according to another embodiment of

the present invention.

Fig. 10 depicts a more detailed diagram of a potentially failing
node querying 1ts neighboring nodes according to one embodiment of the

present invention.
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Fig. 11 depicts a more detailed diagram of a potentially failing
node transferring its data components to a single neighboring node

according to one aspect of the present invention.

Fig. 12 depicts a more detailed diagram of a potentially failing

node transferring i1its data components to multiple other nodes according to

another aspect of the present invention.

The drawings are not necessarily to scale. The drawilings are merely
schematic representations, not intended to portray specific parameters of
the invention. The drawings are intended to depict only typical
embodiments of the i1nvention, and therefore should not be considered as
limiting the scope of the invention. 1In the drawings, like numbering

represents like elements.

Best Mode For Carrving Out The Invention

As 1ndicated above, the present i1nvention provides a method and
systems for copying data between nodes of a network. Specifically, under

the present invention, a network comprising a plurality of peer to peer

nodes 1s provided. Each node in the network includes, among other things,
a sensor for detecting environmental factors. When a potential failure 1is
detected within a node, the node will guery 1ts neighboring nodes to

determine whether they have the capability to store any data component (s)

currently stored within the potentially failing node. Based on the

querying, the data component(s) in the potentially failing node are copied

to one or more of the neighboring nodes. Thereafter, details of the
copyving can be broadcast to other nodes i1n the network, and any routing
tables that i1dentify the locations of data components stored throughout

the wireless sensor network can be updated.

Referring now to the drawings, Fig. 1 depicts an illustrative
wireless sensor network 10 according to the present invention that
includes a node network 12, one or more transport routers 16, 18, 20, and
one or more monitoring stations 22. Node network 12 comprises: (1) a
plurality of nodes 13 for sensing environmental changes, and for
communicating and storing data components, and (2) a virtual network 14
that provides a communication infrastructure for routing data amongst the
plurality of nodes 13 through a mesh or ad hoc network. As described in
further detail below, each node 1s a self-contained unit that 1s capable
of communicating wirelessly to neighboring nodes. Moreover, virtual

network 14 includes a global routing table 15 that can be periodically
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updated with update system 17, or by individual nodes 13 (as will be

further described below).

Transport routers 16, 18, 20 may comprise any type of router capable

of relaying data between node network 12 and monitoring station 22.

rxamples include high power cell towers, radio transmitters, microwave

transmitters, etc. Monitoring station 22 may comprise any type of
facility where sensed data from the node network 22 can be analyzed,

stored, displayed, etc.

Node network 12 may be implemented in an ad hoc or mesh network that
comprises either a full mesh or partial mesh topology. In a full mesh
topology, each node i1s 1n communication with each other. In a partial mesh
topology, each node 1s not necessarily i1n communication with the other
nodes. While the invention 1s described as being implemented 1in a
wireless environment, 1t 1s recognized that some or all of the

communications could be i1mplemented using a wired technology.

Referring now to Figure 2, a plurality of nodes 24, 40, 42, 44 are
depicted, with node 24 being shown 1in detail. In this i1llustrative
example, node 24 includes a microcontroller 26; a sensor layer 28 for
sensing environmental changes 1n, e.g., vibration, wind, chemicals and
temperature; a network transport and logic layer 30 having a passive layer

37 and an active layer 39; and a energy supply, 1n this case solar cell
33.

The functions of microcontroller 26 may include: controlling the
overall tasks to be performed by node 24 (e.g., scheduling sensor readings
and communications), controlling power to the various components,
processing sensed data, determining the status of the node 24, maintalning
and updating the global routing table 15 (Fig. 1), etc. Sensor layer 28
may comprise any type of sensor or sensors that measure some environmental
stimuli, including physical, chemical, or biological changes. Sensor
layer 28 may collect, process and store sensed data. Network transport
layer 30 may comprise any type of wireless communication system that
allows node 24 to communicate with neighboring nodes 40, 42, 44, and/or

transport routers 46.

As noted, each node includes a passive layver 37 and an active lavyer
39. The passive layer 37 1s used for passing or “hopping” data from one
node to another. Active layer 39 1s utilized for communicating data

gathered or generated by the node i1itself. Thus, 1n this i1llustrative
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embodiment, data originating from node 24 could potentially be passed
directly to a transport router 46, be hopped through node 44 to a
transport router 46, or be hopped through nodes 40, 42 and 44, before
being passed to a transport router 46. In the event that node 42 became
unavalilable, the data could for example be re-routed from node 40 to node

44 (via the dashed line).

As described i1in the above cross-referenced patent application, each
node includes a join and gather system 31 for allowing the node to be
“Joined” into the network by a neighbor, and allowing the node to gather
1ts neighbors into the network. Functional capabilities of the
neighboring nodes, including communication routing information, as well as
the data components that are stored in neighboring nodes are maintained 1in
a local routing table 38. For example, local routing table 38 within node
24 could identify the data components that are stored within neighboring
nodes 40, 42 and 44. As will be further described below, guery system 32

allows a node 24 to gquery neighboring nodes 40, 42 and 44 when sensor

layer 28 detects a potential failure within the node 24. Based on the
querying, communication system 34 can then copy/replicate any data
components stored within node 24 to one or more of the neighboring nodes
40, 42 and 44 (e.g., vlia passive layer 37 or active layer 39).
Thereafter, the communication systems 34 within the node(s) 40, 42 and 44
receiving the data components will broadcast details of the copying to
their neighboring nodes (not shown). Still yet, after the copying, the
update system 36 within the pertinent nodes will update local routing
tables 38 and global routing table 15 (Fig. 1) as necessary (e.g., to

reflect the new location of the copied data components).

It should be understood that nodes under the present invention can
include other computerized components not shown such as a processing unit,
memory, a bus, input/output (I/0) interfaces, external devices/resources
and a storage unit. The processing unit may comprise a single processing
unit, or be distributed across one or more processing units in one oOr more
locations, e.g., on a client and server. Memory may comprise any known
type of data storage and/or transmission media, including magnetic media,
optical media, random access memory (RAM), read-only memory (ROM), a data
cache, a data object, etc. Moreover, similar to the processing unit,
memory may reside at a single physical location, comprising one Or more
types of data storage, or be distributed across a plurality of physical

systems 1n various forms.
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The I/0 interfaces may comprise any system for exchanging
information to/from an external source. The external devices/resources

may comprise any known type of external device, including speakers, a CRT,

LED screen, hand-held device, kevyboard, mouse, voice recognition system,
speech output system, printer, monitor/display, facsimile, pager, etc.
The bus would provide a communication link between each of the components
in the nodes and likewise may comprise any known type of transmission

link, including electrical, optical, wireless, etc.

If utilized, the storage unit can be any system (e.g., a database)
capable of providing storage for data components. As such, the storage
unit could include one or more storage devices, such as a magnetic disk
drive or an optical disk drive. 1In another embodiment, the storage unit
includes data distributed across, for example, a local area network (LAN),

wide area network (WAN) or a storage area network (SAN) (not shown).

Referring again to Figure 1, to ensure that nodes 13 within node
network 12 are able to relay the information gathered from their wvarious
attached sensors, they must rely heavily on communication paths through
neighboring nodes. These paths are determined based on global routing
table 15 that 1s periodically updated by update system 17 (or by the
update system 36 of individual nodes). In one embodiment, the global
routing table 15 i1s embodied in the local routing tables 38 stored with

cach of the nodes 13. As described i1in detail in the above

cross—-referenced patent application, the local routing tables 38 can be

created using a “pre-active heartbeat” algorithm that ranks possible

routing paths for each node to relay data back to the main monitoring

station.

As also noted, a “pre-active heartbeat” algorithm can be utilized to

update the local routing table 38 for each node in the node network 12.
To accomplish this, the algorithm causes nodes to gather their neighboring
nodes 1nto the network 12, then have the neighboring nodes gather their

neighboring nodes, etc., until all the nodes have been gathered. The

process begins at an Endpoint and expands outwardly across the node

network 12. Later, when sensor data 1s collected from the nodes 13, the

collected data i1s sent back to the Endpoints. An Endpoint may simply

comprise a special type of node that 1s for example capable of

communicating to a transport router. FEach node 1s capable of
communicating with one or more neighbors. It should be noted that while
this process 1s described with reference to enabling a node network 12,

the methodology could be applied to enabling any type of network utilizing
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any type of communication device, e.g., cell phones, wireless routers,

PDA’'s, etc.

When a node 1s first powered up, 1ts communication 1s limited to a
JOIN broadcast message, which essentially says, “I'd like to join a
network.” Thus, when a node network i1s first turned on, each node can

only broadcast a JOIN, and will not receive a response until an endpoint

gets involved. Endpoints are initialized with the capability of

responding to JOIN broadcasts. Namely, an Endpoint will answer all JOIN

broadcasts that i1t can detect with a GATHER response. Thus, an Endpoilnt

recognizes JOIN broadcasts from neighboring nodes, and responds with a

GATHER. As soon as a node recognizes a GATHER, the node becomes a member

of the network and stops broadcasting the JOIN. Thus, 1i1nitially, the node

network 1s comprised of the Endpoint and the Endpoint’s neighboring nodes.
Neighboring nodes may for example be defined as a set of nodes that can

communicate with each other.

As soon as a node establishes i1tself 1n a network, the node switches

to a GATHER broadcast to gather i1its own neighbors. Thus, the cycle
repeats i1tself, with each node broadcasting a JOIN getting picked up as a
neighbor of another nearby gathering node (or endpoint). Agaln, whenever

a node becomes a neighbor within the network, i1t switches from JOIN to

GATHER. Very quickly, all nodes will become another node’s neighbor. As
soon as a node becomes a neighbor, it can collect data and send 1t to a

neighbor. The neighbor will pass the data to its neighbor, etc., until

the data makes 1ts way back to the Endpoint. Network redundancy 1s
established by allowing each node to have many neighbors within the

network in a manner described below.

After a short period, the entire mesh network 1s established. At

some polint, when a node is no longer receiving JOIN reqgquests, a node can

determine that the network i1s formed. Fach node will still send out

GATHERs, but at a much lower frequency, since the only new nodes that

would jolin are nodes that for example replace broken nodes.

In any event, when node network 12 has been established, i1t can be
used to effectively store data components i1n a safe and redundant manner.
Specifically, referring now to Fig. 3, a data set/structure 50 is shown.
Under the present invention, data set 50 1s segmented or broken up into
distinct data components 52. Thereafter, data components 52 are stored
within nodes 13 of the node network 12 described above. Specifically,

referring to Fig. 4, node network (hereinafter network 12) of the present
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invention 1s shown in greater detail. As depicted, network 12 includes
peer to peer nodes A-Y. Data components 52 (Fig. 3) will be stored among

nodes A-Y using any known algorithm. For example, the above

cross-referenced patent application describes various communication paths
that can be followed through network 12 so that data components 52 can be
stored within nodes A-Y. One of these possible routes i1s shown in Fig. 4.
To this extent, assume that data components 52 have been stored among
nodes A-Y. Reference to this description 1s a grid type infrastructure

such that several (i1f not every) node A-Y has a piece of the “puzzle.”

Currently, there i1is no functionality to take in to consideration if
one of these nodes A-Y has failed or i1is about to fail, thus causing the
final data/application puzzle to be incomplete and irrelevant to the end
destination. The present invention addresses this shortcoming by
providing the capability to copy/replicate data components from a
potentially failing node to one or more other nodes before failure

actually occurs (e.g., during the lag time) so that data will not be lost.

For example, referring to Fig. 5, network 12 is depicted such that
node A has detected a potential failure therein. A potential failure
within a node 1s typically detected via the node’s internal sensors (e.g.,
sensor layer 28 of Fig. 2). Such a failure can be due to any cause such
as environmental factors, and 1s not intended to be a limiting part of the
present invention. When a potential failure 1s detected, the node
detecting the failure (e.g., node A) will utilize 1ts 1nternal query
system 32 (Fig. 2) to guery its neighboring (e.g., adjacent) nodes to

determine their capability to store the data component(s) currently stored

in node A. In this case, node A will guery nodes F and B. In a typical

embodiment, the capability of neighboring nodes F and B 1s determined
based on factors such as their available resources, theilir memory capacity,
their overall status, etc. It should be understood that in a typical
embodiment, the neighboring nodes comprise the horizontal and vertical
neighbors. However, 1t should be understood that neighboring nodes could

also mean diagonal neighbors.

Referring now to Fig. 6, one set of illustrative results 1s

depicted. As shown, node F has availlable resources of 65%, an available

memory capacity of 75% and an overall status of “Good,” while node B has
available resources of 85%, an available memory capacity of 75% and an
overall status of “Good.” Assuming that node A's data component (s)

requlires a large amount of resources, then based on the query results from

i1ts two neighboring nodes, node B appears be the best fit for receiving
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the data component(s). 1In such a case, communication system 34 (Fig. 2)

within node A will copy/replicate the data component(s) to node B. It

should be understood that all of the data component(s) on node A need not

be copied to a single receiving node. For example, the data component (s)

on node A could be segmented/split between nodes B and F.

In a situation where neither node B nor node F can fulfill node A's

requirements, nodes B and F can qguery their neighboring (adjacent) nodes.

In this case, node B will gquery nodes C and G, while node F will qguery

nodes K and G. This query process can occur for any number of

cycles/level, meaning if the neighbors of Nodes B and F neighbors cannot
fulfill the reguirements, then those neighbors can gquery their neighbors.
For example, node C can qgquery nodes D and H. As indicated, this can occur

for N levels, or a specified limit (e.g., 3) can be established.

Referring now to Fig. 7, a second set of guery results 1s shown

whereby neither node F nor node B individually possess the capability to
receive the data component (s) from node A. As depicted, node F has

available resources of 40%, an avallable memory capacity of 25% and an

overall status of “Fair,” whole node B has available resources of 35%, an

avallable memory capacity of 40% and an overall status of “Fair.” As

indicated above, 1n such a case, nodes B and F can query their respective

neighboring nodes (e.g., nodes K, G and C) to determine their capability

to store the data component(s) of node A. Based on the results, node A
will decide how to divide its data component(s) proportional to the
capability of the gueried nodes. As shown, in Fig. 8, node A has

segmented 1ts data component(s) i1nto three parts such that two parts are

coplied to node F, while one part 1s copied to node B. However, as

indicated above, the division of the data component (s) can also be spread

among node B and F's neighbors. Referring to Fig. 9, the scenario 1is

depicted whereby the data component (s) are split between node A’s

neighbors as well as node B and F’s neighbors. Specifically, the data
component (s} of node A have been segmented i1nto six parts with two parts

being copied to node F, two parts being copied to node G, one part being

copied to node B and one part being copied to node C.

It should be understood that any methodology can be utilized in

determining 1f and how data component(s) should be segmented for copying

between multiple nodes. For example, the gquery system within node A can
first compute the needed capability to store its data component(s). Then
the gquery system can receive the qgquery results. If a single node does not

have the capability to store all data component(s) of node A, the
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communication system can segment/copy the data component (s) proportionally

among multiple nodes according to their capabilities. For example, 1if

node B has the capability to store 1/3 of the data component(s), then node
A could copy up to 1/3 of its data component(s) thereto.

In any event, once the data component(s) have been copied, details
of the copying will be broadcast to the neighbors of the nodes that
received the data component(s) as well as to any other neighbors of the

potentially failing node that did not received any data component(s). For

example, 1f node B received all of the data component(s) from node A, node

A will broadcast this fact to node F. Similarly, node B will broadcast

this fact to nodes G and C. Alternatively, 1f the data component (s) were

split between nodes F and B, node B will broadcast the details (e.g., the
data component (s) 1t had received) to nodes C and G, while node F will
broadcast the details (e.g., the data component(s) 1t had received) to
nodes K and G. In general, broadcasting i1s accomplished wvia the
communication systems (i1.e., communication system 34 of Fig. 2) within the

nodes (e.g., using Session Initiation Protocol).

After the broadcasting i1s complete, the update systems within the
nodes (e.g., update system 36 of Fig. 2) can be used to update their
respective local routing tables. As indicated above, a node’s local
routing table typically i1identifies the data component (s) currently stored
by that node as well as the data components stored by its neighbors. For
example, the local routing table within node A will identify the data

component (s) stored within node A as well as those stored within nodes F

and B. To this extent, the local routing tables can be thought of as
identifying the locations of data component(s) as stored within a subset
or local neighborhood of nodes. Conversely, the global routing table 15
(Fig. 1) i1dentifies the locations of all data components stored throughout
the entire network 12. In a typical embodiment, the node that 1is
potentially failing (e.g., node A) can be responsible for updating the

global routing table 15 via 1ts internal update system.

Referring now to Fig. 10, a more detailed architectural diagram

depicting the scenario where node A 1s potentially failing and

alerting/querying its neighbors is shown. As depicted, node A will

initially gquery its neighbors Nodes F and B to determine their

capabilities. Fig. 11 shows the scenario all of node A’s data

component (s) were copied to node B (i1.e., based on the gquerying, node B

was found to have the needed capability). As indicated above, in such a

case, node A would broadcast this fact to node F, while node B would
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broadcast to nodes G and C. Thereafter, each of the local routing tables

within nodes F, G, C and B would be updated, and node A could be shut-down
for necessary repairs. Fig. 12 depicts the scenario where the data

component (s) from node A were segmented into four parts and copied to

nodes B, F and G. Specifically, as depicted, node B received one part of
the data, node F received two parts of the data, while node G received one
part of the data. Just as before, each of these nodes would then
broadcast details of the copyving (e.g., 1dentify the data components they
had received) to their respective neighbors, and all involved routing

tables (global or local) would be updated accordingly.

It should be appreciated that the teachings of the present invention
could be offered as a business method on a subscription or fee basis. For
example, network 12 or nodes 13 could be created, maintained, supported
and/or deploved by a service provider that offers the functions described

herein for customers.

It should also be understood that the present invention can be
realized 1n hardware, software, a propagated signal, or any combination
thereof. Any kind of computer/server system(s) - or other apparatus
adapted for carrying out the methods described herein - 1s suited. A
typical combination of hardware and software could be a general purpose
computer system with a computer program that, when loaded and executed,
carries out the respective methods described herein. Alternatively, a
specific use computer, contalining specialized hardware for carrying out
one or more of the functional tasks of the invention, could be utilized.
The present invention can also be embedded in a computer program product
or a propagated signal, which comprises all the respective features
enabling the i1mplementation of the methods described herein, and which -
when loaded 1n a computer system - 1s able to carry out these methods.
Computer program, propagated signal, software program, program, Or
software, i1n the present context mean any expression, 1n any language,
code or notation, of a set of instructions intended to cause a system
having an information processing capability to perform a particular
function either directly or after either or both of the following: (a)
conversion to another language, code or notation; and/or (b) reproduction

in a different material form.

The foregoing description of the preferred embodiments of this
invention has been presented for purposes of i1llustration and description.
It 1s not intended to be exhaustive or to limit the invention to the

precise form disclosed, and obviously, many modifications and variations
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are possible. Such modifications and variations that may be apparent to a
person skilled in the art are intended to be included within the scope of

this i1nvention as defined by the accompanying claims.
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CLAIMS
1. A method for copying data components between nodes in a sensor network of peer to

peer nodes, comprising steps of:

sensing a potential failure within one of the nodes, wherein the sensing i1s performed by
an internal sensor of the one node, wherein the internal sensor senses environmental factors;

querying, based on an indication of the potential failure, neighboring nodes of the one
node to determine a capability of the neighboring nodes to store a data component currently
stored within the one node;

copying the data component to at least one of the neighboring nodes based on the
querying, the data component being that portion of a data set of the sensor network that is stored
in the one node; and

broadcasting details of the copying from the at least one neighboring node to nodes that

are adjacent to the at least one neighboring node.

2. The method of claim 1, further comprising updating a routing table based on the copying.
3. The method of claim 1, wherein the sensor network is a wireless sensor network.
4. The method of claim 1, wherein the querying step comprises querying the neighboring

nodes to determine available resources, a memory capacity and an overall status of the

neighboring nodes.

5. The method of claim 1, wherein the copying step comprises copying the data component

to one of the neighboring nodes based on the querying.

6. The method of claim 1, wherein the copying step comprises copying distinct parts of the

data component to different neighboring nodes based on the querying.
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7. The method of claim 1, wherein the data component i1s not copied to the at least one
neighboring node if the querying determines that all of the neighboring nodes lack the capability,
and wherein the method further comprises:

querying nodes adjacent to the neighboring nodes if the neighboring nodes lack the
capability to store the data component; and

copying the data component to at least one of the adjacent nodes based on the querying.

8. The method of claim 1, further comprising:
providing a data set; and

dividing the data set into data components.

9. The method of claim 1, further comprising storing the data components among the nodes

using a global routing table, prior to the sensing step.

10. A wireless sensor network, comprising:

a plurality of nodes, each node including an internal sensor that senses environmental
factors, query system for querying neighboring nodes, based on an indication of a potential
failure, to determine a capability of the neighboring nodes to store data components currently
stored within the one node, and a communication system for copying the data components to the
neighboring nodes based on the querying, the data components being that portion of a data set of
the sensor network that is stored in the one node, wherein the query system queries the
neighboring nodes when the internal sensor of a particular node senses a potential failure within

the particular node;

a global routing table identifying locations of data components as stored among the
nodes; and

an update system for updating the global routing table when data components are copied

to the neighboring nodes.

11.  The wireless sensor network of claim 10, wherein each node further comprises a solar

cell.
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12. The wireless sensor network of claim 10, wherein the query system quernes the
neighboring nodes to determine a capability of the neighboring nodes to store a data component

currently stored within the particular node.

13.  The wireless sensor network of claim 12, wherein the capability of the neighboring nodes
to store the data component is determined based upon available resources, a memory capacity

and an overall status of the neighboring nodes.

14. The wireless sensor network of claim 10, wherein each node turther includes a local

routing map i1dentifying data components stored 1n the neighboring nodes.

15. A node for use in a sensor network, comprising:

an internal sensor that senses environmental factors for detecting a potential failure
within the node;

a query system for querying, based on an indication of a potential failure, neighboring
nodes when the internal sensor detects the potential failure within the node to determine a
capabilify of the neighboring nodes to store a data component currently stofed within the one
node;

a communication system for copying the data component currently stored within the node
to at least one of the neighboring nodes based on the querying, the data component being that
portion of a data set of the sensor network that 1s stored in the one node; and

an update system for updating a routing table when the data component is copied.
16. The node of claim 15, wherein the sensor network is a wireless sensor network.

17. The node of claim 15, wherein the sensor senses environmental data to detect the

potential failure.

18.  The node of claim 15, wherein the query system queries the neighboring nodes to

determine a capability of the neighboring nodes to store the data component.
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19.  The node of claim 18, wherein the capability of the neighboring nodes to store the data
component 1s determined based upon available resources, a memory capacity and an overall

status of the neighboring nodes.

20.  The node of claim 15, wherein the sensor network comprises a plurality of peer to peer

nodes.

21.  The node of claim 15, wherein the fouting table is a global routing table that identifies

locations of data components stored throughout the sensor network.

22.  The node of claim 15, wherein the routing table is a local routing table contained within
the node that 1dentifies locations of data components as stored in the neighboring nodes, and

wherein the update system further updates the local routing table when the data component is

copted.
23.  The node of claim 15, further comprising a solar cell.
24. A program product having computer readable program code stored on a recordable

medium for copying data components between nodes in a sensor network of peer to peer nodes,
wherein the computer readable program code when executed by a computer directs the computer
to:

query neighboring nodes when an internal sensor within a particular node, wherein the
internal sensor senses environmental factors, detects a potential failure within the particular node
to determine a capability of the neighboring nodes to store a data component currently stored

within the one node;

copy a data component currently stored within the particular node to at least one of the
neighboring nodes based on the querying, the data component being that portion of a data set of
the sensor network that is stored in the one node; and

update a routing table when the data component ts copied.
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25.  The program product of claim 24, wherein the sensor network is a wireless sensor

network.

26.  The program product of claim 24, wherein the sensor senses environmental data to detect

the potential failure.

27.  The program product of claim 24, wherein when the program code for querying 1s
executed by the computer to query, the computer is further directed to query the neighboring

nodes to determine a capability of the neighboring nodes to store the data component.

28.  The program product of claim 27, wherein the capability of the neighboring nodes to
store the data component is determined based upon available resources, a memory capacity and

an overall status of the neighboring nodes.

29.  The program product of claim 24, wherein the sensor network comprises a plurality of

peer to peer nodes.

30.  The program product of claim 24, wherein the routing table is a global routing table that

identifies locations of data components stored throughout the sensor network.

31. The program product of claim 24, wherein the routing table is a local routing table
contained within the particular node that identifies locations of data components as stored within
the neighboring nodes, and wherein the program code for updating further updates the local

routing table.

32. A method for deploying an application for copying data components between nodes in a
wireless sensor network of peer to peer nodes, comprising:
providing a computer infrastructure being operable to:

query neighboring nodes when an internal sensor within a particular node, wherein the

internal sensor senses environmental factors, detects a potential failure within the particular node
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to determine a capability of the neighboring nodes to store a data component currently stored

currently stored within the one node;

copy a data component currently stored within the particular node to at least one of the
neighboring nodes based on the querying, the data component being that portion of a data set of
the sensor network that is stored in the one node; and

update a routing table when the data component is copied.
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FIG. 5
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