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1
LOAD BALANCING SCHEME IN MULTIPLE
CHANNEL DRAM SYSTEMS

REFERENCE TO CO-PENDING APPLICATIONS
FOR PATENT

The present Application for Patent is related to the follow-

ing co-pending U.S. Patent Applications:

NON-UNIFORM INTERLEAVING SCHEME IN MUL-
TIPLE CHANNEL DRAM SYSTEM by Feng Wang et
al., having Ser. No. 12/872,458, filed concurrently here-
with, assigned to the assignee hereof, and expressly
incorporated by reference herein.

FIELD OF DISCLOSURE

Disclosed embodiments are related to multiple channel
Dynamic Random Access Memory (DRAM) systems. More
particularly, the embodiments are related to load balancing
schemes in multiple channel DRAM systems.

BACKGROUND

DRAM systems are among the most common and least
expensive memory systems used in computers. They are
smaller in size, compared to Static Random Access Memory
(SRAM) systems, and their small size enables the manufac-
ture of high density DRAM systems. However, conventional
DRAM systems are also slower than SRAM, and must be
periodically refreshed in order to maintain the data stored in
the memory. Hence, one of the significant considerations in
controlling DRAM is the speed at which data can be read
from or written to the memory.

A common technique to increase the access speed to and
from the DRAM is called interleaving. The memory system is
divided into two or more memory channels which can be
accessed in parallel. Data in contiguously addressed memory
locations are distributed among the memory channels such
that contiguously addressed data words may be accessed in
parallel. A request from the computer’s processing unit to
access contiguously addressed data words can be performed
in parallel by a memory controller in such an interleaved
system more rapidly than if these words were stored sequen-
tially in the particular memory channel.

Data can flow across each memory channel independently
and in parallel to other memory channels in interleaved
memory access schemes. Memory systems may also be
designed such that each memory channel is mapped to certain
memory addresses and data can be transmitted to/from a
memory channel based on the memory address mapping.

Depending on the nature of applications requiring access to
the memory system at any given time, the traffic on a particu-
lar memory channel may increase drastically. As a result, that
memory channel may get choked, stalling further access. For
example, if a memory system comprises four memory chan-
nels, data in sequentially addressed data words may be dis-
tributed such that every fourth data word is allocated to a
particular memory channel. If consecutive instructions in a
particular application require sequential accesses to every
fourth data word in the memory, then all the memory requests
are routed to a single memory channel, causing the memory
channel to be choked. Other memory channels may be rela-
tively free in this scenario, but their available bandwidth is not
effectively utilized. Sometimes exceptions or interrupts may
also cause accesses to a particular memory channel to stall.

Load balancing schemes are commonly employed to
remap memory addresses assigned to a particular memory
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channel in order to redistribute and balance the traffic load
among different memory channels. In a common load balanc-
ing scheme, access patterns are statically generated by reor-
dering a sequence of memory transactions, such that sequen-
tial transactions may proceed in parallel through two or more
channels.

However, since the conventional approach is static in
nature, and relies heavily on the access patterns, real time
congestions on memory channels are not effectively handled
by conventional load balancing schemes. For example,
exceptions or interrupts may unpredictably alter the traffic in
achannel. The conventional approach cannot adapt to balanc-
ing the load within a given timeframe. Since the traffic among
the channels is not distributed efficiently, the available band-
width in under-utilized channels in a given time frame goes
unexploited. There is a need for load balancing techniques
which are not encumbered by the limitations in conventional
techniques.

SUMMARY

Exemplary embodiments are directed to systems and
method for load balancing in multiple channel DRAM sys-
tems.

An exemplary embodiment is directed to a method for load
balancing in a multiple DRAM system, the method compris-
ing interleaving memory data across two or more memory
channels, controlling access to the memory channels with
memory controllers, and coupling bus masters to the memory
controllers via an interconnect system. Memory request from
the bus masters are transmitted to the memory controllers.
The method comprises detecting congestion in a first memory
channel, generating congestion signals if congestion is
detected, and transmitting the congestion signals to the bus
masters.

Another exemplary embodiment is directed to a DRAM
system comprising memory data interleaved across two or
more memory channels, memory controllers for controlling
access to the memory channels, bus masters coupled to the
memory controllers via an interconnect system. Memory
requests are transmitted from the bus masters to the memory
controllers. The system comprises logic for detecting conges-
tion in a first memory channel in response to a memory
request, and generating a congestion signal for the first
memory channel.

Yet another exemplary embodiment is directed to a DRAM
system comprising means for interleaving memory data
across two or more channel means, controller means for con-
trolling access to the channels means, and means for coupling
bus masters to the controller means via an interconnect
means. Memory requests are transmitted from the bus mas-
ters to the controller means. The system comprises means for
detecting congestion in a first channel means and generating
a congestion indication if congestion is detected.

A further exemplary embodiment is directed to a method
for load balancing in a multiple DRAM system, the method
comprising step for interleaving memory data across two or
more memory channels, step for controlling access to the
memory channels with memory controllers, and step for cou-
pling bus masters to the memory controllers via an intercon-
nect system. Memory request from the bus masters are trans-
mitted to the memory controllers. The method comprises step
for detecting congestion in a first memory channel, step for
generating congestion signals if congestion is detected, and
step for transmitting the congestion signals to the bus masters.
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BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings are presented to aid in the
description of embodiments of the invention and are provided
solely for illustration of the embodiments and not limitation
thereof.

FIG. 1 illustrates a conventional multiple channel DRAM
system with a plurality of bus masters coupled to a plurality of
slave memory controllers through an interconnect system.

FIG. 2 illustrates congestions signals generated by
memory controllers in response to memory requests from bus
masters in an exemplary embodiment.

FIG. 3 illustrates memory requests from bus masters
remapped in response to the congestion signals in an exem-
plary embodiment.

FIG. 41s a flow chart illustrating the load balancing scheme
according to an exemplary embodiment.

DETAILED DESCRIPTION

Aspects of the invention are disclosed in the following
description and related drawings directed to specific embodi-
ments of the invention. Alternate embodiments may be
devised without departing from the scope of the invention.
Additionally, well-known elements of the invention will not
be described in detail or will be omitted so as not to obscure
the relevant details of the invention.

The word “exemplary” is used herein to mean “serving as
an example, instance, or illustration” Any embodiment
described herein as “exemplary” is not necessarily to be con-
strued as preferred or advantageous over other embodiments.
Likewise, the term “embodiments of the invention” does not
require that all embodiments of the invention include the
discussed feature, advantage or mode of operation.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of embodiments of the invention. As used herein, the
singular forms “a”, “an” and “the” are intended to include the
plural forms as well, unless the context clearly indicates oth-
erwise. It will be further understood that the terms “com-
prises”, “comprising,”, “includes” and/or “including”, when
used herein, specify the presence of stated features, integers,
steps, operations, elements, and/or components, but do not
preclude the presence or addition of one or more other fea-
tures, integers, steps, operations, elements, components, and/
or groups thereof.

Further, many embodiments are described in terms of
sequences of actions to be performed by, for example, ele-
ments of a computing device. It will be recognized that vari-
ous actions described herein can be performed by specific
circuits (e.g., application specific integrated circuits
(ASICs)), by program instructions being executed by one or
more processors, or by a combination of both. Additionally,
these sequence of actions described herein can be considered
to be embodied entirely within any form of computer readable
storage medium having stored therein a corresponding set of
computer instructions that upon execution would cause an
associated processor to perform the functionality described
herein. Thus, the various aspects of the invention may be
embodied in a number of different forms, all of which have
been contemplated to be within the scope of the claimed
subject matter. In addition, for each of the embodiments
described herein, the corresponding form of any such
embodiments may be described herein as, for example, “logic
configured to” perform the described action.

FIG.1 illustrates an exemplary interleaved DRAM system.
DRAM memory 102 may be a Through Silicon Stacking
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(TSS) stacked DDR. Interconnect 104 is a switching network
that selectively interconnects multiple bus masters to multiple
slaves via a dedicated, point-to-point interface. FIG. 1 illus-
trates “n” bus masters P1-Pn, which may comprise computer
systems or peripheral devices requiring access to DRAM
memory 102. FIG. 1 also illustrates “m” memory channels
CH1-CHm. Access to each of the m channels CH1-CHm is
controlled by the “m” memory controllers MC1-MCm.

The memory controllers MC1-MCm are slave devices
which receive requests for memory access from bus masters
P1-Pn, and respond accordingly. The value of m may not be
equal to n. Several bus masters may request a memory access
to a single channel at any given point in time. Further, less
than all memory channels may be fully utilized at any given
point in time. For optimum performance of the memory sys-
tem, it is desirable that the requested bandwidth is efficiently
distributed across all the memory channels.

Queuing mechanisms such as a memory request queue (not
shown) may be employed in memory controllers. If multiple
requests for memory access are made to a particular memory
controller (slave) from either a single bus master or several
bus masters, the memory request queue may get saturated
when a threshold number of outstanding memory requests are
reached. Access to the associated memory channel is stalled
until all the outstanding requests are serviced. Such memory
stalls severely affect the performance of the memory system.
Conventional interleaved memory systems, lack the capacity
to redirect outstanding requests in a saturated channel to an
alternate channel(s) which may have bandwidth available to
service the requests. Exemplary embodiments comprise tech-
niques to query the memory request queue for information
regarding the access history, in order to generate a congestion
signal.

FIG. 2 illustrates “r” memory requests MR1-MRr. The
memory requests MR1-MRr are illustrated using double
sided arrows to incorporate the data traffic associated with
servicing these memory requests. In an illustrative example,
memory requests MR1-MR2 from bus master P1 and
memory requests MR3-MR4 from bus master P2 are made to
memory controller MC1. The data traffic associated with the
four memory requests MR1-MR4 exceeds the maximum
bandwidth of memory channel CH1. Instead of attempting to
service all the requests MR1-MR4, and thus potentially stall-
ing future accesses to memory channel CH1, Memory con-
troller MC1 recognizes this congestion and generates conges-
tion signals CS1 and CS2 to bus masters P1 and P2
respectively.

In the foregoing example, outstanding memory requests
are sampled for a predetermined duration of time and con-
gestion signals are generated when a predetermined threshold
number of outstanding memory requests are reached. In an
alternate embodiment, the memory controller may track a
number of memory requests which are denied access. When a
threshold number of denials are reached, congestion signals
are generated.

The congestion signals may be a single digit binary value
indicating whether the associated memory channel is con-
gested or not. Exemplary embodiments may employ conges-
tion signals that are two or more bits wide, in order to char-
acterize a “degree of congestion”. For example, in a 2-bit
congestion signal, binary encoding 00 may indicate that the
memory channel is minimally congested or freely available
for access. Binary encodings 01 and 10 may represent inter-
mediate congestion levels and 11 may indicate maximum
congestion wherein all future requests will be stalled until the
congestion subsides. Once congestion subsides, the conges-
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tion signals are appropriately de-asserted or set to minimal
congestion values based on information from the memory
request queue.

Assuming a single bit implementation of congestion signal
CS1, wherein 0 indicates no congestion and 1 indicates that
the memory channel is congested, when bus master P1
receives congestion signal CS1 asserted to 1, it may back off
one or both of the memory requests MR1 and MR2 until the
congestion signal CS1 is de-asserted. Alternately one or both
memory requests MR1 and MR2 may be rerouted to an alter-
nate memory channel whose congestion signal is not asserted.

Rerouting a memory request is achieved by remapping the
memory address assigned to a particular memory channel.
Memory Management Units (MMUs) are conventionally
employed in DRAM systems. An exemplary MMU com-
prises a table wherein associations between memory access
request addresses and physical addresses in the memory
channels are maintained. To reroute a memory request from
one channel to another, the address mapping in the table is
altered by the MMU, to map the memory access request
address to a physical address in an alternate memory channel
which is not congested.

Bus master P2 behaves similarly in response to congestion
signal CS2. FIG. 3 illustrates an exemplary embodiment
wherein bus master P1 remaps memory request MR2 to
memory channel CH2 through memory controller MC2. The
congestion signal CS2 of memory controller MC2 is de-
asserted. Similarly, bus master P2 remaps memory request
MR4 to memory controller MC2.

The foregoing technique for dynamic load balancing is
illustrated in the flow chart of FIG. 4. At block 402, an exem-
plary memory controller maintains the congestion signal at 0,
to represent to bus masters that the corresponding memory
channel is available to process memory requests. At block
404, a new memory request is received from a bus master.
Access history information in a memory request queue is
queried at block 406, to determine whether the memory chan-
nel is congested. If the memory channel is not congested, then
the congestion signal is maintained at 0 and the request is
processed. The process returns to block 402.

On the other hand, if it is determined at block 406 that the
memory channel is congested, then the memory controller
sets the congestion signal to 1 at step 408. At block 410, the
bus master recognizes that the congestion signal is asserted,
and in response the MMU remaps the memory request to an
alternate memory channel.

Accordingly, the disclosed load balancing scheme
improves the performance of a multiple channel memory
system by utilizing available bandwidth efficiently, and mini-
mizing the memory stalls associated with congestion.

Those of'skill in the art will appreciate that information and
signals may be represented using any of a variety of different
technologies and techniques. For example, data, instructions,
commands, information, signals, bits, symbols, and chips that
may be referenced throughout the above description may be
represented by voltages, currents, electromagnetic waves,
magnetic fields or particles, optical fields or particles, or any
combination thereof.

Further, those of skill in the art will appreciate that the
various illustrative logical blocks, modules, circuits, and
algorithm steps described in connection with the embodi-
ments disclosed herein may be implemented as electronic
hardware, computer software, or combinations of both. To
clearly illustrate this interchangeability of hardware and soft-
ware, various illustrative components, blocks, modules, cir-
cuits, and steps have been described above generally in terms
of their functionality. Whether such functionality is imple-
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6

mented as hardware or software depends upon the particular
application and design constraints imposed on the overall
system. Skilled artisans may implement the described func-
tionality in varying ways for each particular application, but
such implementation decisions should not be interpreted as
causing a departure from the scope of the present invention.

The methods, sequences and/or algorithms described in
connection with the embodiments disclosed herein may be
embodied directly in hardware, in a software module
executed by a processor, or in a combination of the two. A
software module may reside in RAM memory, flash memory,
ROM memory, EPROM memory, EEPROM memory, regis-
ters, hard disk, a removable disk, a CD-ROM, or any other
form of storage medium known in the art. An exemplary
storage medium is coupled to the processor such that the
processor can read information from, and write information
to, the storage medium. In the alternative, the storage medium
may be integral to the processor.

Accordingly, an embodiment of the invention can include a
computer readable media embodying a method for load bal-
ancing in a multiple channel DRAM system. Accordingly, the
invention is not limited to illustrated examples and any means
for performing the functionality described herein are
included in embodiments of the invention.

Embodiments of the disclosure may be suitably employed
in any device which includes active integrated circuitry
including memory and on-chip circuitry for test and charac-
terization.

The foregoing disclosed devices and methods are typically
designed and are configured into GDSII and GERBER com-
puter files, stored on a computer readable media. These files
are in turn provided to fabrication handlers who fabricate
devices based on these files. The resulting products are semi-
conductor wafers that are then cut into semiconductor die and
packaged into a semiconductor chip. The chips are then
employed in devices described above

While the foregoing disclosure shows illustrative embodi-
ments of the invention, it should be noted that various changes
and modifications could be made herein without departing
from the scope of the invention as defined by the appended
claims. The functions, steps and/or actions of the method
claims in accordance with the embodiments of the invention
described herein need not be performed in any particular
order. Furthermore, although elements of the invention may
be described or claimed in the singular, the plural is contem-
plated unless limitation to the singular is explicitly stated.

What is claimed is:

1. A method for load balancing in a multiple channel
Dynamic Random Access Memory (DRAM) system, the
method comprising:

interleaving memory data across two or more memory

channels;

controlling access to the two or more memory channels

with memory controllers;

coupling bus masters to the memory controllers via an

interconnect system;

transmitting memory requests from the bus masters to the

memory controllers;
detecting congestion in a first memory channel in response
to a memory request to a first memory controller by
tracking a number of memory requests which are denied
by the first memory controller, and determining that
congestion exists in the first memory channel if a prede-
termined threshold number of denials of the memory
requests by the first memory controller is reached;

generating a congestion signal for the first memory chan-
nel;
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transmitting the congestion signal to the bus masters; and

rerouting the memory request to a second memory control-

ler in response to the congestion signal, wherein the
rerouting comprises remapping a memory address asso-
ciation for the memory request from a first physical
address in the first memory channel to a second physical
address in a second memory channel coupled to the
second memory controller, wherein a second congestion
signal for the second memory channel is not asserted.

2. The method of claim 1, wherein the congestion signal
comprises a single binary bit to represent congestion.

3. The method of claim 1, wherein the congestion signal
comprises two or more binary bits to represent a range of
congestion levels.

4. The method of claim 1, further comprising withdrawing
the memory request to the first memory controller in response
to the congestion signal.

5. The method of claim 1, wherein the DRAM system is
integrated in at least one semiconductor die.

6. The method of claim 1, wherein the DRAM system is
integrated into a device, selected from the group consisting of
a set top box, music player, video player, entertainment unit,
navigation device, communications device, personal digital
assistant (PDA), fixed location data unit, and a computer.

7. A Dynamic Random Access Memory (DRAM) system
comprising:

memory data interleaved across two or more memory

channels;

memory controllers for controlling access to the two or

more memory channels;
bus masters coupled to the memory controllers via an inter-
connect system, wherein the bus masters are configured
to transmit memory requests to the memory controllers;

logic configured to generate a congestion signal for a first
memory channel coupled to a first memory controller in
response to a memory request, ifa predetermined thresh-
old number of denials of memory requests by the first
memory controller is reached; and

logic configured to alter an address mapping for the

memory request in a memory management unit (MMU)
from an association to a first physical address in the first
memory channel to a second physical address in a sec-
ond memory channel wherein a second congestion sig-
nal for the second memory channel is not asserted, in
order to reroute the memory request to a second memory
controller coupled to the second memory channel, in
response to the congestion signal.

8. The DRAM system of claim 7, wherein the congestion
signal comprises a single binary bit to indicate congestion.

9. The DRAM system of claim 7, wherein the congestion
signal comprises two or more binary bits to indicate a range of
congestion levels.

10. The DRAM system of claim 7 further comprising logic
configured to transmit the congestion signal to the bus mas-
ters.

11. The DRAM system of claim 10, further comprising
logic to withdraw the memory request to the first memory
controller, in response to the congestion signal.

12. The DRAM system of claim 7 integrated in at least one
semiconductor die.

13. The DRAM system of claim 7 integrated into a device,
selected from the group consisting of a set top box, music
player, video player, entertainment unit, navigation device,
communications device, personal digital assistant (PDA),
fixed location data unit, and a computer.
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14. A Dynamic Random Access Memory (DRAM) system
comprising:

channel means for accessing memory data, wherein

memory data is interleaved across two or more channel
means;

controller means for controlling access to the channel

means;

means for coupling bus masters to the controller means via

an interconnect means;

means for transmitting memory requests from the bus mas-

ters to the controller means;

means for generating a congestion indication for a first

channel means coupled to a first controller means, in
response to a memory request, comprising means for
tracking a number of memory requests which are denied
by the first controller means and means for determining
that congestion exists if a predetermined threshold num-
ber of denials of the memory requests by the first con-
troller means is reached; and

means for rerouting the memory request to a second

memory controller means in response to the congestion

indication, comprising means for remapping a memory

address association for the memory request from a first

physical address in the first channel means to a second

physical address in the second channel means coupled to

the second controller means, wherein a second conges-

tion signal for the second channel means is not asserted.

15.The DRAM system of claim 14, wherein the congestion

indication comprises binary signal means for indicating con-
gestion.

16. The DRAM system of claim 14, wherein the congestion
indication comprises binary signal means to indicate a range
of congestion levels.

17. The DRAM system of claim 14, further comprising
means for transmitting the congestion indication to the bus
masters.

18. The DRAM system of claim 17, further comprising
means for withdrawing the memory request to the first con-
troller means, in response to the congestion indication.

19. The DRAM system of claim 14 integrated in at least
one semiconductor die.

20. The DRAM system of claim 14 integrated into a device,
selected from the group consisting of a set top box, music
player, video player, entertainment unit, navigation device,
communications device, personal digital assistant (PDA),
fixed location data unit, and a computer.

21. A non-transitory computer-readable storage medium
comprising code, which, when executed by a processor,
causes the processor to perform operations for load balancing
in a multiple channel Dynamic Random Access Memory
(DRAM) system, the non-transitory computer-readable stor-
age medium comprising:

code for interleaving memory data across two or more

memory channels;

code for controlling access to the two or more memory

channels with memory controllers;

code for coupling bus masters to the memory controllers

via an interconnect system;

code for transmitting memory requests from the bus mas-

ters to the memory controllers;

code for detecting congestion in a first memory channel in

response to a memory request to a first memory control-
ler by tracking a number of memory requests which are
denied by the first memory controller, and determining
that congestion exists in the first memory controller if a
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predetermined threshold number of denials of the
memory requests by the first memory controller is
reached,

code for generating a congestion signal for the first
memory channel; 5

code for transmitting the congestion signal to the bus mas-
ters; and

code for rerouting the memory request to a second memory
controller in response to the congestion signal, compris-
ing code for remapping a memory address association 10
for the memory request from a first physical address in
the first memory channel to a second physical address in
a second memory channel coupled to the second
memory controller, wherein a second congestion signal
for the second memory channel is not asserted. 15
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