A conversational recommender system retrieves k cases (3) and generates a structure for user feedback (4). The structure includes a list of critique units for each of which the user can specify a value range. It also generates compound critiques, each being a combination of features and value ranges presented together. An explanation of a compound critique can be generated in response to a user request. The system determines (7), from one cycle of a session to the next, if a preference has been carried. If so, a re-focus function implementing diversity is used for retrieval in the next cycle. If not, a refine function implementing similarity-based retrieval is used for the next cycle of the session.
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"A retrieval system and method"

INTRODUCTION

Field of the Invention

The invention relates to automatic retrieval of cases by search systems.

Prior Art Discussion

One of the key requirements of E-commerce systems and other search systems going forward is an ability to perform retrieval to locate a target case for a user as quickly as possible.

In recent years conversational recommender systems have been developed for iteratively retrieving cases in response to user feedback. The feedback is often preference-based, in which the user indicates a preferred one of the k cases retrieved in a particular cycle. The user may use other forms of feedback on top of a simple preference. For example, the user may rank or rate the retrieved cases, or the user may indicate a preferred value for a specific case feature (e.g. price = $1000), or critique/tweak a feature (e.g. price < $1000).

The primary basis of retrieval operations was previously to search for cases similar to the user request. However, more recently, it has been recognised that this process is often unsatisfactory and user frustration can arise where a number of cases are very similar to each other. A practical example is where a user is searching for holiday options according to certain criteria, and the recommender system retrieves options of vacations in three apartments of the same block. This problem led to development of diversity retrieval operations in which the recommender system ensures there is both similarity to the user request and diversity among the retrieved cases.
This approach generally reduces the number of cycles to the target case, however there is still scope for improvement, particularly where there are many product options and/or a large product space being searched.

5 Statements of Invention

According to the invention, there is provided a retrieval method carried out by a conversational recommender system operating with user feedback in retrieval cycles to retrieve cases from a database, wherein in at least one retrieval cycle of a retrieval session the system dynamically chooses a selection mechanism.

In one embodiment, the dynamic choice is made on the basis of the user feedback in the relevant cycle.

In another embodiment, the choice is made on the basis of whether a preference case is carried from a previous cycle, and the user again prefers the same case in the current cycle.

In a further embodiment, the system chooses:

20 a refinement selection mechanism if a different preference is indicated;

a re-focusing selection mechanism for implementing diversity if the same preference is indicated.

25 In one embodiment, the refinement mechanism is based on similarity retrieval, without diversity.

In another embodiment, the re-focusing mechanism is based on diversity-enhanced similarity retrieval.
In a further embodiment, the system performs retrieval on the basis of case based reasoning.

In one embodiment, the system requests the user to provide feedback by specifying desired search feature values.

In another embodiment, the system requests the user to indirectly indicate a preferred case, by critiquing in which a range of values is indicated for a search feature.

In a further embodiment, the system dynamically generates a fresh feedback structure for user feedback in each cycle of a session.

In one embodiment, the system reviews cases that remain in the search space for a session and identifies groups of features, and value ranges, and automatically presents the user with an option to indicate suitability of these features and value ranges for a compound critique feedback.

In another embodiment, the system dynamically selects said features and value ranges by characterising recurring features and ranges as association rules $A \rightarrow B$, in which from the presence of features, and value ranges $A$ it infers the presence of other features and value ranges $B$.

In a further embodiment, the transformation is executed by a process which measures the importance of a rule in terms of its support and confidence.

In one embodiment, the system generates a plurality of candidate compound critique grades them, and presents to the user only compound critiques having higher grades.

In another embodiment, the candidate compound critiques are graded according to a criterion of applicability to the user and a criterion of ability to reduce down the search space.
In a further embodiment, the system generates an explanation for each compound critique presented to the user.

In one embodiment, the user is presented with the option of choosing a compound critique or requesting an explanation.

The invention also provides a recommender system for implementing recommender systems operations of a method defined above.

**DETAILED DESCRIPTION OF THE INVENTION**

**Brief Description of the Drawings**

The invention will be more clearly understood from the following description of some embodiments thereof, given by way of example only with reference to the accompanying drawings in which:

Fig. 1 is a flow diagram of a retrieval method of the invention;

Figs 2 and 3 are sample screenshots; and

Figs. 4 to 7 are sets of plots indicating efficiency of the retrieval method of the invention.

**Description of the Embodiments**

Referring to Fig. 1 a recommender system of the invention implements a retrieval method 1 for retrieving cases from a case base. In step 2 a user inputs a request with criteria for the search. The system recommends k cases in step 3 on the basis of a similarity approach. In step 4 the user reviews these cases and provides feedback by indicating which of a number of returned cases is preferred, or by indicating that the target case has been located.
As indicated by the decision step 5, if the feedback indicates that the target case is located the method ceases in step 6. However, otherwise, in a decision step 7 the system checks if the user-preferred case is the same one as was indicated in the previous cycle (clearly, this will not be the situation for the first cycle), i.e. was the preference carried and re-selected? The system determines if the preference has been carried by comparing feature values provided in the step 4 with the case base. If the preference has been carried, the system in step 8 re-focuses for performing the next retrieval with a diversity-enhanced similarity approach ("diversity"). If the preference has not been carried the system refines with the similarity approach only for the next retrieval. This dynamic selection of the selection mechanism is referred to as "adaptive selection" or "AS". The system then performs retrieval in step 3 to commence the next cycle.

Thus, in each cycle after the first there is adaptive selection of the optimum retrieval technique, on the basis of the user preference. This achieves a large improvement in efficiency as set out in detail below. A major advantage of the invention is that this dramatic improvement is achieved in a very simple manner. The retrieval tools and mechanisms are already available in existing retrieval systems, and no further user input is required. The invention can be performed with any appropriate retrieval technology such as case based reasoning (CBR) or any other technology to which similarly and diversity-enhanced similarly techniques can be applied.

Adaptive selection achieves a more sophisticated recommendation strategy that is capable of adjusting the balance of similarity and diversity during each recommendation cycle of a session. It determines whether or not the session is correctly focused by determining whether the recent recommendations represent an improvement on those made in the previous cycle. This is achieved by making two modifications to the known comparison-based automatic recommendation technology where a fixed number (i.e. k) of cases are presented to the user in each recommendation cycle, and the user is invited to provide feedback on how these suggestions relate to their requirements. First, instead of making k new
recommendations in each new cycle, the current preference case is added to k-1 new recommendations. We refer to this as carrying the preference ("CP"). On its own this modification introduces redundancy, because a previously seen case is repeated in one or more future cycles. However, including the previous preference makes it possible to avoid the problems that ordinarily occur when none of the newly recommended cases are relevant to the user. The step of determining if the preference case has been carried does not involve additional inputs by the user. The user, as before provides feedback by specifying particular preferences for target case feature values, indicating preferred ranges of values (critiquing feedback), by indicating a preferred case (preference-based feedback), or by rating results. 

Also, carrying the preference allows the system to automatically judge the focus of the recommendation. If the user prefers a case other than the carried preference, then it must be because it is closer to the target, and thus positive progress has been made. In this situation diversity is not warranted and the emphasis should be on similarity in the next recommendation cycle. If, however, the user prefers the carried preference case then it suggests that the other k-1 cases are less relevant than the carried case, and thus that the recommender has failed to make positive progress towards the target. In this situation two things happen. First, diversity is introduced into the next recommendation cycle. And secondly, during the selection of the new cases for the next recommendation cycle, the dissimilarity of these candidate cases to the rejected cases is taken into account. The system prioritises cases that are not only similar to the query, but also dissimilar from the rejected cases. This is achieved by using the formula given below in Equation 1, where c is a candidate case, c_p is the current preferred case, and C is the set of k-1 rejected cases.

\[
SimDissim(c, c_p, C^c) = Sim(c, c_p) + \frac{\sum_{c \in C \setminus c_p} (1 - Sim(c, c_p))}{K}
\]  

(1)

The following sets out the algorithm for implementing steps 3, 7, 8, and 9 of the method 1.

1. define ItemRecommend(q, CB, k, i_p, i_p,1)
2. begin
3. if(\(i_p \neq \text{null}) \&\&(i_p == i_{p-1})\)
4. \(R' \leftarrow \text{ReFocus}(q, CB, k-1)\)
5. else
6. \(R' \leftarrow \text{ReFine}(q, CB, k-1)\)
7. \(R \leftarrow R' + i_p\)
8. return \(R\)
9. end
10. define \(\text{ReFine}(q, CB, k)\)
11. begin
12. \(CB' \leftarrow \text{sort CB in decreasing order of their sim to } q\)
13. \(R \leftarrow \text{top } k \text{ items in } CB'\)
14. return \(R\)
15. end
16. define \(\text{ReFocus}(q, CB, k, i_p, i_{p-1})\)
17. begin
18. \(\alpha = 0.5 \ CB' \leftarrow \text{sort CB in decreasing order acc to Equation 2}\)
19. return \(\text{BoundedGreedySelection}(q, CB, k, b, \alpha)\)
20. end

The components in this algorithm implement adaptive selection in comparison-based recommendation with preference-based feedback. The ItemRecommend function must first check whether the carried preference case \(i_{p-1}\) has been selected by the user as their preference (i.e. \(i_{p-1} = i_p\)). If it has then the Refocus function is called to select a set of \(k-1\) diverse cases (step 8) for the next cycle; they will be added to the preference case to make up the \(k\) cases for the next cycle. If, on the other hand, the carried preference has not been selected (i.e. \(i_{p-1} \neq i_p\)) then the Refine function is called (step 9) to help the recommender home in on the region of this recent preference in the hope that this region is occupied by the ideal target case.

The bounded-greedy technique involves two basic phases. First, the \(bk\) most similar items to the query are selected (where \(b\) is typically an integer between 2 and 5). During the second phase, the set \((R)\) of selected items is built incrementally. During
each step of this build the remainder of the bk items are ordered according to their quality and the highest quality item added to R. The quality of an item i is proportional to the similarity between i and the current query q, and to the diversity of i relative to those items so far selected,

\[ R = \{ r_1, ..., r_m \}; \text{ see Equations 2 & 3.} \]

\[ \text{Quality}(q, i, R) = \alpha \ast \text{SIM}(q,i) + (1 - \alpha) \ast \text{Div}(i,R) \]  \hspace{1cm} (2) 

\[ \text{Div}(i,R) = 1 \text{ if } R = \{ \}; \]

\[ \sum_{i=1}^{m}(1 - \text{Sim}(i,r)) \text{ otherwise} \]  \hspace{1cm} (3) 

The description above briefly mentions “critiquing” as a manner of the user providing feedback in step 4. This is a form of feedback that expresses what might be termed a directional feedback over a particular item feature. Each critique or tweak is a constraint over the value-space of a particular feature. For example, the user might indicate that they are looking for a less expensive restaurant or a more formal setting. These are two individual tweaks: the former on the price feature and the latter on the setting feature. The advantage of critiquing is that the user does not need to provide specific value information for a feature, while at the same time helping the recommender to narrow its search focus quite significantly.

**Dynamic Compound Critiquing**

Each recommendation session is initiated by an initial user query as in step 2 and this will result in the retrieval of the most similar case available for the first recommendation cycle. The user will have the opportunity to accept this case, thereby ending the recommendation session in step 6, or to critique this case. When they critique the case, the critique in question acts as a filter over the remaining cases, and the preference case chosen for the next cycle is that case which is compatible with the critique and which is maximally similar to the previously recommended case.
To critique a case the user will be presented with a feedback structure including a range of single-feature (unit) critiques plus a set of compound critiques that have been chosen because of their ability to carve-up the remaining cases. We refer to our approach as dynamic critiquing. The unit critiques allow the user to specify a range for individual features such as a range of resolutions for a camera. A compound critique is a combination of two or more features in a unit, and the user is given the opportunity to choose the compound critique. An example is “less memory and lower resolution and cheaper: Yes/No”.

This allows conversational recommender system to generate new opportunities for feedback for the user in a dynamic fashion. Essentially, during each cycle the system looks at the cases that remain and identifies groups of features that may be grouped together and presents these to the user as an optional form of feedback. It discovers these groups of features by executing a data-mining process.

Critique Patterns

Let us assume that the recommender system is currently engaged in a recommendation session with a user, and that a new case has been returned as part of the current cycle. Each case that remains in the case base can be compared to this new case to generate a critique pattern. This pattern essentially recasts each case in the case base in terms of the unit critiques that apply to each of its features when compared to the current case.

Table 1 below illustrates this with the aid of an example. It shows the current case that has been selected for recommendation to the user as part of the current cycle and also a case from the case-base. The current case describes a 1.4GHz, desktop PC with 512Mb of RAM, a 14" monitor and a 40Gb hard-drive, all for 1500 euro. The comparison case, from the case base, describes a 900MHz, desktop with 512MB or RAM, a 12" monitor and a 30Gb hard-drive for 3000 euro. The resulting critique pattern reflects the differences between these two cases in terms of individual feature critiques. For example, the critique pattern shown includes a “<” critique for
processor speed – we will refer to this as [Speed<] – because the comparison case has a lower processor than the current recommended case. Similarly, the pattern includes the critique [Price>] because the comparison case is more expensive than the current case. So, prior to the discovery process, and after a case has been selected for the current cycle, it is necessary to generate a critique pattern for every case in the case base relative to the current case. These patterns serve as the source of compound critiques.

<table>
<thead>
<tr>
<th>Manufacturer</th>
<th>Current Case</th>
<th>Case c from CB</th>
<th>Critique Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compaq</td>
<td>Sony</td>
<td>!&lt;</td>
<td></td>
</tr>
<tr>
<td>Monitor (inches)</td>
<td>14’</td>
<td>12’</td>
<td>&lt;</td>
</tr>
<tr>
<td>Memory (MB)</td>
<td>512</td>
<td>512</td>
<td>=</td>
</tr>
<tr>
<td>Hard-Disk (GB)</td>
<td>40</td>
<td>30</td>
<td>&lt;</td>
</tr>
<tr>
<td>Processor</td>
<td>Pentium 3</td>
<td>Pentium 3</td>
<td>=</td>
</tr>
<tr>
<td>Speed (Mhz)</td>
<td>1400</td>
<td>900</td>
<td>&lt;</td>
</tr>
<tr>
<td>Type</td>
<td>Desktop</td>
<td>Desktop</td>
<td>=</td>
</tr>
<tr>
<td>Price</td>
<td>1500</td>
<td>3000</td>
<td>&gt;</td>
</tr>
</tbody>
</table>

Table 1.

Discovering Compound Critiques

The system exploits compound critiquing by recognising useful recurring subsets of critiques within the potentially large collection of critique patterns (the pattern-base). Certain subsets will tend to recur throughout the pattern-base. For example, 50% of the remaining cases may have a smaller screen-size but a larger hard-disk size than the current case; that is, 50% of the critique patterns contain the sub-pattern {[Monitor <], [Hard – Disk >]}. If this critique is applicable to the user - if they are in fact looking for smaller screens and larger hard-disks – then its application will immediately filter out half of the remaining cases, thus better focusing the search for a suitable case during the next cycle. Presumably, neither of the individual critiques that make up this compound critique would wield the same discriminatory power on their own.
The system finds sets of critiques that frequently occur together. This is a challenging task, largely because of the combinatorics involved: a typical supermarket will have several thousand different products and this can lead to a combinatoric explosion in the number of possible groups of recurring items. This problem is not so acute in the above critiquing scenario because there are only a limited number of possible critiques. For instance, each numeric feature can have a < or a > critique and each nominal feature can have a = or a ! = critique, so there are only 2n possible critiques in a casebase where the cases are made up of n individual features. To handle more complex situations the system executes efficient algorithms for the possible compound critiques to be checked. One such algorithm is the Apriori algorithm which characterises these recurring item subsets as association rules of the form A → B – from the presence of a certain set of critiques (A) it can infer the presence of certain other critiques (B). For example, one might learn that from the presence of the critique, [Monitor <], we can infer the presence of [Hard – Disk >] with a high degree of probability; in other words the pattern {[Monitor <], [Hard – Disk >]} is commonplace.

Apriori measures the importance of a rule in terms of its support and confidence. The support of a rule, A → B, is the percentage of patterns for which the rule is correct; that is, the number of patterns that contain both A and B divided by the total number of patterns. Confidence, on the other hand, is a measure of the number of patterns in which the rule is correct relative to the number of patterns in which the rule is applicable; that is, the number of patterns that contain both A and B divided by the number of patterns containing A. For instance, we would find that the rule [Monitor <] → [Hard – Disk >] has a support of 0.1 if there are a total of 100 critique patterns but only 10 of them contain [Monitor <] and [Hard – Disk >]. Likewise, the confidence of this rule would be 0.4 if 25 of the critique patterns contain only [Monitor <]. Apriori is a multi-pass algorithm, where in the kth pass all large itemsets of cardinality k are computed. Initially, frequent itemsets are determined. These are sets of items that have a least a predefined minimum support. Then, during each new pass those itemsets that exceed the minimum support threshold are extended.
The system uses Apriori, during each recommendation cycle in step 3, to generate a collection of compound critiques (frequent itemsets over the pattern-base), for user feedback in step 4. It then selects a subset of these compound critiques so that they may be presented to the user as alternative critiquing options.

Grading Compound Critiques

During any particular cycle a large number of compound critiques, of varying sizes, may be discovered. Of course it is not feasible to present all of these to the user, and so the system chooses a select subset. Which subset it chooses is likely to have a significant bearing on the degree to which the compound critiques may prove to be successful at reducing session length. There are two main criteria in this regard:

It presents compound critiques that are likely to be applicable to the user, in the sense that they are likely to constrain the remaining cases in the direction of their target case. This way there is a good chance that these compound critiques will be selected over any of the unit critiques.

It presents compound critiques that will filter out large numbers of cases (reduces the search space) so that there is a greater chance that the target case will be retrieved in the next cycle.

Regarding the first of these criteria it is likely that certain features of the target case may be inferred from the feedback provided during previous cycles. For example, if the user reliably looks for cheaper PCs, then compound critiques that contain [Price <] may be a good candidates. The second criterion is more straightforward to address. The support of a compound critique is a direct measure of its ability to filter out few or many cases. A compound critique with a low support value means that it is present in a small proportion of critique patterns and thus it is only applicable to a few remaining cases. If applied, the critique will therefore eliminate many cases from consideration.
There is a tension between the use of support as a grading metric for compound critiques and the way that it will influence the above criteria. While low-support critiques will eliminate many cases, these critiques are probably less likely to lead to the target case, all things being equal. Conversely, preferring high-support critiques will increase the chance that the critiques will lead to the target case, but these critiques will fail to eliminate many cases from consideration.

Referring to Figs. 2 and 3 dynamic critiquing is illustrated with a series of two screenshots for purchasing a digital camera from an online digital camera store. The screenshots present a sequence of recommendation cycles and in each we see the currently preference case, a set of eight critiques, plus a set of three compound critiques, and their associated explanations. Each compound critique is translated into an English explanation and can be chosen directly (via the 'pick' option) or elaborated further (via the 'explain' option).

After the user has provided some initial information they are presented with a high-end camera for 995 euro with 512Mb of memory and a x7 optical zoom. The user can critique any of the individual features, such as {manufacturer, optical zoom, or memory} by selecting the appropriate critique icon on either side of the feature value fields that are displayed for the current camera. The up-arrow indicates a greater-than critique, down-arrow indicates a less-that critique and the cross indicates a not-equal-to critique. In addition, just below these features, three compound critiques are displayed and the user can either select one of these to be applied directly (the 'pick' option) or they can request a more detailed explanation via the 'explain' option. This explanation is presented in the pane to the right of the feature values, and defaults to be an explanation of the first compound critique.

For example, in Fig. 3 the user asks for further explanation of the third compound critique ("Different Manufacturer, Lower Resolution and Cheaper"). The resulting explanation tells the user that there are 87 remaining cameras that satisfy this critique—that is, there are 87 cameras that are cheaper, with a lower resolution, and made by a different manufacturer, than the currently recommended camera. In addition, the
explanation provides information about the ranges of values for these critiqued features. For instance, the user is told that these 87 cameras are made by specified manufacturers, that they have resolutions from 1.4 to 4.8 million pixels, and that their price ranges from 125 to 399 euro. The compound critiques have a valuable role to play in explanation. Compound critiques help the user to better understand the recommendation opportunities that exist beyond the current cycle by helping them to appreciate common interactions between features. We believe that in many recommender domains, where the user is likely to have incomplete knowledge about the finer details of the feature-space, that compound critiques will help to effectively map out this space. For this reason we believe that users will actually find it easier to work with compound critiques, and their associated explanations, than unit critiques and this may, for example, help the user to make fewer critiquing errors. For instance, with standard critiquing in the digital camera domain a user might naively select the [Price <] unit critique in the mistaken belief that this may deliver a cheaper camera that satisfies all of their other requirements. However, reducing price in this way may lead to a reduction in resolution that the user might not find acceptable and, as a result, they will have to backtrack. This problem is less likely to occur if the compound critique \{[Price <],[Resolution <]\} is presented because the user will come to understand the implications of a price-drop prior to selecting any critique.

Experiment

Setup

Algorithms. We wish to test three basic conversational recommendation strategies: (1) SIM - a pure similarity-based recommender that serves as a benchmark; (2) DIV - a recommender that adopts the uniform diversity enhancing technique described above; and (3) AS - an equivalent recommender that adopts the adaptive selection technique of Fig. 1. In addition, we wish to test these recommender systems using two different types of user feedback: preference-based feedback and critiquing. This gives six different recommender systems to test - SIM, DIV, and AS with preference-based
feedback and SIM, DIV and AS with critiquing - each implemented using the comparison-based recommendation framework.

Data-sets.

A Travel case-base contains 1024 cases, each describing a specific vacation in terms of features such as location, duration, accommodation, price etc. A Whiskey case-base contains a set of 552 cases, each describing a particular Scotch whiskey in terms of features such as distillery, age, proof, sweetness, flavour, finish etc.

Methodology.

Using a leave-one-out methodology, each case in a case-base is temporarily removed and used in two ways. First it serves as the basis for a set of queries constructed by taking random subsets of item features. Here, different numbers of features are extracted for different queries and, in general, queries with more features are easier to solve than queries with few features. Second, we select the case that is most similar to the original base. These cases serve as the recommendation targets for the experiments. Thus, the base represents the ideal query for a user, the generated query is the initial query that the user provides to the recommender, and the target is the best available case for the user based on their ideal. Each generated query is a test problem for the recommender, and in each recommendation cycle the user's preference is assumed to be the case that is most similar to the known target case. Preference-based or critiquing is applied to this preference case as appropriate; in the case of the latter, a random critique is applied to the preferred case in each cycle. Finally, in our evaluation we set the recommendation window size k to be 3, being the most appropriate number of items to expect a shopper to decide between.

Test Queries.
For each data set, three different groups of queries are generated of varying degrees of difficulty (easy, moderate, difficult). Difficulty is based on the number of cycles required by SIM with preference-based feedback.

5 Recommendation Efficiency

Perhaps the most basic test of a conversational recommender system concerns its recommendation efficiency; that is, the length of the recommendation dialog for a typical query. Dialog length can be measured in terms of the number of cycles, or the number of unique cases presented, during the dialog. As such, to test recommendation efficiency the leave-one-out method outlined above is used for each query from both data sets across the three recommenders and the average number of cycles and unique items presented to the user are measured.

15 Results. The results for Travel and Whiskey are summarised in Figs. 4 and 5 respectively. In each case, graph (a) and (b) relate to preference-based feedback and (c) and (d) relate to critiquing. Graphs (b) and (d) measure efficiency in terms of unique cases - the cycles data has been omitted for space reasons - but graphs (a) and (c) include both unique cases and cycles information in terms of the percentage benefit enjoyed by DIV and AS methods relative to the SIM benchmark.

Analysis.

A number of issues are clarified by these results. Firstly, a significant efficiency benefit is enjoyed by DIV and AS, when compared to SIM, in both data-sets, across all query types, and for both types of feedback. For example, using preference-based feedback in Travel, for moderate queries, the SIM method presents the user with an average of about 100 unique cases before the target case is located. By comparison, the DIV method requires only about 53 cases and the AS method requires only 24 cases. Using critiquing in Travel, the equivalent results for SIM, DIV and AS are 40, 35 and 19, respectively. The corresponding relative benefits are shown in Fig. 4 for Travel with DIV experiencing a reduction in unique cases of 47% with preference-based feedback
but only 13% for critiquing, relative to SIM. However, AS experiences corresponding reductions of 76% and 53% relative to SIM; similar benefits are presented in terms of the reduction in cycles. Comparable results are also presented in Figs. 4(a-c) for the Whiskey data-set.

These results demonstrate that there is a benefit to introducing diversity into conversational recommender systems, but they also show that the straightforward DIV approach is suboptimal compared to AS. Indeed, in both data-sets, the recommenders that employ critiquing enjoy only a limited efficiency improvement (<26%) when using the DIV method, compared to SIM. In contrast, the AS method of the invention displays a much greater efficiency advantage, achieving maximum efficiency improvements in excess of 75% (in terms of unique cases) in both data-sets for preference-based feedback, and up to 60% in both data-sets for critiquing. It is also worth highlighting how the efficiency benefits enjoyed by DIV and AS, relative to SIM, are generally increasing with query difficulty in both data-sets and using both types of feedback.

Preference Tolerance

The above evaluation assumes that the recommendation dialog ends when the predetermined target case is selected by the user. This is analogous to a user seeking out a very specific case. In reality users are likely to be more flexible in their acceptance criteria, often tolerating cases that are close to, but not an exact match for, their ideal target. To test this we repeat the above experiment but instead of terminating a recommendation dialog when the ideal target has been found, it is terminated once a case is found that is within a specific similarity threshold of the target. We test similarity thresholds from 60% to 100%; 100% corresponds to the previous setup where the dialog terminates with the optimal target case.

Results.
The results for Travel and Whiskey are summarised in Figs. 6 and 7 respectively; in each figure, graphs (a) and (b) relate to preference-based feedback, while (c) and (d) relate to critiquing. Also the graphs only present the results for queries of moderate difficulty; the results for the simple and advanced queries are broadly similar but omitted, once again, for space-saving reasons.

**Analysis.**

The results are clear. The performance advantages enjoyed by DIV and by AS, relative to SIM, are once again found under less stringent success conditions. For example, in Travel with preference-based feedback, for moderate queries, we find that, on average, SIM expects users to look at about 61 unique cases at the 60% similarity threshold (compared to 100 cases at the 100% threshold). In comparison, under the same conditions, DIV and AS require the user to examine only 31 and 18 cases, respectively (see Fig. 6(a)), representing a reduction of about 49% for DIV and 71% for AS, relative to SIM. As the similarity threshold increases, so too does the number of unique cases that the user must examine before locating a satisfactory one. Interestingly, while the relative benefit enjoyed by DIV remains relatively constant for changing similarity thresholds, we find that the AS benefit increases with the similarity threshold. In other words, the ability of AS to improve upon the efficiency of SIM (or indeed DIV) increases as the success criterion becomes more stringent. These results for Travel with preference-based feedback are mirrored by equivalent results for Travel with critiquing (Fig. 6(a-d)). Likewise, the Whiskey results show a similar pattern (Fig. 7(a-d)).

It will be appreciated that the invention takes advantage of similarity and diversity in a more efficient manner, by automatically determining when best to increase selection diversity and when best to focus on query similarity. Moreover, we have shown that this approach enjoys significant performance improvements over prior similarity-based recommenders and the also the prior diversity enhancing techniques. For example, adaptive selection can reduce the number of unique cases that a user must examine by up to 80% in the case of preference-based feedback and by up to 60% in the case of critiquing.
The invention is not limited to the embodiments described but may be varied in construction and detail.
Claims

1. A retrieval method carried out by a conversational recommender system operating with user feedback (4) in retrieval cycles (3-9) to retrieve cases from a database, wherein in at least one retrieval cycle of a retrieval session the system dynamically chooses (7) a selection mechanism (8, 9).

2. A method as claimed in claim 1, wherein the dynamic choice (7) is made on the basis of the user feedback (4) in the relevant cycle.

3. A method as claimed in claim 2, wherein the choice is made (7) on the basis of whether a preference case is carried from a previous cycle, and the user again prefers the same case in the current cycle.

4. A method as claimed in claim 3, wherein the system chooses:

   a refinement selection mechanism (9) if a different preference is indicated;

   a re-focusing selection mechanism (8) for implementing diversity if the same preference is indicated.

5. A method as claimed in claim 4, wherein the refinement mechanism (9) is based on similarity retrieval, without diversity.

6. A method as claimed in claims 4 or 5, wherein the re-focusing mechanism (8) is based on diversity-enhanced similarity retrieval.

7. A method as claimed in any preceding claim, wherein the system performs retrieval (3) on the basis of case based reasoning.

8. A method as claimed in any of claims 3 to 7, wherein the system requests the user to provide feedback by specifying desired search feature values.
9. A method as claimed in any of claims 3 to 7, wherein the system requests the user to indirectly indicate a preferred case, by critiquing in which a range of values is indicated for a search feature.

10. A method as claimed in claim 9, wherein the system dynamically generates a fresh feedback structure for user feedback in each cycle of a session.

11. A method as claimed in claim 10, wherein the system reviews cases that remain in the search space for a session and identifies groups of features, and value ranges, and automatically presents the user with an option to indicate suitability of these features and value ranges for a compound critique feedback.

12. A method as claimed in claim 11, wherein the system dynamically selects said features and value ranges by characterising recurring features and ranges as association rules $A \rightarrow B$, in which from the presence of features, and value ranges $A$ it infers the presence of other features and value ranges $B$.

13. A method as claimed in claim 12, wherein the transformation is executed by a process which measures the importance of a rule in terms of its support and confidence.

14. A method as claimed in claims 12 or 13, wherein the system generates a plurality of candidate compound critique grades them, and presents to the user only compound critiques having higher grades.

15. A method as claimed in claim 14, wherein the candidate compound critiques are graded according to a criterion of applicability to the user and a criterion of ability to reduce down the search space.

16. A method as claimed in any of claims 11 to 15, wherein the system generates an explanation for each compound critique presented to the user.
17. A method as claimed in claim 16, wherein the user is presented with the option
of choosing a compound critique or requesting an explanation.

18. A recommender system comprising means for implementing recommender
system operations of a method of any preceding claim.

19. A computer program comprising instructions which when executed on a data
processing system are effective to cause the data processing system to
implement the recommender system operations of a method of any of claims 1
to 17.
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Adjust your preferences to find the right camera for you

<table>
<thead>
<tr>
<th>Preference</th>
<th>Value</th>
<th>Match</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturer</td>
<td>ABC Ltd.</td>
<td>X</td>
</tr>
<tr>
<td>Optical Zoom</td>
<td>7x</td>
<td>?</td>
</tr>
<tr>
<td>Memory (MB)</td>
<td>512</td>
<td>?</td>
</tr>
<tr>
<td>Weight (Grams)</td>
<td>780</td>
<td>?</td>
</tr>
<tr>
<td>Resolution</td>
<td>6.2 M Pixels</td>
<td>?</td>
</tr>
<tr>
<td>Size</td>
<td>Large</td>
<td>X</td>
</tr>
<tr>
<td>Case</td>
<td>Magnesium</td>
<td>X</td>
</tr>
<tr>
<td>Price</td>
<td>995</td>
<td>?</td>
</tr>
</tbody>
</table>

We Have more matching cameras with the following:

1. Less Memory and Lower Resolution and Cheaper
   - Explain
   - PICK
2. Different Manufacturer and Less Zoom and Lighter
   - Explain
   - PICK
3. Lighter and Smaller and Different Case
   - Explain
   - PICK

---

This Critique covers 153 other Digital Cameras

Less Memory
- Current Value: 512 MB
- Critique Less Than Remaining (0 to 256 MB)

Lower Resolution
- Current Value: 6.2 M Pixels
- Critique Less Than Remaining (1.4 to 5.9 Pixels)

Cheaper
- Current Value: 995€
- Critique Less Than Remaining (75€ to 960€)

---

Fig.2
# Digital Cameras

Adjust your preferences to find the right camera for you:

- **Manufacturer**: EFG Ltd.
- **Optical Zoom**: 7x
- **Memory (MB)**: 512
- **Weight (Grams)**: 780
- **Resolution**: 6.2 M Pixels
- **Size**: Large
- **Case**: Magnesium
- **Price**: 995

---

**Product Found**: PQR

- 1/1.8" 5.0 Megapixel
- Memory Stick Media
- 5 Megapixel (2592 x 1944 Image size
- Traditional, Yet Compact Design
- NightShot Infrared system
- Carl Zeiss Vario-Sonnar Lens
- 3.5" LCD Monitor
- MPEG Movie VX Mode
- Continuous Auto Focus

---

We have more matching cameras with the following:

1. More Memory and Larger and Heavier
2. Higher Resolution and Different Case and More Expensive
3. Different Manufacturer and Lower Resolution and Cheaper

---

**Explanation**:

- **3. Different Manufacturer and Lower Resolution and Cheaper**
  - Different Manufacturer
  - Current Value: Sony
  - Critique: Not Equal To
  - Remaining: (ABC Ltd, NL Ltd.)
- **Lower Resolution**
  - Current Value: 5 M Pixels
  - Critique Less Than
  - Remaining (1.4 to 5.9 Pixels)
- **Cheaper**
  - Current Value: 405€
  - Critique Less Than
  - Remaining (125 to 399€)

---
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