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## (57)

## ABSTRACT

A computer-readable medium includes instructions for causing at least one processor to perform a method. The method may include receiving a symbol sequence into a document, identifying another symbol sequence in the document whose probability of matching the received symbol sequence is above a threshold, and replacing the received symbol sequence with the other symbol sequence.
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If the State Amateur Golf Championship were a football game, Jorden Harrity would be en route to the end zone. Harrity's 75 yesterday during the tournament's second round kept her in the lead, but it's a lead that was reduced from three to two strokes. "Two is not good," said Harrity, an Oakmont resident who is trying to win her 12th State Am championship. Harrity's day was marred by inconsistent putting. On hole 9, Harrtiy|
If the State Amateur Golf Championship were a football game, Jorden Harrity would be en route to the end zone. Harrity's 75 yesterday during the tournament's second round kept her in the lead, but it's a lead that was reduced from three to two strokes. "Two is not good," said Harrity, an Oakmont resident who is trying to win her 12th State Am championship. The only shortfall to Harrity's day was her putting. On hole 9, Harrtiy




FIG. 9
The circuit includes a phase synchronization feedback loop, a frequency synchronization feedback loop, and a phase shift measurement circuit. When an input to the frequency synchronization feedback loop is set to zero, the phase synchronization feedback loop is operated at a high bandwidth rate to ensure a synchronized phase. Once the frequency offset has been computed, the input to the frequency synchronization feedback loop is set to the computed value of frequency offset, and the frequency synchronization feedback loop and the phase synchronization feedback loop are jointly operated at a low bandwidth rate to synchronise |
The circuit includes a phase synchronization feedback loop, a frequency synchronization feedback loop, and a phase shift measurement circuit. When an input to the frequency synchronization feedback loop is set to zero, the phase synchronization feedback loop is operated at a high bandwidth rate to ensure a synchronized phase. Once the frequency offset has been computed, the input to the frequency synchronization feedback loop is set to the computed value of frequency offset, and the frequency synchronization feedback loop and the phase synchronization feedback loop are jointly operated at a low bandwidth rate to synchronise
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The circuit includes a phase sychnchronization feedback loop, a frequency synchronization feedback loop, and a phase shift measurement circuit. When an input to the frequency synchronization feedback loop is set to zero, the phase synchronization feedback loop is operated at a high bandwidth rate to ensure a synchronized phase. Once the frequency offset has been computed, the input to the frequency synchronization feedback loop is set to the computed value of frequency offset, and the frequency synchronization feedback loop and the phase synchronization feedback loop are jointly operated at a low bandwidth rate to synchronize|
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FIG. 12
The circuit includes a phase synchronization feedback loop, a frequency synchronization feedback loop, and a phase shift measurement circuit. When an input to the frequency synchronization feedback loop is set to zero, the phase synchronization feedback loop is operated at a high bandwidth rate to ensure a synchronized phase. Once the frequency offset has been computed, the input to the frequency synchronization feedback loop is set to the computed value of frequency offset, and the frequency synchronization feedback loop and the phase synchronization feedback loop are jointly operated at a low bandwidth rate to synchronize|

## SYSTEMS AND METHODS FOR CHANGING SYMBOL SEQUENCES IN DOCUMENTS

## RELATED APPLICATION

[0001] This application claims priority under 35 U.S.C. $\S 119$ based on U.S. Provisional Application No. [Docket No. 0001-0003P], filed Jul. 12, 2004, the disclosure of which is hereby incorporated in its entirety by reference herein.

## FIELD OF THE INVENTION

[0002] Implementations consistent with the principles of the invention relate generally to computer systems and, more particularly, to systems and methods for changing symbol sequences in documents.

## BACKGROUND OF THE INVENTION

[0003] A computer-implemented editing system is a system capable of creating and altering electronic documents, such as word processing documents, spreadsheets, databases, e-mail messages, and the like. There are a wide variety of editing programs available that allow conventional personal computers to function as sophisticated computer-implemented editing systems.

## SUMMARY OF THE INVENTION

[0004] In accordance with the purpose of this invention as embodied and broadly described herein, a computer-readable medium includes instructions that cause at least one processor to perform a method. The method may include receiving a symbol sequence into a document; comparing the received symbol sequence to a list of previously-stored words; comparing the received symbol sequence to other symbol sequences in the document when the received symbol sequence does not match any of the words in the list; determining a probability of the received symbol sequence matching one or more other symbol sequences in the document when the received symbol sequence does not match any of the other symbol sequences in the document; determining a probability of the received symbol sequence matching one or more variations of another symbol sequence in the document when the received symbol sequence does not match any of the symbol sequences in the document; replacing the received symbol sequence with another symbol sequence in the document or a variation of another symbol sequence in the document when the probability of the received symbol sequence matching the other symbol sequence is above a threshold; obtaining a number of symbol sequences from the document and a number of words from the list that most closely match the received symbol sequence to form a second list when the probability of the received symbol sequence matching another symbol sequence in the document or a variation of another symbol sequence in the document does not exceed the threshold; ranking the second list based on the symbol sequences in the document to form a ranked list of items; providing the ranked list of items; detecting selection of an item in the ranked list of items; and replacing the received symbol sequence with the selected item.
[0005] In another implementation consistent with the principles of the invention, a computer-readable medium includes instructions for causing at least one processor to perform a method. The method may include receiving a symbol sequence into a document, identifying another symbol
sequence in the document whose probability of matching the received symbol sequence is above a threshold, and replacing the received symbol sequence with the other symbol sequence.
[0006] In still another implementation consistent with the principles of the invention, a computer-readable medium may include instructions that cause at least one processor to perform a method. The method may include identifying a symbol sequence in a document that closely matches a first symbol sequence in the document; identifying a word in a list of previously-stored words that closely matches the first symbol sequence; ranking the identified symbol sequence and word to form a ranked list of objects; and providing the ranked list of objects.

## BRIEF DESCRIPTION OF THE DRAWINGS

[0007] The accompanying drawings, which are incorporated in and constitute a part of this specification, illustrate an embodiment of the invention and, together with the description, explain the invention. In the drawings,
[0008] FIG. 1 illustrates an exemplary system in which systems and methods, consistent with the principles of the invention, may be implemented; of FIG. 1;
[0009] FIG. 2 illustrates an exemplary configuration of the system of FIG. 1;
[0010] FIG. 3 illustrates an exemplary dictionary that may be associated with the system
[0011] FIGS. 4 and 5 illustrate an exemplary process for changing symbol sequences in documents in an implementation consistent with the principles of the invention;
[0012] FIGS. 6 and 7 illustrate an example, consistent with the principles of the invention, of the processing described in FIGS. 4 and 5;
[0013] FIGS. 8 and 9 illustrate a second example, consistent with the principles of the invention, of the processing described in FIGS. 4 and 5;
[0014] FIGS. 10 and 11 illustrate a third example, consistent with the principles of the invention, of the processing described in FIGS. 4 and 5; and
[0015] FIGS. 12 and 13 illustrate a fourth example, consistent with the principles of the invention, of the processing described in FIGS. 4 and 5.

## DETAILED DESCRIPTION

[0016] The following detailed description of implementations consistent with the invention refers to the accompanying drawings. The same reference numbers in different drawings may identify the same or similar elements. Also, the following detailed description does not limit the invention. Instead, the scope of the invention is defined by the appended claims and their equivalents.
[0017] Implementations consistent with the principles of the invention improve the changing of symbol sequences in documents. In one implementation, an unknown symbol sequence in a document, such as a word processing document, is compared to other symbol sequences in the document. If the unknown symbol sequence closely matches another symbol sequence (or variation of the other symbol sequence) in the document, the unknown symbol sequence may be automatically replaced with the closely matching symbol sequence (or variation). Alternatively, a list of closely matching symbol sequences from the document may be generated, along with a list of closely matching words from a
dictionary. The two lists may be combined and the combined list may be ranked based on the symbol sequences in the document. The ranked list (or a predetermined number of highest ranking items in the ranked list) may be provided to a user. Upon selection of one of the items in the provided list, the unknown symbol sequence may be automatically replaced with the selected item. In this way, auto-correction of symbol sequences in documents can be improved.

## Exemplary System

[0018] FIG. 1 illustrates an exemplary system 100 in which systems and methods, consistent with the principles of the invention, may be implemented. System $\mathbf{1 0 0}$ may include a computer 110, a keyboard 120, a pointing device 130, and a monitor 140. The components illustrated in FIG. 1 have been selected for simplicity. It will be appreciated that a typical system may include more or fewer components than illustrated in FIG. 1. Moreover, it will be appreciated that a typical system could include other components than those illustrated in FIG. 1.
[0019] Computer 110 may include any type of computer system, such as a mainframe, minicomputer, personal computer, or the like. In alternative implementations consistent with principles of the invention, computer 110 may alternatively include a laptop, personal digital assistant, cellular telephone, or the like. In fact, computer 110 can include any device capable of running word processing programs. In some implementations consistent with the principles of the invention, keyboard 120, pointing device 130, and/or monitor 140 may be integrated with computer 110.
[0020] Keyboard 120 may include any conventional keyboard or keypad that allows a user to input information into computer 110. Pointing device $\mathbf{1 3 0}$ may include one or more conventional pointing devices, such as a mouse, a pen, a trackball, a glide pad, biometric pointing devices, or the like.
[0021] Monitor 140 may include any conventional device capable of displaying images to a user. Monitor 140 may, for example, include a cathode ray tube display, a liquid crystal display, a gas panel display, or the like. In alternative implementations, pointing device $\mathbf{1 3 0}$ may be integrated within monitor 140 through the use of touch-screen technology.
[0022] FIG. 2 illustrates an exemplary configuration of system $\mathbf{1 0 0}$ of FIG. 1. As illustrated, system $\mathbf{1 0 0}$ may include a bus $\mathbf{2 1 0}$, a processor 220 , a memory $\mathbf{2 3 0}$, a read only memory (ROM) 240, a storage device 250, an input device 260, an output device 270, and a communication interface 280. Bus 210 permits communication among the components of system 100.
[0023] Processor 220 may include any type of conventional processor or microprocessor that interprets and executes instructions. In alternative implementations, processor 220 may be implemented as a field programmable gate array (FPGA), application specific integrated circuit (ASIC), or the like. Memory $\mathbf{2 3 0}$ may include a random access memory (RAM) or another dynamic storage device that stores information and instructions for execution by processor 220. Memory $\mathbf{2 3 0}$ may also be used to store temporary variables or other intermediate information during execution of instructions by processor 220.
[0024] ROM 240 may include a conventional ROM device and/or another static storage device that stores static information and instructions for processor 220. Storage device 250 may include a magnetic disk or optical disk and its corre-
sponding drive and/or some other type of magnetic or optical recording medium and its corresponding drive for storing information and instructions.
[0025] Input device 260 may include one or more conventional mechanisms that permit an operator to input information to system 100, such as keyboard 120, pointing device 130 (e.g., a mouse, a pen, and the like), one or more biometric mechanisms, such as a voice recognition device, etc. Output device $\mathbf{2 7 0}$ may include one or more conventional mechanisms that output information to the operator, such as a display (e.g., monitor 140), a printer, a speaker, etc. Communication interface 280 may include any transceiver-like mechanism that enables system $\mathbf{1 0 0}$ to communicate with other devices and/or systems. For example, communication interface $\mathbf{2 8 0}$ may include a modem or an Ethernet interface to a network. Alternatively, communication interface 280 may include other mechanisms for communicating via a data network.
[0026] System 100 may implement the functions described below in response to processor 220 executing software instructions contained in a computer-readable medium, such as memory 230. A computer-readable medium may be defined as one or more memory devices and/or carrier waves. In alternative embodiments, hardwired circuitry may be used in place of or in combination with software instructions to implement the invention. Thus, implementations consistent with the principles of the invention are not limited to any specific combination of hardware circuitry and software.
[0027] System 100, consistent with the principles of the invention, may include a data processing program that may be associated with a dictionary. The dictionary may be stored, for example, in memory $\mathbf{2 3 0}$, or externally to system $\mathbf{1 0 0}$.
[0028] FIG. 3 illustrates an exemplary dictionary 300 consistent with the principles of the invention. While only one dictionary is described below, it will be appreciated that dictionary $\mathbf{3 0 0}$ may consist of multiple dictionaries stored locally at system 100 or external to system 100 . As illustrated, dictionary $\mathbf{3 0 0}$ may include a list of dictionary words. These words may, in one implementation consistent with the principles of the invention, be arranged alphabetically, as illustrated, in FIG. 3. A user of system $\mathbf{1 0 0}$ may modify the entries in dictionary $\mathbf{3 0 0}$ by adding or deleting entries.

## Exemplary Processing

[0029] FIGS. 4 and 5 illustrate an exemplary process for changing symbol sequences in documents in an implementation consistent with the principles of the invention. Processing may begin by receiving a symbol sequence into the current file (e.g., a current word processing document or any other type of file in which symbol sequence correction or changing would be desired) [act 410, FIG. 4]. The symbol sequence may, for example, be received in response to a user depressing keys on keyboard $\mathbf{1 2 0}$. System 100 may determine that a symbol sequence has been received when a delimiter character has been detected. In one implementation, system 100 may recognize the following characters as delimiter characters: hard space () period (.), comma (,), semicolon (;), colon (:), quotation mark ("), single quotation mark ('), exclamation point (!), question mark (?), and the like. Therefore, for example, when a delimiter character is received, the symbols preceding the delimiter character may be considered a symbol sequence.
[0030] It may then be determined if the received symbol sequence matches a word in a dictionary, such as dictionary

300 [act 420]. If the symbol sequence matches a word in the dictionary, then processing may return to act 410 with system 100 receiving the next symbol sequence. If, on the other hand, the symbol sequence does not match a word in the dictionary, the symbol sequence may be compared to the symbol sequences that are already contained in the current file [act 430]. If the symbol sequence matches one or more other symbol sequences in the current file [act 440], then processing may return to act $\mathbf{4 1 0}$ with the receipt of the next symbol sequence.
[0031] If, on the other hand, the received symbol sequence does not match another symbol sequence in the current file [act 440], then it may be determined whether the received symbol sequence closely matches a symbol sequence already contained in the current file [act 510, FIG. 5]. In one implementation, the probability of whether the received symbol sequence matches each symbol sequence already contained in the file may be determined. The probability may take into consideration, for example, the number of occurrences of each particular symbol sequence in the file. So, for example, if a particular symbol sequence occurs more than a predetermined number of times in the document and the received symbol sequence closely matches that particular symbol sequence, then the probability of the received symbol sequence matching the particular symbol sequence may be very high. Also, if the received symbol sequence closely matches a particular symbol sequence from the file, variations of the particular symbol sequence may be considered and their probabilities determined. For example, "jumps," "jumped," and "jumping" are variations of the word "jump." A number of conventional techniques exist for determining the probability of whether one item matches another item.
[0032] If the received symbol sequence closely matches another symbol sequence in the file (e.g., the probability of the symbol sequence matching the other symbol sequence is above a predetermined threshold), the received symbol sequence may be automatically replaced with the other, closely matching symbol sequence [act 520]. In one implementation, the threshold for automatically replacing symbol sequences in the file may be configurable by the user to allow the user to determine how close a particular symbol sequence has to be to the received symbol sequence in order for the received symbol sequence to be replaced with the particular symbol sequence. Processing may then return to act $\mathbf{4 1 0}$ (FIG. 4) with the receipt of the next symbol sequence.
[0033] If, on the other hand, no closely matching symbol sequences are present in the file [act 510], the closest matching symbol sequences from the file may be obtained, along with the closest matching words from the dictionary [act 530]. In one implementation, the number of closest matching symbol sequences from the file may be limited. Similarly, the number of closest matching words from the dictionary may also be limited. In one implementation, the number of symbol sequences obtained from the file may approximately equal the number of words from the dictionary (e.g., the four most closely matching symbol sequences and the four most closely matching words may be obtained). In other implementations, the number of symbol sequences and words that are obtained may be based on the probabilities of these symbol sequences and words matching the received symbol sequence. For example, all symbol sequences and words may be obtained whose probability of matching the received symbol sequence is above a threshold. In one implementation, the threshold
may be configurable by the user to allow the user to determine whether a greater number of items or lesser number of items will be provided to the user.
[0034] Moreover, the words that are obtained from the dictionary may be based on the symbol sequences obtained from the file. For example, if a particular symbol sequence closely matches the received symbol sequence, words that closely relate to the closely matching symbol sequence may be obtained from the dictionary. In one implementation, if it is determined that the probability of one of the words from the dictionary matching the received symbol sequence is above the first threshold above (i.e., the threshold for determining whether the received symbol sequence is automatically replaced), then the received symbol sequence may be automatically replaced with the word.
[0035] The closest matching symbol sequences and words may be ranked to create a ranked list [act 540]. Any conventional technique for ranking the closest matching symbol sequences and words may be used. For example, the ranking may be based on how closely the symbol sequences and words match the received symbol sequence. Other techniques for ranking the closest matching symbol sequences and words may alternatively be used.
[0036] The ranked list of closest matching symbol sequences and words may be provided to the user [act 550]. In one implementation, a user-configurable number of the highest ranking symbol sequences and words may be provided to the user. The ranked list may be provided automatically (e.g., as an automatic popup window) or may be provided in response to an action by the user. For example, in one implementation, the ranked list may be provided in response to the user selecting the symbol sequence. In this situation, the ranked list, for example, may be provided after other symbol sequences are received in the current file.
[0037] Once the ranked list is provided to the user, it may then be determined whether the user selected one of the items in the ranked list [act 560]. The user may select an item from the ranked list in any conventional manner. For example, the user may select an item from the ranked list using a mouse pointer.
[0038] If the user selects an item from the ranked list [act $560]$, the received symbol sequence is automatically replaced with the selected item [act 570]. If, on the other hand, the user does not select an item from the list [act 560] or after the received symbol sequence is automatically replaced with a select item [act 570], processing may return to act $\mathbf{4 1 0}$ above with system $\mathbf{1 0 0}$ receiving another symbol sequence.
[0039] It will be appreciated that system 100 may periodically re-perform any or all of acts $\mathbf{4 2 0 - 5 7 0}$ on any symbol sequences that do not match a word in the dictionary. In one implementation, system 100 may re-perform any or all of acts 420-570 on those symbol sequences not matching a word in the dictionary at predetermined intervals. In other implementations, system 100 may re-perform any or all of acts 420-570 during those instances where system $\mathbf{1 0 0}$ is in an idle state (e.g., when the user stops typing into the current file).
[0040] It will be further appreciated that while the above process includes both automatic replacement of symbol sequences and provisioning of a linked list, these acts may be separately provided in other implementations. For example, a process consistent with the principles of the invention may provide one or both of these separate acts.
[0041] FIGS. 6 and 7 illustrate a first example of the above processing consistent with the principles of the invention.

With reference to FIG. 6, assume that a group of symbol sequences 600 has been received into a current file. Moreover, assume that the probability threshold for automatically replacing a symbol sequence in the current file is $98 \%$ and the probability threshold for determining whether another symbol sequence or word closely matches the symbol sequence is $75 \%$. It will be appreciated that these threshold values are provided for explanatory purposes only. Other values may alternatively be used.
[0042] As illustrated in FIG. 6, the symbol sequence "Harrtiy" has been received into the current file. Following the processing set forth above with respect to FIGS. 4 and 5, the symbol sequence, "Harrtiy," may be compared to words in the dictionary (e.g., dictionary 300). Since the symbol sequence, "Harrtiy," does not match any of the words in the dictionary, the symbol sequence is compared to all other symbol sequences in the file to determine whether it matches any of the other symbol sequences in the file.
[0043] Since the symbol sequence does not match any of the other symbol sequences in the file, it will be determined whether the symbol sequence, "Harrtiy," closely matches any other symbol sequence in the file. In one implementation, the determination of whether the symbol sequence closely matches another symbol sequence may be based on the probability of the symbol sequence matching another symbol sequence. Assume, for example, that it is determined that the probability of the symbol sequence, "Harrtiy," matching the symbol sequence, "Harrity"" is 99\%. In this instance, the symbol sequence, "Harrtiy," would be automatically replaced with the symbol sequence, "Harrity."
[0044] Assume, as an alternative, that it is determined that the probability of the symbol sequence, "Harrtiy," matching the symbol sequence, "Harrity," is $95 \%$ and, therefore, the symbol sequence is not automatically replaced. In this situation, the closest matching symbol sequences from the file and the closest matching symbol sequences from the dictionary may be obtained. In one implementation, the closest matching symbol sequences and words may be obtained based on the probability of the symbol sequence matching another symbol sequence or word. Assume, for example, that it is determined that the probability of the symbol sequence, "Harrtiy," matching the symbol sequence, "Harrity," is, as set forth above, $95 \%$, and that the probability of the symbol sequence, "Harrtiy," matching any other symbol sequence in the file is below $75 \%$ (the threshold value). Moreover, assume, for example, that it is determined that the probability of the symbol sequence, "Harrtiy," matching the word, "Hearty," is $80 \%$, the probability of the symbol sequence, "Harrtiy," matching the word, "Harry", is $79 \%$, the probability of the symbol sequence, "Harrtiy," matching the word, "Hardy," is $77 \%$, and the probability of the symbol sequence, "Harrtiy," matching the word, "Harpy", is $76 \%$. Therefore, the closest matching symbol sequences and words include: "Harrity," "Hearty", "Harry," "Hardy," and "Harpy."
[0045] These closest matching symbol sequences and words may then be ranked based, for example, on their probability of matching the symbol sequence, "Harrtiy." Table 1 below illustrates the ranked list of closely matching symbol sequences and words.

TABLE 1

| Harrity | $95 \%$ |
| :---: | :---: |
| Hearty | $80 \%$ |

TABLE 1-continued

| Harry | $79 \%$ |
| :--- | :--- |
| Hardy | $77 \%$ |
| Harpy | $76 \%$ |

[0046] The ranked list of closely matching symbol sequences and words may then be provided. In one implementation, the ranked list may be provided via a popup window, such as popup window 710, illustrated in FIG. 7. Popup window $\mathbf{7 1 0}$ may automatically appear when the symbol sequence, "Harrtiy," is received or may appear in response to a user action. In the latter instance, popup window 710 may appear after additional symbol sequences have been received into the current file. As illustrated, popup window 710 may also include an auto-correct feature that allows the user to add one of the items from the ranked list to an auto-correct list.
[0047] Upon selection of one of the items in the ranked list, the symbol sequence, "Harrtiy," may be automatically replaced.
[0048] FIGS. 8 and 9 illustrate a second example of the above processing consistent with the principles of the invention. With reference to FIG. 8, assume that a group of symbol sequences $\mathbf{8 0 0}$ has been received into a current file. Moreover, assume that the probability threshold for automatically replacing a symbol sequence in the current file is $98 \%$ and the probability threshold for determining whether another symbol sequence or word closely matches the symbol sequence is $75 \%$. It will be appreciated that these threshold values are provided for explanatory purposes only. Other values may alternatively be used.
[0049] As illustrated in FIG. 8, the symbol sequence "elastamer" has been received into the current file. Following the processing set forth above with respect to FIGS. 4 and 5, the symbol sequence, "elastamer," may be compared to words in the dictionary (e.g., dictionary 300). Since the symbol sequence, "elastamer," does not match any of the words in the dictionary, the symbol sequence is compared to all other symbol sequences in the file to determine whether it matches any of the other symbol sequences in the file.
[0050] Since the symbol sequence does not match any of the other symbol sequences in the file, it will be determined whether the symbol sequence, "elastamer," closely matches any other symbol sequence in the file. In one implementation, the determination of whether the symbol sequence closely matches another symbol sequence may be based on the probability of the symbol sequence matching another symbol sequence. Assume, for example, that it is determined that the probability of the symbol sequence, "elastamer," matching the symbol sequence, "elastomer," is $99 \%$. In this instance, the symbol sequence, "elastamer," would be automatically replaced with the symbol sequence, "elastomer." If probabilities of two or more symbol sequences from the file are above the threshold, the symbol sequence with the highest probability may be selected to replace the received symbol sequence.
[0051] Assume, as an alternative, that it is determined that the probability of the symbol sequence, "elastamer," matching the symbol sequence, "elastomer," is $97 \%$ and, therefore, the symbol sequence is not automatically replaced. In this situation, the closest matching symbol sequences from the file and the closest matching symbol sequences from the dictionary may be obtained. In one implementation, the closest matching symbol sequences and words may be obtained
based on the probability of the symbol sequence matching another symbol sequence or word.
[0052] Assume, for example, that it is determined that the probability of the symbol sequence, "elastamer," matching the symbol sequence, "elastomer," is, as set forth above, $97 \%$, the probability of the symbol sequence, "elastamer," matching the symbol sequence, "elastomeric," is $90 \%$, the probability of the symbol sequence, "elastamer," matching the symbol sequence, "elastic," is $79 \%$, the probability of the symbol sequence, "elastamer," matching the symbol sequence, "elasticity," is $78 \%$, and that the probability of the symbol sequence, "elastamer," matching any other symbol sequence in the file is below $75 \%$ (the threshold value). Moreover, assume, for example, that it is determined that the only word from the dictionary that closely matches the symbol sequence is "easterner" with a probability of $75.5 \%$ (it is assumed for this example, that the word "elastomer" is not contained in the dictionary). Therefore, the closest matching symbol sequences and words include: "elastomer," "elastomeric," "elastic," "elasticity," and "easterner."
[0053] These closest matching symbol sequences and words may then be ranked based, for example, on their probability of matching the symbol sequence, "elastamer." Table 2 below illustrates the ranked list of closely matching symbol sequences and words.

TABLE 2

| elastomer | $97 \%$ |
| :--- | :---: |
| elastomeric | $90 \%$ |
| elastic | $79 \%$ |
| elasticity | $78 \%$ |
| easterner | $75.5 \%$ |

[0054] The ranked list of closely matching symbol sequences and words may then be provided. In one implementation, the ranked list may be provided via a popup window, such as popup window 910, illustrated in FIG. 9. Popup window 910 may automatically appear when the symbol sequence, "elastamer," is received or may appear in response to a user action. In the latter instance, popup window 910 may appear after additional symbol sequences have been received into the current file. As illustrated, popup window 910 may also include an auto-correct feature that allows the user to add one of the items from the ranked list to an auto-correct list.
[0055] Upon selection of one of the items in the ranked list, the symbol sequence, "elastamer," may be automatically replaced.
[0056] FIGS. 10 and 11 illustrate a third example of the above processing consistent with the principles of the invention. With reference to FIG. 10, assume that a group of symbol sequences $\mathbf{1 0 0 0}$ has been received into a current file. Moreover, assume that the probability threshold for automatically replacing a symbol sequence in the current file is $98 \%$ and the probability threshold for determining whether another symbol sequence or word closely matches the symbol sequence is $75 \%$. It will be appreciated that these threshold values are provided for explanatory purposes only. Other values may alternatively be used.
[0057] As illustrated in FIG. 10, the symbol sequence "synchronise" has been received into the current file. Following the processing set forth above with respect to FIGS. 4 and 5, the symbol sequence, "synchronise," may be compared to words in the dictionary (e.g., dictionary 300). Since the symbol sequence, "synchronise," does not match any of the words
in the dictionary, the symbol sequence is compared to all other symbol sequences in the file to determine whether it matches any of the other symbol sequences in the file.
[0058] Since the symbol sequence does not match any of the other symbol sequences in the file, it will be determined whether the symbol sequence, "synchronise," closely matches any other symbol sequence in the file. In one implementation, the determination of whether the symbol sequence closely matches another symbol sequence may be based on the probability of the symbol sequence matching another symbol sequence. Assume, for this example, that the probability of the most closely matching symbol sequence from the file is determined to be $95 \%$ and, therefore, the symbol sequence is not automatically replaced. In this situation, the closest matching symbol sequences from the file and the closest matching symbol sequences from the dictionary may be obtained. In one implementation, the closest matching symbol sequences and words may be obtained based on the probability of the symbol sequence matching another symbol sequence or word.
[0059] Assume, for example, that it is determined that the probability of the symbol sequence, "synchronise," matching the symbol sequence, "synchronized," is $95 \%$, that the probability of the symbol sequence, "synchronise," matching the symbol sequence, "synchronization," is $85 \%$, and that the probability of the symbol sequence, "synchronise," matching any other symbol sequence in the file is below $75 \%$ (the threshold value).
[0060] As set forth above, the words selected from the dictionary may be based on the most closely matching symbol sequences in the file. Since the symbol sequence, "synchronized," has a high probability of matching, the following words may be obtained from the dictionary: "synchronize," "synchronizes," and "synchronizing." Assume, for example, that the probability of the symbol sequence, "synchronise," matching the symbol sequence, "synchronize," is $99 \%$. In this example, the symbol sequence, "synchronise," would be automatically replaced with the symbol sequence, "synchronize."
[0061] As an alternative, assume, for example, that the probability of the symbol sequence, "synchronise," matching the symbol sequence, "synchronize," is $97.9 \%$, that the probability of the symbol sequence, "synchronise," matching the symbol sequence, "synchronizes," is $95 \%$, that the probability of the symbol sequence, "synchronise," matching the symbol sequence, "synchronizing," is $87 \%$, and that the probability of the symbol sequence, "synchronise," matching any other word from the dictionary is below $75 \%$ (the threshold value).
[0062] These closest matching symbol sequences and words may then be ranked based, for example, on their probability of matching the symbol sequence, "synchronise." Table 3 below illustrates the ranked list of closely matching symbol sequences and words.

TABLE 3

| synchronize | $97.9 \%$ |
| :--- | ---: |
| synchronized | $95 \%$ |
| synchronizes | $95 \%$ |
| synchronizing | $87 \%$ |
| synchronization | $85 \%$ |

[0063] The ranked list of closely matching symbol sequences and words may then be provided. In one imple-
mentation, the ranked list may be provided via a popup window, such as popup window 1110, illustrated in FIG. 11. Popup window 1110 may automatically appear when the symbol sequence, "synchronise," is received or may appear in response to a user action. In the latter instance, popup window 1110 may appear after additional symbol sequences have been received into the current file. As illustrated, popup window 1110 may also include an auto-correct feature that allows the user to add one of the items from the ranked list to an auto-correct list.
[0064] Upon selection of one of the items in the ranked list, the symbol sequence, "synchronise," may be automatically replaced.
[0065] FIGS. 12 and 13 illustrate a fourth example of the above processing consistent with the principles of the invention. With reference to FIG. 12, assume that a group of symbol sequences $\mathbf{1 2 0 0}$ has been received into a current file. Moreover, assume that the probability threshold for automatically replacing a symbol sequence in the current file is $98 \%$ and the probability threshold for determining whether another symbol sequence or word closely matches the symbol sequence is $75 \%$. It will be appreciated that these threshold values are provided for explanatory purposes only. Other values may alternatively be used.
[0066] As set forth above, at periodic intervals (e.g., during idle periods), the processing described in FIGS. 4 and 5 may be performed on symbol sequences $\mathbf{1 2 0 0}$ in the current file. With reference to FIG. 12, since the symbol sequence 1210, "sychnchronization," does not match any word in the dictionary, symbol sequence $\mathbf{1 2 1 0}$ is compared to all other symbol sequences in the file to determine whether it matches any of the other symbol sequences in the file. Since symbol sequence $\mathbf{1 2 1 0}$ does not match any of the other symbol sequences in the file, it is determined whether the symbol sequence, "sychnchronization," closely matches any other symbol sequence in the file. In one implementation, the determination of whether the symbol sequence closely matches another symbol sequence may be based on the probability of the symbol sequence matching another symbol sequence. Assume, for this example, that the probability of symbol sequence $\mathbf{1 2 1 0}$ matching the symbol sequence, "synchronization," is determined to be $99 \%$. Therefore, symbol sequence $\mathbf{1 2 1 0}$ is automatically replaced with symbol sequence 1310, "synchronization," as illustrated in FIG. 13. In this situation, system $\mathbf{1 0 0}$ may periodically go through a current file and automatically correct misspelled words.

## CONCLUSION

[0067] Implementations consistent with the principles of the invention improve the changing of symbol sequences in documents. In one implementation, an unknown symbol sequence in a document, such as a word processing document, is compared to other symbol sequences in the word processing document. If the unknown symbol sequence closely matches another symbol sequence in the word processing document, the unknown symbol sequence may be automatically replaced with the closely matching symbol sequence. Alternatively, a list of closely matching symbol sequences from the word processing document may be generated, along with a list of closely matching words from a dictionary. The two lists may be combined and ranked based on the symbol sequences in the word processing document. The ranked list (or a predetermined number of highest ranking items in the ranked list) may be provided to a user. Upon
selection of one of the items in the provided list, the unknown symbol sequence may be automatically replaced with the selected item. In this way, auto-correction of symbol sequences in documents can be improved.
[0068] The foregoing description of exemplary embodiments of the invention provides illustration and description, but is not intended to be exhaustive or to limit the invention to the precise form disclosed. Modifications and variations are possible in light of the above teachings or may be acquired from practice of the invention. For example, while not explicitly described above, it will be appreciated that the probabilities assigned to potentially matching symbol sequences and words may be based, in some implementations consistent with the principles of the invention, on the context of the received symbol sequence in the file.
[0069] While a series of acts has been described with regard to FIGS. 4 and 5, the order of the acts may be varied in other implementations consistent with the invention. Moreover, non-dependent acts may be implemented in parallel.
[0070] It will also be apparent to one of ordinary skill in the art that aspects of the invention, as described above, may be implemented in many different forms of software, firmware, and hardware in the implementations illustrated in the figures. The actual software code or specialized control hardware used to implement aspects consistent with the principles of the invention is not limiting of the invention. Thus, the operation and behavior of the aspects of the invention were described without reference to the specific software code it being understood that one of ordinary skill in the art would be able to design software and control hardware to implement the aspects based on the description herein.
[0071] Further, certain portions of the invention may be implemented as "logic" that performs one or more functions. This logic may include hardware, such as an application specific integrated circuit or a field programmable gate array, software, or a combination of hardware and software.
[0072] No element, act, or instruction used in the description of the invention should be construed as critical or essential to the invention unless explicitly described as such. Also, as used herein, the article "a" is intended to include one or more items. Where only one item is intended, the term "one" or similar language is used. Further, the phrase "based on" is intended to mean "based, at least in part, on" unless explicitly stated otherwise.

1-13. (canceled)
14. A computer-readable medium comprising instructions for causing at least one processor to perform a method comprising:
receiving a symbol sequence into a document;
identifying another symbol sequence in the document whose probability of matching the received symbol sequence is above a threshold; and
replacing the received symbol sequence with the other symbol sequence.
15. The computer-readable medium of claim 14 wherein the threshold is configurable.
16. The computer-readable medium of claim 14 wherein the method further comprises:
identifying one or more variations of the other symbol sequence; and
replacing the received symbol sequence with a variation of the other symbol sequence when a probability of the variation matching the received symbol sequence is
higher than the probability of the other symbol sequence matching the received symbol sequence.
17. The computer-readable medium of claim 14 wherein the replacing includes:
replacing the received symbol sequence with a word from a dictionary when a probability of the word matching the received symbol sequence is higher than the probability of the other symbol sequence matching the received symbol sequence.
18. A computer-readable medium comprising instructions that cause at least one processor to perform a method comprising:
identifying a symbol sequence in a document that closely matches a first symbol sequence in the document;
identifying a word in a list of previously-stored words that closely matches the first symbol sequence;
ranking the identified symbol sequence and word to form a ranked list of objects; and
providing the ranked list of objects.
19. The computer-readable medium of claim 18 wherein the identifying a symbol sequence in a document that closely matches a first symbol sequence in the document includes:
identifying the symbol sequence based on a probability of the symbol sequence matching the first symbol sequence, and
wherein the identifying a word in a list of previously-stored words that closely matches the first symbol sequence includes:
identifying the word based on a probability of the word matching the first symbol sequence.
20. The computer-readable medium of claim 19 wherein the method further comprises:
removing, prior to providing the ranked list of objects, at least one of the identified symbol sequence or word whose probability of matching the first symbol sequence is below a threshold.

