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ABSTRACT

The invention relates to data searching and translation. In particular, the invention relates to searching documents from the Internet or databases. Even further, the invention also relates to translating words in documents, WebPages, images or speech from one language to the next. A computer implemented method including at least one computer in accordance with the invention is characterised by the following steps: receiving a search query including at least one search term, deriving at least one synonym for at least one search term, expanding the received search query with the at least one synonym, searching at least one document using the expanded search query, retrieving the search results obtained with the expanded query, ranking the search results based on context of occurrence of at least one search term. The best mode of the invention is considered to be an Internet search engine that delivers better search results.
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METHOD AND MEANS FOR DATA SEARCHING AND LANGUAGE TRANSLATION

TECHNICAL FIELD OF INVENTION

[0001] The invention relates to data searching and language translation. In particular, the invention relates to searching documents from the Internet or databases. Even further, the invention also relates to translating words in documents, WebPages, images or speech from one language to the next.

BACKGROUND

[0002] Searching from the Internet which spans the globe is a common experience for most office workers of today. Quite often though the search experience is frustrating, you either cannot find the documents you were looking for, or the documents that might be relevant are in a language you cannot understand. This greatly hinders the productivity of the world economy.

[0003] Internet search engines are known in the prior art, as well as machine translation software. One document that describes the situation in the prior art is WO 2009/002864 A2, which is cited here as a reference. In this prior art a search query is inputted to a computer, for example of the form “How to ship a box”. In this prior art the terms in the query are synonym expanded. For example the word ship can have synonyms e.g., “boat” and “send”. The expanded synonym set is limited by removing the expanded synonyms that are contextually irrelevant. That is, a synonym of a term in the search query is selected based on a context of occurrence of the term in the received search query in accordance with this prior art. For example in the prior art, search results related to fishing trawlers are probably not relevant to shipping a box and thus these search results are discarded.

SUMMARY

[0004] The invention under study is directed towards a system and a method for effectively improving computerised search queries from data and computerised language translations from one language to the next.

[0005] The prior art has serious disadvantages. The inventor now asks: What if the person in the introduction is looking to ship a box of fish? Search results related to fishing trawlers might not be so irrelevant after all.

[0006] The prior art methods for searching and translating data are deficient at least in the perspective that they can make an incorrect isolated decision in the synonym expansion that leads to wrong results in the overall search execution, as the search cannot recover to the desired search results.

[0007] A further object of the invention is to solve the above problem and produce search results and translations of improved quality.

[0008] In this application “synonym” of a word A is construed as a word B that has similar meaning with word A, but is a different word. Spelling and typing errors in a word are also regarded to change the word into a synonym in this application. I.e. “apple” could be a synonym to “apple” in accordance with the invention.

[0009] In this application “context” is construed as the overall and entire logical, physical, and/or philosophical surroundings in which the word is presented or might/should be understood.

[0010] “Synonym expansion” is construed as the expansion of the original search and/or translation query into word sets having a similar meaning. For example a query “Big Aple” could be synonym expanded to:

- “Big Aple”
- “large apple”
- “Big Apple”
- “New York City”
- “NYC”

[0011] “Natural language” means a past, present or future language spoken and/or written such as French, German, Esperanto, English or Chinese.

[0017] In one aspect of the invention the search query is expanded with search term synonyms. Search results are retrieved based on the expanded query. However, valid synonyms are not excluded because they merely appear to be irrelevant. For example in the case of the query, “How to ship a box”, a trawler, albeit a fishing ship, would not be excluded. Now this will probably lead to a larger set of search results. The search results related to fishing trawlers are now still in the synonym expanded search result set.

[0018] In the invention the synonym expanded search results are then ranked based on their contextual relevance. The contextual information that is used to perform the contextual ranking on the synonym expanded search results can be derived from various sources: global known parameters, data available from the computer of the user, recent browsing history of web pages, a statistical analysis of how users in the past have accessed sites listed in the synonym expanded search query, data open in an application on the computer of the user and any other information that characterises the context in which the query is launched. For example, if the user has a browser window open with words “Cod” and/or “Salmon”, both generally known fish, the contextual relevance of the “fishing trawler” is very strong, albeit it is not the closest synonym to ship. Therefore the search results with the fishing trawlers will not only be included in the search results, but will also rank high in the final list of search results that is shown to the user.

[0019] In another use scenario of the invention, the search query “how to ship a box” comes from a computer known to reside in the Arabian desert in, say Saudi Arabia. The same synonym expanded search result set is retrieved. Now, assume the user just visited FedEx™ website for 15 seconds. Even though the search result that deals with fishing trawlers that also deliver boxes of fish is in the retrieved results it will not rank high based on its contextual relevance. The websites of the Saudi Arabian Post Office come up quite high based on their contextual relevance, as well as any courier service that has a branch there.

[0020] Again, ranking is changed in favour of the fishing trawler search result that deals with boxes and deliveries, if the user has a document on Sauvignon Blanc (the famous grape for white wine compatible with white fish) open on his desktop.

[0021] In the invention no search results are lost by a deficient contextual decision that performs a wrong decision on an isolated search term. This is a significant advantage of the invention.

[0022] Another embodiment of the invention deploys the same aforementioned inventive technique in translating documents from one language to the next. A word to be translated into another language is analogous to a search term in some embodiments of the invention. Let us assume the
sentences to be translated into English are for example in Finnish: “Matti Oath kayda kylassa. Saavuttavan Liisa tarjosi kahvit tuvassa.” Synonym expanded translations may be of the following type:

1) “Matti decided to visit. On arrival Liisa offered coffee in the living room”

2) “Matti decided to drop by. On arrival Liisa offered coffee in the house.”

3) “Matti decided to visit a village. On arrival Liisa offered coffee in the living room”

4) “Matti determined to drop by in a village. On arrival Liisa treated to coffee in a house”

And so on.

Now the list of search results will be very long as different permutations and combinations of different expanded synonyms combined in a different way amount to a sizable list of search results. In accordance with the invention, a search result list with validly expanded synonyms that is broad is desirable. This quite extended list of synonym expanded search results will now be subject to context based ranking.

The context based ranking can be based on general statistical trends observed from other documents in the same language, words surrounding the text to be translated, data available from the computer of the user, recent browsing history of WebPages, and any other information. Now, if the context somehow reveals that for example the events take place in Helsinki, the translations 1-2 are ranked higher, because generally Finnish speakers would not refer to Helsinki as a village as it is the biggest city and the capital city in the country. Likewise if the context reveals that Matti is unknown to Liisa, the translation 4 would rank contextually higher because “käydä kylissä” implies a social nature to the visit, and if Matti and Liisa do not know each other, it is more contextually relevant to assume that they meet in a village and have coffee that is merely offered by Liisa (e.g. in a house that is a café) rather than on Matti’s personal visit in the living room of Liisa.

Thus in addition to determining the best matching document to a search, the invention can be used to produce the best matching translation. As long as outright wrong decisions in the synonym expansion are avoided, and there is enough contextual information available the outcome will be a considerably improved translation.

Some or all of the aforementioned advantages of the invention are accrued with a browser and a search engine that translates the foreign pages using the synonym expansion-context ranking technique and displays the most relevant search results that are also retrieved with the synonym expansion-context ranking technique. The invention therefore guarantees the widest searches in scope, and the most logically relevant search results are displayed first.

A computer implemented method in accordance with the invention comprises at least one computer and is characterised by the following steps:

1) receiving a search query comprising at least one search term,

2) deriving at least one synonym for at least one search term,

3) expanding the received search query with the at least one synonym.

4) searching at least one document using the said expanded search query,

5) retrieving the search results obtained with the said expanded query,

6) ranking the said synonym expanded search results based on context of occurrence of at least one search term.

An arrangement in accordance with the invention comprises at least one computer and is characterised in that:

1) a search query comprising at least one search term is arranged to be received,

2) at least one synonym for at least one search term is arranged to be derived,

3) the received search query is arranged to be expanded with the at least one synonym,

4) at least one document is arranged to be searched using the said expanded search query,

5) search results obtained with the said expanded query are arranged to be retrieved,

6) the said synonym expanded search results are arranged to be ranked based on context of occurrence of at least one search term.

A memory unit in accordance with the invention comprises software capable of executing the computer implemented search method and/or operating the search arrangement described above.

A computer implemented method in accordance with the invention for translating text from one language to another language comprising at least one computer is characterised by the following steps:

1) receiving a translation query comprising at least one term to be translated,

2) deriving at least one synonym for at least one translation term,

3) expanding the received translation query with the at least one synonym,

4) retrieving the translation results obtained with the said expanded translation query,

5) ranking the said synonym expanded translation results based on context of occurrence of at least one translation term.

A computer implemented arrangement in accordance with the invention for translating text from one language to another language comprising at least one computer is characterised in that:

1) at least one translation query comprising at least one term to be translated is arranged to be received,

2) at least one synonym for at least one translation term is arranged to be derived,

3) the received translation query is arranged to be expanded with the at least one synonym,

4) the translation results obtained with the said expanded translation query are arranged to be retrieved,

5) the said synonym expanded translation results are arranged to be ranked based on context of occurrence of at least one translation term.

A memory unit in accordance with the invention comprises software capable of executing the computer implemented translation method and/or operating the translation arrangement described above.

A memory unit in accordance with the invention comprises software, characterised in that, the software is arranged to read data from a dedicated part of a file system to extract contextual data for search and/or translation.

A search engine software in accordance with the invention is characterised in that, the search engine is
arranged to rank synonym expanded search results based on context data derived from user’s Internet browser, operating system, file system, database software and/or applications.

[0062] Operating system software in accordance with the invention is characterised in that, the operating system is arranged to rank synonym expanded search results based on context data derived from user’s Internet browser, operating system, file system, database software and/or applications.

[0063] A software application in accordance with the invention is characterised in that, the software application is arranged to rank synonym expanded search results based on context data derived from user’s Internet browser, operating system, file system, database software and/or applications.

[0064] Database software in accordance with the invention is characterised in that, the database software is arranged to rank synonym expanded search results based on context data derived from user’s Internet browser, operating system, file system, database software and/or applications.

[0065] In addition and with reference to the aforementioned advantage accruing embodiments, the best mode of the invention is considered to be an Internet search engine that delivers better search results.

BRIEF DESCRIPTION OF THE DRAWINGS

[0066] In the following the invention will be described in greater detail with reference to exemplary embodiments in accordance with the accompanying drawings, in which

[0067] FIG. 1 demonstrates an embodiment of the inventive search method.

[0068] FIG. 2 demonstrates an embodiment 20 of the arrangement used to perform the searches and/or translations in accordance with the invention.

[0069] FIG. 3 demonstrates an embodiment 30 of the translation method in accordance with the invention.

[0070] FIG. 4 demonstrates an embodiment 40 of the translation method using audiovisual input in accordance with the invention.

[0071] Some of the embodiments are described in the dependent claims.

DETAILED DESCRIPTION OF EMBODIMENTS

[0072] FIG. 1 shows an optimum computerised search method as a flow diagram in accordance with the invention. In phase 100 the user inputs a search query. The input can take place by typing text for example with a keyboard or peripheral, by speech when preferably speech recognition is conducted by the computer to extract the query terms, and/or with an image when preferably pattern recognition is conducted by the computer to extract the query terms. For example the user can type “how to ship a box” by a keyboard, or he can say “how to ship a box” and the speech recognition recognises the words and uses them as search terms, and/or he can take an image with a camera or a mobile phone, of a ship with a box on board and the pattern recognition software recognises the ship and the box and extracts these as search terms, and/or the user takes an image of a sign reading “how to ship a box” and the computer uses pattern and/or character recognition, such as Object Character Recognition (OCR) to identify the characters and thus the words in the sign in accordance with the invention. It is also in accordance with the invention that these input methods can be used in a mix: the user can for example write “how to” and take an image of the box on the ship and the written words “how to” and the pattern recognised words “ship” and “box” are combined to form the search query in accordance with the invention. Likewise speech and text and image and speech, or in fact all three forms of input, can be used in a mix in accordance with the invention. The computer will arrange the terms in the order in which they arrive or are recognised, or the user can specify the order of the search terms, and/or the computer can suggest entire search queries to the user based on the recognised search terms in accordance with the invention.

[0073] In phase 110 the search query is expanded with search term synonyms “how to” could be recognised as a phrase and expanded with a synonym “in what way”, the “ship” could be expanded with synonyms such as “boat” and “send”, the “box” could be expanded with a synonym “square” and “parcel”. In addition to words that have a synonymous meaning, the synonym expansion will expand obvious writing versions of different words: for example “centre” (UK English) would be expanded to “center” (US English) in accordance with the invention. The inventive computing system can correct spelling errors such as “boks”, “sip”, “hou” that might have been caused by phonetic misspellings in the synonym expansion, or separately before the synonym expansion. In addition the inventive computing system can correct spelling errors based on typographical errors, for example in a QWERTY keyboard potential errors could be “box”, “shio”, “hoq” in accordance with the invention. Likewise the computer system can expand different states of a noun, and/or correct words from different writing forms to standard forms. For example the Finnish language is notorious for having many states for a noun. A bay—laiti will be written landella—“on the bay” or “landessa—in the bay”. In some embodiments of the invention the synonym expansion will also expand the search terms to different linguistic states. In the example above a search term “landella” would be expanded to also include “landessa”, “laiti” and possibly other states of the noun in accordance with the invention.

[0074] In some embodiments of the invention some terms from the search query can be omitted based on context of occurrence of a search term in order to limit the search terms in accordance with practical limitations, such as available computing power.

[0075] In phase 120 the search results are retrieved based on the expanded query. The more expanded the query, the greater the number of search results. In some embodiments of the invention the expanded search query is divided into several different search queries that are executed by the same or different computers in parallel or in series, and the search results of each separate query are combined to form the overall search results for the expanded search query. In some embodiments of the invention it is especially preferable that redundancies are eliminated from the combined list of search results.

[0076] In phase 130 the search results are ranked contextually. It is important in the invention that the ranking is based on the synonym expanded results set. The synonym expansion increases the reach of the search and delivers more search results, some of which may be or are probably even undesirable to the user. The combined synergistic effect of the contextual ranking imposed on the synonym expanded search result set is important in accordance with the invention. A search result that would have been omitted by contextual rules used in the synonym expansion will still be in the search result set in accordance with the invention, although it is
likely to be proverbially buried underneath hundreds if not millions of search results (depending on how expansive the synonym expansion is) that also match the expanded search query. Now, when all these results are ranked contextually, a search result that might have been on the millionth seed number in the synonym expanded search result will pop up to the first place, provided it has the best contextual match.

**0077** Contextual data, i.e. data for defining the context in which the synonym expanded search results are ranked may be deduced from previous browsing behaviour of the user, location of the user, time, date, nationality of the user, data on the computer of the user, general population browsing behaviour, general statistics and frequency analysis of words, and data that is open in an application on the computer of the user.

**0078** Using previous web pages of the user to define the context is preferable if the user has a consistent browsing behaviour, but many people don’t. In the case of a person that checks the company intranet, and then reads a newspaper online, looks up an auction site or classifieds it might take a long browsing history to determine meaningful context data. One preferable embodiment of the invention is the use of an open application on the computer to define the context data used in ranking. For example if the user has a word processor open with a special term, say “NGC 2547”, it will immediately suggest that a search term “star” actually means a stellar object in space rather than people in Hollywood or Bollywood. In this particular search the documents associated with celebrities will be ranked to the last places in the context ranked synonym expanded search result list. Documents dealing with stars in space will rank higher, documents dealing with stars that have a New General Catalogue (NGC) number will rank higher still, whereas articles on stars in cluster NGC 2547 will rank higher still. An article on a Hollywood actress claimed as a rising star, but with an explicit interest in New General Catalogue numbers would of course be dragged higher on the list than other celebrity articles, because that article would also have contextual merit from the point of view of the search.

**0079** In more detail, the context based ranking can be performed by several different methods and means in accordance with the invention. By context of occurrence we mean the context in which at least one search term occurs, i.e. the context of occurrence of at least one search term. For example when a user types a search query: “flights to London” in a search engine or program, the context of occurrence of these search terms comprise data in other applications on the computer of the user when he made the search query, and any data that is associated to the context in which the search terms now occur. If the user has an email message open with “visit to London 1-3rd March”, the “flights to London” search terms occur in a context of the person going to London between 1-3rd March, and therefore any last minute 3-day 2-night packages for 1-3rd of March will be ranked contextually higher. The context of occurrence thus means the context data on the user’s computer, and/or to which the user's computer has access to as the search terms occur, i.e. are provided to a search engine and/or program.

**0080** In one embodiment of the invention, the system picks words or numbers from the context, such as open applications, emails, messages, temporary folder, Desktop, calendar, clock, GPS chip, operating system, previously browsed WebPages and/or the like. The picking of the words, numbers or other limiting factors to define the context can be done randomly, or by some algorithm, or even by the user in some embodiments, in accordance with the invention. The system now has the search terms that were synonym expanded, typically a huge number of search results, and terms that define the context.

**0081** Now the search results can be rearranged into an order where the document that is closest in similarity to the selected context terms is placed first.

**0082** In one simple embodiment of the invention the received search results are simply ranked in the order of common hits with the context terms. Suppose in our earlier example with the search query: “How to ship a box” the user has a webpage open that is titled “Shipping fish fast to sushi restaurants”, and suppose for example that the system knows we are in Vigo, Spain, probably the largest fishing port in the world. The context terms “fish”, “fast”, “sushi” and “restaurant” are selected in accordance with the invention. Now the document that tells about a fishing trawler that sends sushi files by direct delivery in boxes of ice after it docks in Vigo is probably proverbially buried on the millionth seed or similar in the search results. However, this document will now feature the highest frequency of the contextual terms, and will be rearranged to first place in contextual ranking. In its simplest embodiment context based ranking of the invention is running a new search on the original search results based only on acquired context words.

**0083** It should be understood that different search terms and/or context terms may have different weights, that may be assigned by the user, by the system, be updated from the network, or be pre-programmed into the computer in accordance with the invention.

**0084** It should also be understood that the context terms may be functional, rather than only plain words or numbers, for example context terms can be acquired in functional form such as the date, time, location, and i.e. context terms can be functional or conditional beyond their plain meaning.

**0085** In one embodiment contextual ranking is performed based on context ontologies. By ontology we mean: ontology ((computer science) a rigorous and exhaustive organization of some knowledge domain that is usually hierarchical and contains all the relevant entities and their relations source: Wordnet).

**0086** A word may have an ontology in accordance with the invention, for example the word “apple” will have an ontology of it being an example of a fruit in general as well as being the genus to species varieties like “Calville Blanc” the French culinary apple, or “Granny Smith” (the Australian green apple with a strong taste) or Red Delicious (the bright red apple that has a broad consumer appeal especially in the US), and the popular personal computer from California. In addition to the above the word apple might have a conditional ontology, e.g. meaning New York City when having the prefix “Big” and being in capital letters “Big Apple”.

**0087** Ontology of a word can be typically stored in a file that is read by at least one search engine program. A search engine or the like can have data files for all words in all common languages that define ontologies of those words on one computer or distributed over a network of computers. Alternatively, those files or a part of those files could be stored in the subscriber terminal, like the terminal computer the user is using, such as a PC or Apple Mac computer.

**0088** It should be noted that in accordance with the invention variable weights for different parts may exist within a word ontology. With reflection to earlier example, “Granny Smith” could have a higher relative weight in the “apple"
ontology than “Calville Blanc” in some embodiments of the invention, because a priori one could assume more users searching for apples will be searching for Granny Smiths, because it is better known. The choice can of course be made the other way around providing a higher relative weight for “Calville Blanc” in some embodiments of the invention. As a general rule, the further the connection is from the actual word itself, the lower the relative weight. For the word “apple” the relative weight in the ontology for the “apple” itself will be 100% in some embodiments, whereas for “Calville Blanc” and “Granny Smith” it could be 1% and 2% respectively or vice versa in accordance with the invention.

[0089] As said the words that were chosen to define the context may have ontologies, and in fact in some embodiments those words with well defined ontologies are typically chosen as context words over words that do not have an ontology, or have an ontology that is poorly defined or less used or the like.

[0090] In some embodiments the search results are searched with the ontologies of the context terms and those search result documents that are most similar to the ontologies of the context terms are prioritized in the ranking, i.e. ranked before less relevant search result documents.

[0091] In some embodiments of the invention some or all selected context terms may be synonym expanded too. The retrieved search results are then searched again with the synonym expanded context terms, and the search results that are most similar or have the largest number of hits of synonym expanded context terms are ranked first in the contextual ranking in some embodiments.

[0092] It should be understood that different search terms, context terms and/or ontologies may have different weights, which may be assigned by the user, by the system, be updated from the network, or be pre-programmed into the computer in accordance with the invention.

[0093] It should also be understood that the context terms and/or ontologies may be functional, rather than only plain words or numbers, for example context terms can be acquired in functional form such as the date, time, location, i.e. context terms can be functional beyond their plain meaning. For example consider the context term “time: 12:00”. If the time is 12:00 min from 12:00 in human terms time: 12:00 will very strongly equate with “Now”. Quite clearly in this situation “now” would be in the ontology of the context term time: 12:00, but only functionally and/or conditionally so, if it were 8:00 pm, “now” might not be in the ontology of the context term.

[0094] In more elaborate embodiments, a user or the user terminal may have several contexts that have several ontologies such as for example Email context, Browsing context, and/or Publication context.

[0095] For example an email context will contain other information besides content, such as the time, sender and/or receiver, their identity. Many times the actual content in the email is not remembered by people who were corresponding; it is rather the sender and the time when it was sent and/or received, its importance classification or other parameters that define the context ontology of the email context.

[0096] Browsing context can be read from the browser cache in some embodiments of the invention. For example a webpage that was accessed at a certain time should be interpreted in the context of other WebPages that were accessed at the same time, or with the same or similar query string. The browser cache when read in this way can be used to determine the browsing context ontology in accordance with the invention.

[0097] Publication context on the other hand relates to what the user or user terminal decides to publish. Many users receive a lot of crap that is uninteresting to them, but people rarely post a webpage or send electronic mail or FTP files about issues that are completely uninteresting to themselves, those issues may of course be uninteresting to others. The data that the user or the user terminal publishes on the Internet or to a select group in the form of messaging can be used to define the ontology of the publication context.

[0098] When the context ontology is specified a user can assign a weight to particular regions of the ontology, or to entire ontologies. For example in the email context ontology all sent emails or terms or data that appear in sent emails could be given a user assigned relative weight of 100, when terms and/or data in received emails could be given a weight of 1. The user could set the aforementioned relative weights himself or they could be pre-programmed or set from an Internet and/or network server by a third party. Quite clearly in the publication context the weights of some elements in the ontology could be a function of publication frequency for example. A webpage that the user is updating all the time is likely to have a weight of 87 if it was updated 87 times in comparison to a webpage that was only updated once (—relative weight 1) for example, in some embodiments of the invention.

[0099] The different context and context ontologies may also have different weights, which can be user assigned, assigned from a network server and/or pre-programmed. An attorney that mainly uses email for his self expression will have an email context ontology that will have a higher relevant weight to browsing or publication ontology. A media marketing person will by contrast have a publication context ontology outweighing email context ontology for example, as the most important things on her mind are the things she publishes by way of WebPages or press releases for example.

[0100] In its simplest embodiment, a certain context, take email context for example, could have one or a collection of context terms that would be the same all the time. If the user is a travel agent selling British Airways flights “British Airways” and “Eurotraveller” are pretty constant context terms, because nearly all business is associated with booking Eurotraveller economy seats to customers. If the ontology of these constant context terms would be constant all the time, this would in effect mean that the ontology of the context, i.e. email context in this case would also be constant.

[0101] Of course having the same context terms or context ontology is not desirable for versatile users, which account for the majority of all users. In order to adapt to the changing wishes of users, the different contexts need to change too, and choose those context terms that appear to reflect the current user activity and intentions the best. If the user for example has an email program open where he is writing an email to be sent, it is a good bet for the system to acquire at least some context terms from the email the user is currently writing.

[0102] The aforementioned course leads to the embodiment of dynamical ontology derivation for a context, when a context has different context terms at different times or different situations, which is in accordance with the invention. In some embodiments of the invention a number of contexts are being up to date as the user uses the computer system, and the context with the best fit to user activity is preferably chosen all the time, the context terms that best reflect user activity are
preferably chosen all the time, and the ontology of at least one context term and/or context is preferably up to date to reflect the user activity.

[0103] It should be noted that different contexts may be combined in some embodiments to yield the context definition with different relative weights. For example a user having an email message open and browsing the Internet could be in a 70% email context 30% browsing context in accordance with the invention. In this way different contexts may be used in combination in accordance with the invention.

[0104] It should be noted that different context terms within a context ontology may have different relative weights in accordance with the invention. For example frequency of a term could add weight to a context term. If the user has an email message open that recites "flight" 5 times, the context term "flight" should have a higher relative weight than some less recited context term, on its own as an independent context term without an ontology, or in a context term ontology.

[0105] In summary different relative weights can be applied to search terms, context terms, contexts, search term ontologies, context term ontologies, context ontologies and/or individual elements within any ontology and in this way any criteria for contextual ranking can be formed in accordance with the invention in any embodiments of the invention.

[0106] Context based ranking based on context ontologies can be visualised with the assistance of RDF (Resource Description Framework)-metadata graphs. One example of this is in FIG. 1 of "Desktop Search—How Contextual Information Influences Search Results and Rankings" by Pili and Nejdl which is cited here and incorporated as reference to this application. This RDF-metadata graph shows a context ontology which specifies context metadata from emails, files, web pages and publications with relations among them. The relations are described in “Activity Based Metadata for Semantic Desktop Search”—Proceedings of the 2nd European Semantic Web Conference, Heraklion, Greece, May 2005 which is also cited here as reference and incorporated into this application. The context ontology elements and the relations between them can be used to search the synonym expanded search results, and prioritise these search results by means of contextual ranking. The relations and metadata within the ontology are typically derived from user activity in some embodiments, for example from when, to whom, and about what subject the user is emailing messages with and what attachment files. Typically those synonym expanded search results that rate highest in similarity to the context ontology that contains the metadata and/or relations are placed with the best rank in the contextual ranking in accordance with the invention.

[0107] Another embodiment with which to visualise context based ranking is with authority transfer annotations using schema graphs which is also explained in “Desktop Search—How Contextual Information Influences Search Results and Rankings” by Pili and Nejdl. Some metadata is more important than other metadata, for example if the sender field contains the boss of the employee, this would be more authoritative metadata than the sender fields of the endless spam-emails most of us receive. In FIG. 2 of the aforementioned document it is shown how authority is transferred within the context ontology, for example the attachment that was attached to an email that the boss sent is more authoritative than if the file would have arrived by spam email. The more authoritative an element in the context ontology is, the higher relative weight it will have in some embodiments of the invention. When the synonym expanded search results are ranked contextually by ranking them against the context ontology, those synonym expanded search results that have similarities to more important and/or authoritative parts of the context ontology will be ranked first in accordance with the invention.

[0108] Furthermore, the document “Context-Aware Semantic Association Ranking by Aleman-Meza, Halaschek, Arpinar and Sheth describes techniques for context based ranking in detail, and is included here as reference to this application. It is in accordance with the invention that the contextual ranking is based on semantic association ranking. In this embodiment context ontology is defined as explained earlier. Now, the synonym expanded search results are compared against the context ontology by seeing which search results are most closely semantically associated with the context and/or context ontology. Semantic association between a context and a synonym expanded search result is measured by overall path weight. The overall path weight \( W_{path} \) = User defined weight + Context weight + Subsumption weight (class specialization in a path) + Trust weight (of the path between context & search result), as explained in Context-Aware Semantic Association Ranking by Aleman-Meza, Halaschek, Arpinar and Sheth. It is in accordance with the invention that the synonym expanded search results are contextually ranked so, that those synonym expanded search results that are most closely semantically associated (and/or have the highest overall path weight) with the specified context and/or context ontology are ranked first. Quite clearly it is in accordance with the invention that the semantic association and/or the overall path length can be composed from any permutation and/or combination of the aforementioned components. For example user defined weights could be left out in some embodiments of the invention.

[0109] As explained before contextual ranking of phase 130 may be performed with different techniques. It is in accordance with the invention that these techniques can be combined and/or permuted in accordance with the invention.

[0110] In phase 140 the contextually ranked synonym expanded search results are displayed to the user in the order of contextual relevance. Typically the said list is displayed in the monitor and the user can move to different positions in the list and select any search result for more detailed viewing. In some embodiments some parts of the search terms might be discarded, for example the contextually least relevant search results. Discarding search results now is not as dangerous as based on a contextual analysis of a search term earlier. The search result to be discarded has been considered vis-a-vis its objective content of the substantive meaning of the search terms as well as its context in comparison to the context of the query as a whole or in part in some embodiments.

[0111] In fact it could be stated that as long as the synonym expansion is expansive enough and the user provides enough information to define the context the invention will find the best match to the query of the user in the searched documents. It is another matter of course, if the desired document is available, but by connecting the invention to the Internet users will find their desired information better than ever before.

[0112] It should be noted that any features, phases or parts of the method 10 can be freely permuted and combined with embodiments 20, 30, 40 in accordance with the invention.

[0113] FIG. 2 shows an exemplary arrangement for conducting inventive searches. The embodiment 20 refers more
particularly to Internet searches, but the invention can of course be used with any data searches from any number of documents or databases. The user will use the computer 210 with the keyboard 220 and/or a peripheral like a mouse 200 and read and look at results from the screen 230. If the search query is directed to at least one database or document on the computer 210 the inventive search method can be operated “off-line” i.e. externally in the computer and the search results are shown on the screen 230. In some embodiments the search software needed to carry out the searches with the inventive method resides on the server 240 only and the documents on computer 210 need to be searched with the inventive search method. In this embodiment the server 240 searches the hard drives, memory, files or databases on computer 210.

[0114] In many embodiments part of the inventive system can be distributed to several servers, several client computers, and/or so that some parts of the system are distributed to at least one client computer, and some parts that are different or the same are distributed to a server computer.

[0115] The most typical use embodiment of the invention is normal Internet search. A search query is forwarded from the computer of the user to a server of an Internet Search Engine. Exemplary prior art search engines are currently known to operate by various names such as Google™, Bing™, Yahoo™, Lycos™ and the like. The server 240 receives the search query and conducts the inventive Internet search. In some embodiments, especially those where the synonym expansion leads to a very large number of synonym expanded search queries, it is preferable for the server to execute the search queries in parallel or in series as separate search queries and collect the total list of the search results from the searches with the synonym expanded search queries. In this embodiment it is preferable to eliminate redundancies from the total list, (i.e. the sum list of synonym expanded search results) prior to the contextual ranking, as the redundancy elimination leaves less search results to be ranked and saves processing resources.

[0116] The server 240 is typically arranged to search the Internet or databases but it may also search any files, documents, and/or data that it has access to in accordance with the invention. It is in accordance with the invention that there are more than one server 240 that share the processing of the search query, or the server 240 may relay the search query to another server in accordance with the invention.

[0117] It is in accordance with the invention that the computer 210, screen 230, keyboard 220 and/or mouse 200 can be replaced by a mobile phone, laptop or any portable computing device, or in fact any device that can receive a search query, irrespective of whether the computational resources reside on that device and/or the server 240. It is in accordance with the invention that the search queries can be inputted by speech or images, in which case the computer could be replaced merely by a microphone, or a normal telephone wireless or wire line to receive the search query. In the case of image input the computer features, or is replaced by a camera used to take the images. In some embodiments it would be preferable to receive digital images as input for the inventive search, but naturally film images can be digitised and used by the inventive computerised search in accordance with the invention.

[0118] All communications connections between any computers or devices whether client computers, dumb terminals or server devices can be arranged as wireless connections, such as radio/microwave/optical, for example GSM, CDMA, WIFI, free space optics (FSO), and/or fixed communications connections such as data cable, POTS, and/or optical network e.g. SONET/SDH/Ethernet. Quite clearly the inventive method can be executed in an arrangement that comprises only one computer, several computers or a computer network.

[0119] The contextual data needed to perform the contextual ranking of the synonym expanded search results can be obtained in a variety of ways: the server 240 may observe the previous searches made by the user, the Internet and/or database and/or document browsing behaviour of the user and deduce the context based on the occurrence of words in that document in some embodiments.

[0120] The user may specify a context by text entry or multiple choice to the computer in some embodiments. There may be data on the computer 210 of the user that is used to define the context data in some embodiments. The data on the user’s computer can be used to define context data in a multitude of ways: It is possible to use all data on the computer 210 to define the context but this requires a great deal of data processing. In some embodiments of the invention the user has a dedicated folder that contains documents that relate to the area of interest to the user. The documents only in this folder are read to define the context data in some embodiments. For example, the user could have a scanned fishing permit in his context folder on the computer. Whilst he would input “how to ship a box” the context would be “fishing” and the documents related to fishing trawlers shipping boxes of fish would rank high in the final search results.

[0121] Indeed in some embodiments the contextual ranking based on a dedicated context folder on the computer of the user can be used without synonym expansion in accordance with the invention.

[0122] It should be noted that the inventive search method can be used also to search data stored in an application, for example an email application in some embodiments of the invention. The contextual ranking based on a dedicated context folder on the computer of the user can be used without synonym expansion to search for data in applications in accordance with the invention in some embodiments. The contextual ranking based on a dedicated context folder on the computer of the user or in the network is inventive on its own right and may be used to rank search results, but also synonyms in accordance with the invention. For example the synonyms of the synonym expansion could be ranked by the contextual ranking based on contents in a dedicated context folder, with only the highest ranking synonyms being accepted to at least one search query in accordance with the invention.

[0123] Quite clearly any contextual ranking methods explained in association with phase 130 may be used in or by the arrangement 20.

[0124] It should be noted that any features, phases or parts of the arrangement 20 can be freely permuted and combined with embodiments 10, 30, 40 in accordance with the invention.

[0125] FIG. 3 shows an embodiment of the inventive search method deployed to translation from one language to another language. Language translation is analogous to search in the sense that a corresponding word in another language is being searched when a translation is performed. Now, in phase 300 a user, software, Internet browser, or search engine software enters a webpage with text in a foreign language. The process of entering a webpage of a foreign language can be made
invisible to the user in some embodiments, i.e. the webpage entered is not shown to the user requesting it in this embodiment.

[0126] In phase 310 text is recognised by the inventive computation system from the webpage that was entered in phase 300. Preferably text is recognised in phase 310 in any language, even if it has a different character set to European Alphabets used here, such as Chinese, Japanese, Korean, Thai, Cyrillic, Greek, Indonesian, any Indian alphabet such as Urdu or Hindi or the like. Also languages that are not used anymore, such as Latin or Egyptian hieroglyphics can be recognised in some embodiments in accordance with the invention.

[0127] On some web pages textual data is not stored in the form of text, but rather the text is in an image, which image is on the webpage. It is in accordance with the invention to recognise the text from the image data by character recognition, for example OCR (Object Character Recognition), or similar recognition algorithm.

[0128] In phase 320 the text in the foreign language is translated to synonym expanded text sets in the preferred language of the user. For example if the webpage would have contained a sentence “How to ship a box” and the user would use Finnish as his preferred language, be it native language or best language or any language of choice the translated synonym expanded sets could include for example:

[0129] “Kuinka randaata laatikko laativalla”,
[0130] “Kuinka lahtettä laatikko”,
[0131] “Mina keinoin lahtettä paketti”,
[0132] and so on.

[0133] Now, in some embodiments of the invention the inventive translation system defines a text set as the text between commas, a comma and a full stop, between full stops, or a block of words of some length, e.g. 10 words.

[0134] In phase 330 the synonym expanded text set results are ranked based on contextual relevance. If there is only one text set on the webpage, the contextually most relevant text set is shown to the user as the translation in his preferred or native language. In some embodiments the translation is shown in a different application and/or Internet browser window on the computer of the user. In some embodiments the Internet browser shows the translated text in the same place on the webpage, i.e. thereby producing a ‘virtual webpage’ in a different language that otherwise looks the same as the original webpage, except that it is in a different language. The contextual data needed to perform the contextual ranking can be obtained similarly to other embodiments explained in this application.

[0135] If there is more than one text set on the webpage, in phase 340 the combinations of translated text set results are ranked based on their contextual relevance. The contextual relevance can be estimated for example based on how well the different translated text sets fit together, i.e. does the translation make sense in combination?

[0136] The contextual ranking of translations can be performed by any methods discussed in association with phase 130. For example a sentence is translated into several synonym expanded translation results. The synonym expanded translation results will then be compared in similarity to the other sentences in the text. Typically a paragraph of manmade text will feature antecedents and the like that cause the same or very similar terms to be carried out all through the text. The translation result that is contextually most similar to at least one surrounding sentence, or the words in a translation result that are most similar to surrounding words, will be chosen as the translation in preferred embodiments of the invention. In its simplest embodiment a translated word can be chosen based on its contextual similarity to only at least one other single word.

[0137] Quite clearly translation results can be contextually ranked by any of the methods explained in association with phase 130 in accordance with the invention. As the ranking has been achieved, typically the contextually highest ranking translation will be offered to the user as the final translation in accordance with the invention.

[0138] It should be understood that different search terms and/or context terms may have different weights, that may be assigned by the user, by the system, be updated from the network, or be pre-programmed into the computer in accordance with the invention.

[0139] It should also be understood that the context terms may be functional, rather than only plain words or numbers, for example context terms can be acquired in functional form such as the date, time, location, i.e. context terms can be functional or conditional beyond their plain meaning.

[0140] Similarly to as explained in phase 130 translated words can be compared against context words, context word ontologies and/or context ontologies in accordance with the invention. In some embodiments of the invention translated word ontologies may be compared against context words, context word ontologies, and/or context ontologies. Similarly to embodiments explained in phase 130 translated word groups and/or sentences can be compared against context words, context word ontologies, and/or context ontologies in accordance with the invention. Typically the translation result that has the greatest similarity with the context words, context word ontologies, and/or context ontologies will be ranked the highest in the contextual ranking and chosen as the translation in accordance with the invention.

[0141] It is also possible that semantic associations are used similarly as explained in phase 130. The translation result that has the highest semantic path weight to at least one context word and/or context words is typically selected as the translation by the contextual ranking in some embodiments of the invention. For example, different grammar rules could be implemented by path weights: If the sentence has a subject followed by a verb which appears to be the predicate of the sentence, it is likely that at least one noun that follows will be the object of the verb. The nouns that are in the state of an object will thus carry higher path weights in that sentence. Quite easily grammar rules can be deployed by the other contextual ranking techniques in accordance with the invention also. In one embodiment of the invention basic grammar rules are arranged to be programmed into the ontology of words.

[0142] Contextual relevance can also be based on data in the context folder. I.e. a Finnish user looking for fishing gear from typically Swedish shops that manufactures most of the desired fishing equipment can place for example Finnish Fishing Permit documentation into the context folder, as an image, text or document file, for example. The Internet Browser and/or the Search program will sense that the overall context now is fishing by analyzing the data in the context folder. As the Finnish user starts to browse the web pages in Swedish explaining product descriptions of lures, nets, rods etc. in Swedish the internet browser will translate the Swedish into Finnish and the Finnish customer can read the translated “virtual” webpage from his browser.
The combination of text sets with the highest contextual rank is displayed to the user as the translation in phase 350 on the webpage, in a separate window, and/or on the webpage in the same place where the original text was, i.e. producing a virtual webpage in the translated language.

Therefore an Internet browser and/or search engine that translates web pages to a defined language, and shows the foreign web pages in the desired language is in accordance with the invention.

It is also in accordance with the invention that as the inventive translation software works on the web pages, the total body of web pages in any preferred language will increase. Some of these web pages may be indexed or even stored by search engines in accordance with the invention. These translated web pages can now of course be subjected to searches, normal searches or searches with the inventive search methods discussed earlier in accordance with the invention.

Quite clearly the invention can be used to translate any document from one language to the next; the use of the invention is not restricted to web browsing.

It should be noted that any features, phases or parts of the method 30 can be freely permuted and combined with embodiments 10, 20, 40 in accordance with the invention.

FIG. 4 displays the search-translation embodiment 40 in accordance with the invention, which is better suited to different categories of input. In phase 400 a user speaks at least one word in a baseline language, which typically is his preferred language, native language or the language he knows best. In fact, the baseline language can be any language in accordance with the invention. In phase 410 speech recognition identifies the spoken words and converts them to text. In some embodiments speech can be supplemented and/or replaced by image data, from which (image data) text is extracted by pattern and/or character recognition. In some embodiments image and speech data can be also recognised in combination, for example a video camera will record both voice and images, and speech and/or sound recognition can be used to identify words from the audio and pattern recognition and/or character recognition can be used to recognised text in image format, words that have image equivalent, (image of a ball identified as "ball"). In the aforesaid ways, and other ways, audio-visual data can be distilled into text. This text can also be translated to another language in accordance with the invention. For example a distilled text in natural language English can be translated to French natural language in accordance with the invention.

In phase 420 the text extracted from audio-visual data is synonym expanded in the desired target language as explained elsewhere in this application. Different text sets are expanded with different synonym expansions. Now, as the input data arrives from a variety of sources, all the text can be synonym expanded as one text set in accordance with the invention, but sometimes it is more preferable to divide the input text into text sets. The text that is derived by speech recognition could be sorted separately, based on what voice speaks the words and other factors. In exemplary embodiments of the invention the computer system can identify who does the speaking. The speech recognised words with a certain voice can be recognised in blocks of 10 words or more or less, or for example the word groups in between pauses can be recognised as distinct text sets in accordance with the invention. Pattern recognised words from image data can be identified as individual words or word set that can be synonym expanded as a text set for example. It is also in accordance with the invention to combine words extracted from different types of audiovisual data.

In fact, the textual extraction of words from audiovisual data by pattern/character recognition is an inventive embodiment in its own right, without the synonym expansion or contextual ranking in accordance with the invention.

However, it is possible and in accordance with the invention that a recognised pattern/character will have synonyms in accordance with the invention, possibly many synonyms. For example a pattern shaped like a "C" could be the letter "C" in the European alphabet but it could also be a half part of a stadium or a velodrome in a picture, "half velodrome", "half stadium" and "C" would be synonyms in this case. This is the translation from character based language to a natural language in accordance with the invention. It is in accordance with the invention that the translation from audiovisual data may not use contextual ranking or synonym expansion in some embodiments as it is inventive in its own right. It is also possible in accordance with the invention that only synonym expansion or contextual ranking are used individually in accordance with the invention. However, in some embodiments it is preferable to use both synonym expansion and contextual ranking, and in some embodiments even more preferably so that the contextual ranking will only be conducted to the synonym expanded translation text set candidate.

In phase 430 the translated text sets, or those sets that were originally in the baseline language and did not need to be translated, are ranked based on contextual relevance.

The combinations of translated text sets are then ranked based on contextual relevance in phase 440.

The combination with the highest contextual rank is reproduced to the user as the translation and/or extraction of text. The reproduction can take place by reproducing the words as voice from a loudspeaker, or as images and/or footage on a screen and/or video that combines the two in the baseline language of the user in phase 450.

In some embodiments of the invention it is possible not to use the translation feature between natural languages e.g. (translating English traffic signs into English text then speech). Useful embodiment being for example a car camera and a computer that reads out traffic signs to the driver as they are videoed and/or photographed. It is possible and in accordance with the invention for the user to operate only the text extraction feature, i.e. translating patterns, characters, image, voice, into textual words. In some embodiments of the invention the extracted textual words that correspond to the data are searched by the synonym expansion—contextual ranking inventive technique.

The invention therefore makes it possible to extract a textual narrative from audiovisual data in the Internet or in the surrounding world around us that is video recorded, and provides for the textual translation of that data.

One simple embodiment of the invention could be realised for example into a portable device that translates English speech to a French loudspeaker broadcast using the synonym expand—contextual rank technique.

However, the ability to extract data from different media types greatly enhances especially the context based ranking. Say for example the user is with a mobile phone in a Finnish harbour. He just took a picture from the harbour. The pattern recognition will recognise words “sea” and “ship” from the image, which was incidentally saved to the context
folder (that acts as the source of context data) of the mobile device. “How to ship a box” will now be translated into Finnish “Kuinka sanaa laatikko laivalla”, instead of the other alternatives, because the context is clear, we are trying to get a box onto an actual ship to some destination, rather than looking for the post office.

It is also in accordance with the invention to use a text document in the context folder of a language speech converter in accordance with the invention.

It should be noted that any features, phases or parts of the method 10 can be freely permuted and combined with embodiments 10, 20, 30 in accordance with the invention.

The invention has been explained above with reference to the aforementioned embodiments and several commercial and industrial advantages have been demonstrated. The methods and arrangements of the invention allow people to find relevant documents, based on the inventive synonym expansion-contextual ranking on that synonym expanded word set-technique. The same technique provides for more accurate translations from one natural language to another language from the Internet or documents, or from a combination of image language and speech to a natural language, either in textual or spoken form.

The invention has been explained above with reference to the aforementioned embodiments. However, it is clear that the invention is not only restricted to these embodiments, but comprises all possible embodiments within the spirit and scope of the inventive thought and the following patent claims.

REFERENCES

“Desktop Search—How Contextual Information Influences Search Results and Rankings” Raluca Paiu and Wolfgang Nejdl.

1. A computer implemented method, characterised by the following steps:
   receiving a search query comprising at least one search term,
   deriving at least one synonym for at least one search term,
   expanding the received search query with the at least one synonym,
   searching at least one document using at least one said expanded search query,
   retrieving the search results obtained with at least one said expanded query,
   ranking the said synonym expanded search results based on context of occurrence of at least one search term.

2. A computer implemented method as claimed in claim 1, characterised in that, the context is derived from data available from the user’s previous searches, data on the user’s computer and/or general statistics.

3. An arrangement comprising at least one computer, characterised in that:
   a search query comprising at least one search term is arranged to be received,
   at least one synonym for at least one search term is arranged to be derived,
   the received search query is arranged to be expanded with the at least one synonym,
   at least one document is arranged to be searched using at least one said expanded search query,
   search results obtained with at least one said expanded query are arranged to be retrieved,
   the said synonym expanded search results are arranged to be ranked based on context of occurrence of at least one search term.

4. A memory unit comprising software capable of executing the method of claim 1.

5. A computer implemented method for translating text from one language to another language comprising at least one computer, characterised by the following steps:
   receiving a translation query comprising at least one term to be translated,
   deriving at least one synonym for at least one translation term,
   expanding the received translation query with the at least one synonym,
   retrieving the translation results obtained with at least one said expanded translation query,
   ranking the said synonym expanded translation results based on context of occurrence of at least one translation term.

6. A computer implemented method for translating text as claimed in claim 5, characterised in that, the translation query is a sentence or a paragraph that is automatically read as input for translation or analysed from audiovisual data such as image and/or sound.

7. A computer implemented method for translating text as claimed in claim 5, characterised in that, the context of occurrence is derived from sentences and/or paragraphs that preceed and/or follow the said translation query.

8. A computer implemented arrangement for translating text from one language to another language comprising at least one computer, characterised in that:
   at least one translation query comprising at least one term to be translated is arranged to be received,
   at least one synonym for at least one translation term is arranged to be derived,
   the received translation query is arranged to be expanded with the at least one synonym,
   the translation results obtained with at least one said expanded translation query are arranged to be retrieved,
   the said synonym expanded translation results are arranged to be ranked based on context of occurrence of at least one translation term.

9. A memory unit comprising software capable of executing the method of claim 5.

10. A memory unit comprising software, characterised in that, the software is arranged to read data from a dedicated part of a file system to extract contextual data for search and/or translation.

11. A search engine software, characterised in that, the search engine is arranged to rank synonym expanded search results based on context data derived from user’s Internet browser, operating system, file system, database software and/or applications.

12. Operating system software, characterised in that, the operating system is arranged to rank synonym expanded search results based on context data derived from user’s Inte-
13. A software application, characterised in that, the software application is arranged to rank synonym expanded search results based on context data derived from user's Internet browser, operating system, file system, database software and/or applications.

14. Database software, characterised in that, the database software is arranged to rank synonym expanded search results based on context data derived from user's Internet browser, operating system, file system, database software and/or applications.

* * * * *