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( 57 ) ABSTRACT 
Systems and methods for reconstructing unified data in an 
electronic storage network are provided which may include 
the identification and use of metadata stored centrally within 
the system . The metadata may be generated by a group of 
storage operation cells during storage operations within the 
network . The unified metadata is used to reconstruct data 
throughout the storage operation cells that may be missing , 
deleted or corrupt . 
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SYSTEMS AND METHODS OF UNIFIED 
RECONSTRUCTION IN STORAGE SYSTEMS 

[ 0015 ] Application Ser . No . 60 / 752 , 197 titled “ SYSTEMS 
AND METHODS FOR HIERARCHICAL CLIENT 
GROUP MANAGEMENT ” , filed Dec . 19 , 2005 . 

BACKGROUND OF THE INVENTION 
RELATED APPLICATIONS 

[ 0001 ] Any and all applications for which a foreign or 
domestic priority claim is identified in the Application Data 
Sheet , or any correction thereto , are hereby incorporated by 
reference into this application under 37 CFR 1 . 57 . 
[ 0002 ] This application is also related to the following 
patents and pending applications , each of which is hereby 
incorporated herein by reference in its entirety : 
[ 0003 ] application Ser . No . 09 / 354 , 058 , titled “ HIERAR 
CHICAL BACKUP AND RETRIEVAL SYSTEM , " filed 
Jul . 15 , 1999 , now U . S . Pat . No . 7 , 395 , 282 , issued Jan . 25 , 
2011 ; 
10004 ] application Ser . No . 09 / 610 , 738 , titled “ MODU 
LAR BACKUP AND RETRIEVAL SYSTEM USED IN 
CONJUNCTION WITH A STORAGE AREA NET 
WORK , ” filed Jul . 6 , 2000 , now U . S . Pat . No . 7 , 035 , 880 , 
issued Apr . 25 , 2006 ; 
10005 ] U . S . Pat . No . 6 , 418 , 478 , titled “ PIPELINED HIGH 
SPEED DATA TRANSFER MECHANISM , ” issued Jul . 9 , 
2002 ; 
[ 0006 ] Application Ser . No . 60 / 460 , 234 , titled “ SYSTEM 
AND METHOD FOR PERFORMING STORAGE 
OPERATIONS IN A COMPUTER NETWORK , ” filed Apr . 
3 , 2003 , and related applications including Ser . Nos . 10 / 818 , 
794 , 10 / 819 , 097 , and Ser . No . 10 / 819 , 101 , all filed Apr . 5 , 
2004 ; and 
[ 0007 ] application Ser . No . 10 / 877 , 831 , titled “ HIERAR 
CHICAL SYSTEM AND METHOD FOR PERFORMING 
STORAGE OPERATIONS IN A COMPUTER NET 
WORK , ” filed Jun . 25 , 2004 , now U . S . Pat . No . 7 , 454 , 569 , 
issued Nov . 18 , 2008 . 
[ 0008 ] Application Ser . No . 60 / 519 , 526 , titled “ SYSTEM 
AND METHOD FOR PERFORMING PIPELINED STOR 
AGE OPERATIONS IN A COMPUTER NETWORK , ” filed 
Nov . 13 , 2003 , and related applications including Ser . No . 
10 / 990 , 284 and Ser . No . 10 / 990 , 357 both filed Nov . 15 , 
2004 ; and 
[ 0009 ] application Ser . No . 11 / 120 , 619 , titled “ HIERAR 
CHICAL SYSTEMS AND METHODS FOR PROVIDING 
STORAGE A UNIFIED VIEW OF STORAGE INFORMA 
TION , ” filed May 2 , 2005 , now U . S . Pat . No . 7 , 343 , 453 , 
issued Mar . 11 , 2008 . 
[ 0010 ] Application Ser . 60 / 752 , 203 , titled " SYSTEMS 
AND METHODS FOR CLASSIFYING AND TRANSFER 
RING INFORMATION IN A STORAGE NETWORK , " 
filed Dec . 19 , 2005 . 
[ 0011 ] Application Ser . No . 60 / 752 , 202 titled “ SYSTEMS 
AND METHODS FOR GRANULAR RESOURCE MAN 
AGEMENT IN A STORAGE NETWORK , ” filed Dec . 19 , 
2005 . 
[ 0012 ] application Ser . No . 11 / 313 , 224 , titled “ SYSTEMS 
AND METHODS FOR PERFORMING MULTI - PATH 
STORAGE OPERATIONS , ” filed Dec . 19 , 2005 , now U . S . 
Pat . No . 7 , 620 , 710 , issued Nov . 17 , 2009 . 
10013 ] Application Ser . No . 60 / 752 , 196 titled " SYSTEMS 
AND METHODS FOR MIGRATING COMPONENTS IN 
A HIERARCHICAL STORAGE NETWORK , ” filed Dec . 
19 , 2005 . 
[ 0014 ] Application Ser . No . 60 / 752 , 201 titled “ SYSTEMS 
AND METHODS FOR RESYNCHRONIZING STORAGE 
OPERATIONS , ” filed Dec . 19 , 2005 . 

Field of the Invention 
[ 0016 ] The invention disclosed herein relates generally to 
performing storage operations on electronic data in a com 
puter network . More particularly , the present invention 
relates to managing metadata in a storage operation system . 
[ 0017 ] Storage management systems have evolved over 
time into complex entities with many components including 
hardware and software modules designed to perform a 
variety of different storage operations on electronic data . 
Current storage management systems employ a number of 
different methods to perform storage operations on elec 
tronic data . For example , data can be stored in primary 
storage as a primary copy or in secondary storage as various 
types of secondary copies including , as a backup copy , a 
snapshot copy , a hierarchical storage management copy 
( “ HSM ” ) , as an archive copy , and as other types of copies . 
[ 0018 ] A primary copy of data is generally a production 
copy or other “ live ” version of the data which is used by a 
software application and is typically in the native format of 
that application . Primary copy data may be maintained in a 
local memory or other high - speed storage device that allows 
for relatively fast data access . Such primary copy data is 
typically retained for a period of time ( e . g . , a number of 
seconds , minutes , hours or days ) before some or all of the 
data is stored as one or more secondary copies , for example , 
to prevent loss of data in the event a problem occurs with the 
data stored in primary storage . 
[ 0019 ] Secondary copies may include point - in - time data 
and may be intended for long - term retention ( e . g . , weeks , 
months or years depending on retention criteria , for example 
as specified in a storage policy as further described herein ) 
before some or all of the data is moved to other storage or 
discarded . Secondary copies may be indexed so users can 
browse and restore the data at another point in time . After 
certain primary copy data is copied to secondary storage , a 
pointer or other location indicia such as a stub may be placed 
in the primary copy to indicate the current location of that 
data . 
[ 0020 ] One type of secondary copy is a backup copy . A 
backup copy is generally a point - in - time copy of the primary 
copy data stored in a backup format as opposed to in native 
application format . For example , a backup copy may be 
stored in a backup format that is optimized for compression 
and efficient long - term storage . Backup copies generally 
have relatively long retention periods and may be stored on 
media with slower retrieval times than other types of sec 
ondary copies and media . In some cases , backup copies may 
be stored at an offsite location . 
[ 0021 ] Another form of secondary copy is a snapshot 
copy . From an end - user viewpoint , a snapshot may be 
thought of as a representation or image of the primary copy 
data at a given point in time . A snapshot generally creates a 
bit map or block level representation of a primary copy 
volume at a particular moment in time . Users typically gain 
a read - only access to the record of files and directories of the 
snapshot . By electing to restore primary copy data from a 
snapshot taken at a given point in time , users may also return 
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the current file system to the prior state of the file system that 
existed when the snapshot was taken . 
[ 0022 ] A snapshot may be created instantly , using a mini 
mum of file space , but may still function as a conventional 
file system backup . A snapshot may not actually create 
another physical copy of all the data , but may simply create 
pointers that are mapped to specific blocks of data taken at 
the point in time of the snapshot . 
[ 0023 ] Another type of data generated by client computer 
systems and their associated networks is metadata . Metadata 
includes information , or data , about the data stored on the 
system . Metadata , while not including the substantive opera - 
tional data of client applications is useful in the administra 
tion , security , maintenance , and accessibility of operational 
data . Examples of metadata include files size , edit times , edit 
dates , locations on storage devices , version numbers , 
encryption codes , restrictions on access or uses , and tags of 
information that may include an identifier for users or 
clients , etc . 
[ 0024 ] Whether data is stored in primary or secondary 
storage , it may have metadata or other associated data useful 
for application or network management . Such metadata may 
be created by applications operating on different platforms 
and may be stored or backed up to storage devices that serve 
different and distinct storage domains . Thus , if it is desired 
to obtain metadata or other data relating to a particular 
application across a network or several clients ( e . g . , to 
obtain a collective or aggregate “ unified view ” of the data ) , 
it may be necessary to communicate with the various 
network devices to identify and collect the relevant metadata 
for use as an aid in system maintenance and administration . 

presented . The method may include identifying metadata 
associated with an interruption of data transfer between first 
and second storage devices to determine if data present at 
one of the storage devices is not present at the other fault and 
collecting backup metadata from a storage device . 
10029 ] . In another embodiment of the present invention , a 
computer - readable medium having sequences of instruc 
tions which , when executed by one or more processors cause 
an electronic device to assign unique identifiers to a sets of 
metadata generated by storage operation cells , each linked to 
a local storage device . It may determined whether a backup 
storage device includes a hardware identifier , if not , one is 
added to unique identifier . The sets of metadata , may then be 
stored in a central storage device . Upon detection of a loss 
of metadata on the local storage device , a corresponding set 
of metadata is located on the central storage device using the 
unique identifier . The lost metadata may be reconstructed 
using a corresponding set of metadata on a storage device . 
The reconstructed metadata may be copied on to the local 
storage device for subsequent use . 

SUMMARY OF THE INVENTION 
[ 0025 ] In accordance with certain aspects of the present 
invention , systems and methods for identifying and merging 
data in an electronic storage network are provided which 
may include the identification , collection , creation , and use 
of metadata stored centrally within the system . The metadata 
may be generated by a group of storage operation cells 
during storage operations within the network . Such metadata 
is used to reconstruct client , application , or system data 
throughout the storage operation network that may be miss 
ing , deleted , corrupt or otherwise incomplete or inaccurate . 
[ 0026 ] An embodiment of the present invention includes a 
system for reconstructing and maintaining data stored in an 
electronic storage network . The system may include a plu 
rality of storage operation cells interconnected on the net 
work . One of the storage operation cells may include a 
master storage manager that maintains data related to client 
applications or system management . The master storage 
manager may collect the data generated by a plurality of 
storage operation cells and stores the data on one or more 
storage devices . 
[ 0027 ] In another embodiment of the present invention , a 
method for reconstructing and maintaining client or system 
data stored in an electronic storage network is provided . The 
method may include identifying and collecting data stored in 
a group of storage operation cells . The collected data may be 
stored in a central storage location , wherein the data stored 
in the central storage location represents a collection of 
integrated data obtained from various locations across the 
electronic storage network . 
10028 ] In yet another embodiment a method of recon - 
structing data stored in an electronic storage network is 

BRIEF DESCRIPTION OF THE DRAWINGS 
( 0030 ) . Aspects of the invention are illustrated in the 
figures of the accompanying drawings which are meant to be 
exemplary and not limiting , in which like references are 
intended to refer to like or corresponding parts , and in 
which : 
[ 0031 ] FIG . 1A is a block diagram of a storage operation 
cell according to an embodiment of the invention ; 
10032 ] FIG . 1B illustrates the exchange of metadata 
between client computers of a storage operation system 
according to an embodiment of the invention ; 
[ 0033 ] FIG . 1C illustrates the exchange of metadata 
between client computers of a storage operation system 
according to another embodiment of the invention ; 
10034 ] FIG . 2 is a block diagram of a hierarchically 
organized group of storage operation cells in a system to 
perform storage operations on electronic data and metadata 
in a computer network according to an embodiment of the 
invention ; 
[ 0035 ] FIG . 3 is a block diagram of a hierarchically 
organized group of storage operation cells according to an 
embodiment of the invention ; 
( 0036 ] FIGS . 4A and 4B present a generalized block 
diagrams illustrating the transfer of metadata according to an 
embodiment of the invention ; 
100371 FIG . 5 is a flow diagram generally illustrating some 
of the steps involved in storing metadata to a central storage 
device according to an embodiment of the invention ; 
[ 0038 ] FIG . 6 is a flow diagram of a method of recon 
structing metadata within a storage operation system accord 
ing to an embodiment of the invention ; 
[ 0039 ] FIG . 7 is a flow diagram illustrating some of the 
steps involved in recovering deleted metadata within a 
storage operation system according to an embodiment of the 
invention ; 
[ 0040 ] FIG . 8 is a flow diagram illustrating some of the 
steps involved in using metadata for storage system recovery 
operations according to an embodiment of the invention ; and 
[ 0041 ] FIG . 9 is a flow diagram illustrating some of the 
steps involved in using metadata for identifying backed up 
storage media during data recovery according to an embodi 
ment of the invention . 
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DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

[ 0042 ] Detailed embodiments of the present invention are 
disclosed herein , however , it is to be understood that the 
disclosed embodiments are merely exemplary of the inven 
tion , which may be embodied in various forms . Therefore , 
specific functional details disclosed herein are not to be 
interpreted as limiting , but merely as a basis for teaching one 
skilled in the art to employ the present invention in broad 
spectrum of more specific detailed embodiments . 
[ 0043 ] With reference to FIGS . 1 through 9 , exemplary 
aspects of certain features of the present invention are 
presented . FIG . 1A illustrates a block diagram of a storage 
operation cell 50 that performs storage operations on elec 
tronic data in a computer network in accordance with an 
embodiment of the present invention . Storage operation cell 
50 may also be referred to herein as a storage domain . As 
shown , storage operation cell 50 may generally include a 
storage manager 100 , a data agent 95 , a media agent 105 , a 
storage device 115 , and , in some embodiments , may include 
certain other components such as a client 85 , a data or 
information store 90 , databases 110 and 111 , jobs agent 120 , 
an interface module 125 , a management agent 130 , and 
metadata manger 133 . Such system and elements thereof are 
exemplary of a modular storage management system such as 
the CommVault QiNetixTM system , and also the CommVault 
GALAXYTM backup system , available from CommVault 
Systems , Inc . of Oceanport , N . J . , and further described in 
U . S . Pat . No . 7 , 035 , 880 , which is incorporated herein by 
reference in its entirety . 
[ 0044 A storage operation cell 50 , in one embodiment , 
may generally include combinations of hardware and soft 
ware components associated with performing storage opera 
tions on electronic data including the logical association of 
physical components within the system ( e . g . , for adminis 
trative or convenience purposes ) . Exemplary storage opera 
tion cells according to embodiments of the invention may 
include , as further described herein , CommCells as embod 
ied in the QNet storage management system and the QiNetix 
storage management system by CommVault Systems of 
Oceanport , N . J . According to some embodiments of the 
invention , storage operations cell 50 may be related to 
backup cells and provide some or all of the functionality of 
backup cells as described in application Ser . No . 09 / 354 , 058 . 
[ 0045 ] Storage operation cells may also perform addi 
tional types of storage operations and other types of storage 
management functions that are not generally offered by 
backup cells . In accordance with certain embodiments of the 
present invention , additional storage operations performed 
by storage operation cells may include creating , storing , 
retrieving , and migrating primary data copies and secondary 
data copies ( which may include , for example , snapshot 
copies , backup copies , HSM copies , archive copies , and 
other types of copies of electronic data ) . In some embodi 
ments , storage operation cells may also provide one or more 
integrated management consoles for users or system pro 
cesses to interface with in order to perform certain storage 
operations on electronic data as further described herein . 
Such integrated management consoles may be displayed at 
a central control facility or several similar consoles distrib 
uted throughout multiple network locations to provide 
global or geographically specific network data storage infor 
mation . 

[ 0046 ] In some embodiments , storage operations may be 
performed according to a storage policy . A storage policy , 
generally , may be a data structure or other information 
source that includes a set of preferences and other storage 
criteria for performing a storage operation . The preferences 
and storage criteria may include , but are not limited to , a 
storage location , relationships between system components , 
network pathway to utilize , retention policies , data charac 
teristics , compression or encryption requirements , preferred 
system components to utilize in a storage operation , and 
other criteria relating to a storage operation . 
[ 0047 ] Thus , a storage policy may indicate that certain 
data is to be stored in a specific storage device , retained for 
a specified period of time before being aged to another tier 
of secondary storage , copied to secondary storage using a 
specified number of streams , etc . In one embodiment , a 
storage policy may be stored to a storage manager database 
111 , to archive media as metadata for use in restore opera 
tions or other storage operations . The storage policy may be 
stored to other locations or components of the system . 
[ 0048 ) . A schedule policy specifies when and how often to 
perform storage operations and may also specify performing 
certain storage operations on sub - clients of data including 
how to handle those sub - clients . A sub - client may represent 
static or dynamic associations of portions of data of a 
volume and are generally mutually exclusive . Thus , a por 
tion of data may be given a label and the association is stored 
as a static entity in an index , database or other storage 
location used by the system . Sub - clients may also be used as 
an effective administrative scheme of organizing data 
according to data type , department within the enterprise , 
storage preferences , etc . 
[ 0049 ] For example , an administrator may find it prefer 
able to separate e - mail data from financial data using two 
different sub - clients having different storage preferences , 
retention criteria , etc . Storage operation cells may contain 
not only physical devices , but also may represent logical 
concepts , organizations , and hierarchies . For example , a first 
storage operation cell 50 may be configured to perform 
HSM operations , such as data backup or other types of data 
migration , and may include a variety of physical compo 
nents including a storage manager 100 ( or management 
agent 130 ) , a media agent 105 , a client component 85 , and 
other components as described herein . A second storage 
operation cell may contain the same or similar physical 
components , however , it may be configured to perform 
storage resource management ( “ SRM ” ) operations , such as 
monitoring a primary data copy or performing other known 
SRM operations . 
[ 0050 ] While the first and second storage operation cells 
are logically distinct entities configured to perform different 
management functions ( i . e . , HSM and SRM respectively ) , 
each cell may contain the same or similar physical devices 
in both storage operation cells . In an alternative embodi 
ment , different storage operation cells may contain some of 
the same physical devices and not others . For example , a 
storage operation cell 50 configured to perform SRM tasks 
may include a media agent 105 , client 85 , or other network 
device connected to a primary storage volume , while a 
storage operation cell 50 configured to perform HSM tasks 
instead may include a media agent 105 , client 85 , or other 
network device connected to a secondary storage volume 
and not contain the elements or components associated with 
the primary storage volume . These two cells , in this embodi 
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ment , may include a different storage manager 100 that 
coordinates storage operations via the same media agents 
105 and storage devices 115 . This “ overlapping ” configu 
ration may allow storage resources to be accessed by more 
than one storage manager 100 such that multiple paths exist 
to each storage device 115 facilitating failover , load balanc 
ing and promoting robust data access via alternative routes . 
[ 0051 ] Alternatively , in another embodiment , a single stor 
age manager 100 may control two or more cells 50 ( whether 
or not each storage cell 50 has its own dedicated storage 
manager 100 ) . Moreover , in certain embodiments , the extent 
or type of overlap may be user - defined ( through a control 
console ( not shown ) ) or may be automatically configured to 
optimize data storage and / or retrieval . 
[ 0052 ] In one embodiment , a data agent 95 may be a 
software module or part of a software module that is 
generally responsible for archiving , migrating , and recover 
ing data from client computer 85 stored in an information 
store 90 or other memory location . Each client computer 85 
may have at least one data agent 95 and the system can 
support multiple client computers 85 . In some embodiments , 
data agents 95 may be distributed between client 85 and 
storage manager 100 ( and any other intermediate compo 
nents ( not shown ) ) or may be deployed from a remote 
location or its functions approximated by a remote process 
that performs some or all of the functions of data agent 95 . 
Data agent 95 may also generate metadata associated with 
the data that it is generally responsible for archiving , migrat 
ing , and recovering from client computer 85 . This metadata 
may be appended or imbedded within the client data as it is 
transferred to a backup or secondary storage location under 
the direction of storage manager 100 . 
[ 0053 ] In one embodiment , the storage manager 100 may 
include a software module or other application that may 
coordinate and control storage operations performed by 
storage operation cell 50 . The storage manager 100 may 
communicate with the elements of the storage operation cell 
50 including client computers 85 , data agents 95 , media 
agents 105 , and storage devices 115 , to initiate and manage 
system backups , migrations , and data recovery . 
[ 0054 ] In one embodiment of the present invention , the 
storage manager 100 may include a jobs agent 120 that 
monitors the status of some or all storage operations previ 
ously performed , currently being performed , or scheduled to 
be performed by the storage operation cell 50 . Jobs agent 
120 may be linked with agent , or an interface module 125 
( typically a software module or application ) . The interface 
module 125 may include information processing and display 
software , such as a graphical user interface ( “ GUI ” ) , an 
application program interface ( " API " ) , or other interactive 
interface through which users and system processes can 
retrieve information about the status of storage operations . 
[ 0055 ] Through interface module 125 , users may option 
ally issue instructions to various storage operation cells 50 
regarding performance of the storage operations as 
described and contemplated by illustrative embodiments of 
the present invention . For example , a user may utilize the 
GUI to view the status of pending storage operations in some 
or all of the storage operation cells in a given network or to 
monitor the status of certain components in a particular 
storage operation cell ( e . g . , the amount of storage capacity 
left in a particular storage device ) . 
[ 0056 ] One embodiment of storage manager 100 may also 
include a management agent 130 that is typically imple 

mented as a software module or application program . A 
management agent 130 provides an interface that allows 
various management components in other storage operation 
cells 50 to communicate with one another . For example , one 
embodiment of a network configuration may include mul 
tiple cells 50 adjacent to one another or otherwise logically 
related in a WAN or LAN configuration ( not shown ) . With 
this arrangement , each cell 50 may be connected to the other 
through each respective interface module 125 . This allows 
each cell 50 to send and receive certain pertinent informa 
tion from other cells 50 including status information , routing 
information , information regarding capacity and utilization , 
etc . These communication paths may also be used to convey 
information and instructions regarding storage operations . 
[ 0057 ] In an illustrative embodiment , a management agent 
130 in the first storage operation cell 50 may communicate 
with a management agent 130 in a second storage operation 
cell regarding the status of storage operations in the second 
storage operation cell . Another illustrative example may 
include a first management agent 130 in a first storage 
operation cell 50 that may communicate with a second 
management agent in a second storage operation cell to 
control the storage manager ( and other components ) of the 
second storage operation cell via the first management agent 
130 contained in the storage manager 100 of the first storage 
operation cell 50 . 
10058 ] Another illustrative example may include a man 
agement agent 130 in the first storage operation cell 50 that 
may communicate directly with and control the components 
in the second storage management cell , bypassing storage 
manager 100 in the second storage management cell . In an 
alternative embodiment , the storage operation cells 50 can 
also be organized hierarchically such that hierarchically 
superior cells control or pass information to hierarchically 
subordinate cells or vice versa . 
[ 0059 ] Storage manager 100 may also maintain , in one 
embodiment , an index cache , a database , or other data 
structure 111 . The data stored in database 111 may be used 
to indicate logical associations between components of the 
system , user preferences , management tasks , SRM data , 
HSM data or other useful metadata . As further described 
herein , some of this information may be stored in a media 
agent database 110 or other local data store . For example , the 
storage manager 100 may use data from database 111 to 
track logical associations between media agents 105 and 
storage devices 115 . 
[ 0060 ] Storage manager 100 also may include , in one 
embodiment , a metadata manager 133 or other program 
logic or code for identifying , coordinating and capturing 
metadata from different applications and / or software mod 
ules operating within a storage management system . Such 
metadata is typically descriptive of data running on clients 
85 and may include data protection information such as last 
backup time , backup location , associated storage and / or 
schedule policies and other useful characteristics etc . Fur 
thermore , in some embodiments , such metadata may include 
information describing or characterizing the data in general 
including application information , data size , content , format 
etc . Application data may be identified , located and accessed 
through the use of the metadata corresponding to the appli 
cation data . One way this may be accomplished is through 
the use of filter drivers or other program logic or code as 
further described in U . S . patent application entitled Appli 
cation titled " Systems and Methods for Classifying and 
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Transferring Information in a Storage Network , application 
Ser . No . 11 / 564 , 163 filed on Nov . 28 , 2006 , now U . S . Pat . 
No . 7 , 631 , 151 , issued Dec . 8 , 2009 . 
[ 0061 ] One embodiment of the storage operating system 
may include a single storage operation cell 50 . Alternatively , 
the storage operating system may include multiple storage 
operation cells or domains that are in communication with 
one another and may be distributed across different network 
elements ( e . g . , servers , networks , storage media , etc . ) . A 
metadata manager 133 may monitor the creation and storage 
of metadata associated with various different modules within 
the storage operation cell 50 . Metadata manager 133 may 
also facilitate the capture and storage of metadata generated 
at different times and across different software and / or hard 
ware components of a storage domain . In one embodiment , 
metadata stored in the database 110 of a media agent 105 
may be monitored by the metadata manager 133 . Metadata 
manager 133 may direct job agent 120 to retrieve this 
metadata from a database 110 . Once received , metadata 
manager 133 may coordinate storing the metadata at a 
storage manager database 111 ( or any other local or remote 
storage device ) . 
[ 0062 ] Metadata manager 133 may also provide metadata 
for display via the interface module 120 . Such processing 
includes , among other things , categorizing the metadata and 
displaying the categorized metadata according to user pref 
erence . The metadata manager 133 also ( alone or in con 
junction with the management agent 130 ) , may send 
retrieved metadata to a second storage operation cell , if 
implemented . Similarly , management agent 130 may coor 
dinate receiving metadata from other storage operation cells 
50 , and storing the metadata at one or more designated 
storage devices such as , for example , database 110 . For 
example , metadata manager 133 may coordinate sending 
metadata to storage device 115 via one of media agents 105 . 
[ 0063 ] In some embodiments , metadata generally contains 
data associated with storage policies and information related 
to system recovery . For example , the metadata may include 
information such as , but not limited to , the source storage 
device location of the data ( i . e . , production data ) , the target 
storage device to which the data was backed - up , the path 
taken by the data through the storage system network 
between the source and target storage devices , data format 
information , time of data file creation , data file size , data file 
format , data encryption information , and other information 
that may be related to the process of archiving , migrating , 
and recovering data across one more storage operation cells . 
[ 0064 ] As illustrated in FIG . 1A , a media agent 105 may 
be implemented as a software module that conveys data , as 
directed by the storage manager 100 , between a client 
computer 85 and one or more storage devices 115 such as a 
tape library , a magnetic media storage device , an optical 
media storage device , or any other suitable storage device . 
In one embodiment , media agents 105 may be linked with 
and control a storage device 115 associated with a . particular 
media agent . A media agent 105 may be considered to be 
associated with a particular storage device 115 if that media 
agent 105 is capable of routing and storing data to the 
particular storage device 115 . 
[ 0065 ] Media agent 105 may also include a metadata agent 
107 that manages the metadata that may be stored and 
created based on application data that may be copied or 
backed up to storage device 115 ( or any other storage device 
via media agent 105 ) . 

[ 0066 ] In some embodiments , some or all of the metadata 
may be stored at an index cache or database 110 , which is 
associated with a media agent 105 . The metadata may also 
be stored at any other data structure or storage device ( not 
shown ) managed by the media agent 105 . Metadata associ 
ated with the media agent 105 may provide information 
regarding the data that is stored in the storage devices 115 . 
For example , the metadata may provide , among other things , 
information regarding the content type , data file size , time of 
storage , and network location from which the data was sent , 
routing information etc . , and other types of metadata as 
further described herein . 
[ 0067 ] In operation , a media agent 105 associated with a 
particular storage device 115 may instruct the storage device 
to use a robotic arm or other retrieval means to load or eject 
a certain storage media , and to subsequently archive , 
migrate , or restore data to or from that media . Media agents 
105 may communicate with a storage device 115 via a 
suitable communications path such as a SCSI or fiber 
channel communications link . In some embodiments , stor 
age device 115 may be linked to a data agent 105 via a 
Storage Area Network ( “ SAN ” ) . 
[ 0068 ] Each media agent 105 may maintain an index 
cache , a database , or other data structure 110 which may 
store index data and / or other metadata generated during 
backup , migration , and restore and other storage operations 
as described herein . For example , performing storage opera 
tions on Microsoft Exchange data may generate index 
data . Such index data provides a media agent 105 or other 
external device with a fast and efficient mechanism for 
locating the data copied , stored or otherwise backed up . In 
some embodiments , a storage manager database 111 may 
store data associating a client 85 with a particular media 
agent 105 or storage device 115 , as specified in a storage 
policy . The media agent database 110 may indicate where 
specifically the client 85 data is stored in storage device 115 , 
what specific files were stored , and other information asso 
ciated with storage of the client 85 data . 
[ 0069 ] In some embodiments , such index data may be 
stored along with the data backed up in a storage device 115 , 
with an additional copy of the index data written to index 
cache 110 . The data in the index cache 110 is thus readily 
available for use in storage operations and other activities 
without having to be first retrieved from storage device 115 . 
In performing storage operations , metadata agent 107 may 
access metadata from a database 110 in order to perform 
certain operations associated with storage device 115 . The 
metadata may include , for example , information regarding 
the robot arm or other retrieval means used to load or eject 
certain storage media . 
10070 ] According to one embodiment , metadata that may 
be generated ( e . g . , at data agent 95 or media agent 105 ) and 
stored at the media agent 105 may be monitored and 
accessed by metadata agent 107 according to various user 
definable data management criteria . For example , metadata 
agent 107 may notify the metadata manager 133 in storage 
manager 100 of additionally created metadata based on a 
periodic time schedule . Based on this schedule , the storage 
manager may direct the transfer of the created metadata , for 
example , to a central storage device ( e . g . , centralized data 
base ) where all created metadata in the storage operation cell 
may be copied , for example , to database 111 . According to 
another example , metadata agent 107 may also notify meta 
data manager 133 in the storage manager 100 of additionally 

ciate 
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created metadata based on a certain volume ( e . g . , amount of 
data processed , aggregate file size , etc . ) of generated meta 
data . 
[ 0071 ] In some embodiments , certain components may 
reside and execute on the same computer . For example , a 
client computer 85 including a data agent 95 , a media agent 
105 , or a storage manager 100 coordinates and directs local 
archiving , migration , and retrieval application functions as 
further described in U . S . Pat . No . 7 , 035 , 880 . This client 
computer 85 can function independently or together with 
other similar client computers 85 . An example of this 
embodiment is illustrated in FIG . 1B . 
[ 0072 ] In the embodiment of FIG . 1B , metadata generated 
by each client computer 85 , 87 , 89 may be exchanged over 
communications links 60 , 65 , and 70 . For example , metadata 
generated at client computer 85 may be copied to a storage 
device or database such as the metadata storage device 102 . 
Additionally , metadata generated at the client computer 87 
may be sent to the client computer 85 , and copied to the 
metadata storage device 102 . 
[ 0073 ] Similarly , metadata generated by client computer 
89 may also be sent to client computer 85 , and also be 
backed up to metadata storage device 102 . In this embodi 
ment , metadata may be sent to a central storage device ( i . e . , 
metadata storage device 102 ) that may collect the metadata 
from multiple client computers 85 , 97 , 89 each operating 
one or more storage operation cells . This may be achieved 
by one or more storage managers ( e . g . , storage manager 
100 ) associated with either of the client computers coordi 
nating the collection of metadata from other client comput 
ers and backing up the collected metadata to a central 
storage device or database such as storage device 102 . 
[ 0074 ] Alternatively , in another as embodiment illustrated 
in FIG . 1C , metadata generated by each client computer 85 , 
87 , 89 or storage manager or other host may be exchanged 
over communications links 62 , 67 , and 72 directly to a 
centralized repository or database 104 for storing or backing 
up metadata . In this embodiment , metadata generated at the 
client computers 85 , 87 and 89 may be sent directly to the 
storage device or database 104 via the communication links 
62 , 67 and 72 respectively . 
[ 0075 ] FIG . 2 presents a generalized block diagram of a 
hierarchically organized group of storage operation cells in 
a system to perform storage operations on electronic data in 
a computer network in accordance with an embodiment of 
the present invention . Although the storage operation cells 
generally depicted in FIG . 2 have different reference num 
bers than the cell 50 shown in FIG . 1 , one skilled in the art 
should recognize that these cells may be configured the same 
as or similarly to storage cell 50 depicted in FIG . 1 , without 
deviating from the scope of the present invention . 
[ 0076 ] As shown in the embodiment of FIG . 2 , the system 
may include a master storage manager component 135 and 
various other storage operations cells . The system includes 
a first storage operation cell 140 , a second storage operation 
cell 145 , a third storage operation cell 150 , a fourth storage 
operation cell 155 , a fifth storage operation cell 160 , and an 
nth storage operation cell 165 . It should will be understood 
by one skilled in the art this illustration is only exemplary 
and that fewer or more storage operation cells may be 
present or differently interconnected if desired . 
[ 0077 ] Storage operation cells , such as the ones shown in 
the embodiment of FIG . 2 may be linked and hierarchically 
organized . A master storage manager 135 may be associated 

with , communicate with , and direct storage operations for a 
first storage operation cell 140 , a second storage operation 
cell 145 , a third storage operation cell 150 , a fourth storage 
operation cell 155 , a fifth storage operation cell 160 , and an 
nth storage operation cell 165 . In some embodiments , the 
master storage manager 135 may not be part of any particu 
lar storage operation cell . In other embodiments ( not 
shown ) , master storage manager 135 may itself be part of a 
certain storage operation cell . 
[ 0078 ] In operation , the master storage manager 135 may 
communicate with a management agent of the storage 
manager of the first storage operation cell 140 ( or directly 
with the other components of first cell 140 ) with respect to 
storage operations performed in the first storage operation 
cell 140 . For example , in some embodiments , the master 
storage manager 135 may instruct the first storage operation 
cell 140 with certain commands regarding a desired storage 
operation , such as how and when to perform particular 
storage operations including the type of operation and the 
data on which to perform the operation . 
[ 0079 ] In alternative embodiments , the master storage 
manager 135 may track the status of its associated storage 
operation cells . The master storage manager 135 may peri 
odically poll and track the status of jobs , system compo 
nents , system resources , metadata information and other 
items , by communicating with the manager agents ( or other 
components ) in the respective storage operation cells . More 
over , the master storage manager 135 may track the status of 
its associated storage operation cells by receiving periodic 
status updates from the manager agents ( or other compo 
nents ) in the respective cells regarding jobs , system com 
ponents , system resources , and other items . 
10080 ] Master storage manager 135 may monitor an ana 
lyze network resources , for example , to map network path 
ways and topologies to , among other things , physically 
monitor storage operations , to determine alternate routes for 
storing data as further described herein . Other methods of 
monitoring the storage operations cells may include periodic 
polling by a monitor agent , pre - configured threshold 
responses , etc . Pre - configured threshold responses may be 
triggered if a storage operation cell exceeds a threshold 
value defined by a system administrator ( e . g . , file size , 
storage availability , traffic congestion , data transfer rate , 
etc . ) . 
[ 0081 ] While the embodiments described herein describe 
a variety of network characteristics which a storage manager 
may monitor and control , one skilled in the art will recog 
nize that such characteristics are illustrative and any suitable 
operational characteristic associated with a electronic stor 
age network may be monitored and used a basis for estab 
lishing an operation threshold without deviating from the 
scope of the present invention . 
[ 0082 ] Master storage manager 135 may also monitor and 
access metadata that may be created by various storage 
operation cells that are in communication with storage 
manager 135 . For example , metadata created and / or stored 
at storage operation cells 140 , 145 , 150 , 155 , 160 , and 165 
may be monitored and accessed by the master storage 
manager 135 . Master storage manager 135 may forward or 
send the accessed metadata to one or more of the storage 
devices or databases 137 to generate a centralized repository 
of metadata across the entire storage operation system 171 . 
Thus , database 137 may include information representing a 
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unified view of the various metadata information collected 
across the different storage operation cells operating in a 
storage management system . 
[ 0083 ] Such a unified view of the metadata collected 
across the entire storage network may provide an advanta 
geous benefits in the management of the network . For 
example , the unified view may present the system , or system 
administrator with a broad view of the utilized resources of 
the network . Presenting such data to one centralized man 
ager may allow for a more comprehensive management and 
administration of network resources . The storage manager , 
either via a preconfigured policy or via a manual operation 
from a system administrator , may reallocate resources 
improve network efficiency . Data paths from storage opera 
tion cells may be re - routed to avoid areas of the network 
which may suffer from traffic congestion by taking advan 
tage of underutilized data paths or operation cells . 
[ 0084 ] Additionally , should a storage operation cell 
approach , arrive at or exceed a cache size maximum , storage 
device capacity , or fail outright , several routes of redun 
dancy may be triggered to ensure the data arrives at the 
location for which it was intended . A unified view may 
provide the manager with a collective status of the entire 
network allowing the system of adapt and reallocate the 
many resources of the network for faster and more efficient 
utilization of those resources . 
[ 0085 ] In some embodiments , master storage manager 135 
may store status information and other information regard 
ing its associated storage operation cells and other system 
information in an index cache , database or other data struc 
ture . A presentation interface included in certain embodi 
ments of the master storage manager 135 may access this 
information and present it to users and system processes 
with information regarding the status of storage operations , 
storage operation cells , system components , and other infor 
mation of the system . The presentation interface may 
include a graphical user interface ( “ GUI " ) , a text / command 
line interface , or other various user interfaces . The presen 
tation interface may display the overall status of the network 
to a display monitored by the system administrator . The 
system administrator may oversee the dynamic reallocation 
and automatic reconfiguration of the network as events are 
triggered , or may take an active role in manually reassigning 
roles and redistributing the load across the network . 
[ 0086 ] In other embodiments master storage manager 135 
may alert a user such as a system administrator when a 
particular resource is unavailable or congested . For example , 
a particular storage device might be full or require additional 
media . Master storage manager 135 may use information 
from an HSM storage operation cell and an SRM storage 
operation cell to present indicia or otherwise alert a user . 
Additionally , master storage manager 135 may otherwise 
identify aspects of storage associated with the storage man 
agement system and hierarchy of storage operation cells . 
[ 0087 ] While the embodiments described herein describe 
certain monitor and control configurations , one skilled in the 
art will recognize that these are illustrative examples and 
information may be presented , transmitted and monitored 
through a variety of methods , ( i . e . personal digital assistant 
( “ FDA ” ) , workstation monitor , periodic status emails , etc . ) 
without deviating from the scope of the invention . 
[ 0088 ] Alternatively , a storage manager in a particular 
storage operation cell may be unavailable due to hardware 
failure , software problems , or other reasons . In some 

embodiments , master storage manager 135 ( or another stor 
age manager within the hierarchy of storage operation cells ) 
may utilize globally collected metadata from storage device 
137 in order to restore storage operation cells . For example , 
master storage manager 135 may alert the user that a storage 
device in a particular storage operation cell is at capacity , 
congested , or otherwise unavailable . The master storage 
manager may then suggest , based on job and data storage 
information contained in its database , an alternate storage 
device . In one embodiment , the master storage manager may 
dynamically respond to such conditions , by automatically 
assigning a new storage device or alternate storage path 
across the network based on a " best alternate available ” 
basis . Alternatively , a user , or system administrator may be 
required to manually reconfigure , or choose from among a 
group of reconfiguration options presented by the system , to 
alleviate the condition triggered the fault or alert . 
[ 0089 ] The master storage manager may collect metadata 
at a central location and / or maintain a representation of the 
metadata associated with a particular application regardless 
of whether or not , the application is distributed . A unified 
view across certain domains or storage operation cells in a 
storage system can present a global view of system 
resources ( e . g . , distribution of particular data stored on the 
storage devices ) and may be used for various purposes such 
as data recovery , reconstruction , forecasting and other pre 
dictive , corrective or analytical purpose . 
[ 0090 ] The metadata may be analyzed by the master 
storage manager , which can use the information for load 
balancing , failover and other resource allocation tasks . The 
master storage manager may suggest to the system admin 
istrator one or more alternate data paths to a particular 
storage device , dividing data to be stored among various 
available storage devices based on data type as a load 
balancing measure , or otherwise optimizing data storage or 
retrieval times based on the processing of time - related 
metadata . In some embodiments , such options or corrective 
actions may be performed automatically without an user 
acknowledgement . 
[ 0091 ] FIG . 3 illustrates a block diagram of a hierarchi 
cally organized group of storage operation cells in a system 
to perform storage operations on electronic data in a com 
puter network in accordance with the principles of the 
present invention . As shown , the system may include a first 
storage operation cell 170 , a second storage operation cell 
175 , a third storage operation cell 180 . The storage operation 
cells 170 , 175 , 180 may be connected by a series of 
communication links 235 , 230 , 197 . Certain storage opera 
tion cells 170 , 175 , may include , a client 185 , 186 in 
communication with a primary volume 190 , 191 for storing 
data , a storage manager component 195 , 196 in communi 
cation with a storage manager database 200 and a metadata 
storage volume 225 . The second storage operation cell 175 
may include a media agent 206 in communication with a 
secondary storage volume 211 . The third storage operation 
cell 180 may include a metadata storage volume 220 , and a 
master storage manager component 215 in communication 
with a master storage manager database 220 and master 
metadata storage database 230 . 
[ 0092 ] The first storage operation cell 170 , in this embodi 
ment may be configured to perform a particular type storage 
operation , such as SRM storage operations . For example , 
first storage operation cell 170 may monitor and perform 
SRM - related calculations and operations associated with 
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primary copy data . Thus , first storage operation cell 170 may 
include a client component 185 in communication with a 
primary volume 190 for storing data . Client 185 may be 
directed to using Microsoft Exchange data , SQL data , 
Oracle data , or any other types of production data used in 
business or other applications and stored in the primary 
volume 190 . Client 185 may also generate metadata based 
on the production data ( e . g . , from volumes 190 and 191 ) 
Storage manager component 195 may contain SRM mod 
ules or other logic directed to monitoring or otherwise 
interacting with attributes , characteristics , metrics , and other 
information associated with the data stored in primary 
volume 190 . Storage manager 195 may track and store this 
and other information in storage manager database 200 
which may include index information . For example , in some 
embodiments , storage manager component 195 may track or 
monitor the amount of available space and other similar 
characteristics of data associated with the primary volume 
190 . In some embodiments , storage manager component 195 
may also issue alerts or take other actions when the infor 
mation associated with primary volume 190 satisfies certain 
criteria . 
[ 0093 ] Actions triggered by such an alert may include an 
audible or visual alert to a monitor and control station or an 
email or other textual notification sent to an administrator . 
The alerts may contain details of the event or status and 
suggest a variety of options to correct or alleviate the 
network conditions for which the alert was generated . Alter 
natively , the system may be configured such that the storage 
manager dynamically corrects or alleviates the alert condi 
tion automatically by reallocating network resources based 
on the utilization characteristics of other resources in the 
network . In some embodiments , the network may also 
include other storage managers , media agents and databases . 
Storage manager 195 may also track and store the generated 
metadata associated with the stored client data in metadata 
storage volume 225 . 
[ 0094 ] The second storage operation cell 175 may be 
directed to another type storage operation , such as HSM 
storage operations . For example , second storage operation 
cell 175 may perform backups , migrations , snapshots , or 
other types of HSM - related operations known in the art . In 
some embodiments , data may be migrated from faster and 
more expensive storage such as magnetic storage ( i . e . , 
primary storage ) to less expensive storage such as tape 
storage ( i . e . , secondary storage ) . 
[ 0095 ] This migration may allow the network to continue 
to operate at high levels of efficiency by maintaining avail 
able resources for readily accessible data . Certain types of 
storage may be better suited to certain types of data . Faster 
storage devices may be used in situations for which access 
to the data is time critical . Slower devices may be utilized to 
store other data for which access time is not as critical . The 
migration also may allow for efficient organization of dif 
ferent classes of data . A system administrator , or otherwise 
qualified user of the network , may determine that certain 
categories of data , or metadata , are more important than 
others and may need to be immediately accessible by a 
system . This data may be the most recent data , the most 
often accessed data , or data deemed " mission critical , ” or 
any other suitable data characteristic . 
[ 0096 ] In this illustrative embodiment , second storage 
operation cell 175 may include a client component 186 in 
communication with the primary volume 191 . In some 

embodiments , client component 186 and primary volume 
191 may be the same physical devices as the client compo 
nent 185 and primary volume 190 in first storage operation 
cell 170 ( e . g . , logically but mot physically separated ) . Simi 
larly , in some embodiments , the storage manager component 
196 and database 201 ( which may include index informa 
tion ) in second storage operation cell 175 may be the same 
physical devices as the storage manager component 195 and 
index database 200 in first storage operation cell 170 . The 
storage manager component 196 , however , typically , may 
also contain HSM modules or other logic associated with 
second storage operation cell 175 directed to performing 
HSM storage operations on the data of the primary volume 
191 . In storage operation cell 175 , storage manager 196 may 
also track and store the generated metadata associated with 
the data of client 186 . Storage manager 196 may store the 
generated metadata to the metadata storage volume 220 
[ 0097 ] Second storage operation cell 175 , in this embodi 
ment , may also include a media agent 206 and a secondary 
storage volume 211 configured to perform HSM - related 
operations on primary copy data . For example , storage 
manager 196 may migrate primary copy data from primary 
volume 191 to secondary volume 211 using media agent 
206 . Metadata associated with the migrated data may be 
stored by media agent 205 at metadata storage volume 220 . 
The media agent 205 may store this metadata either directly 
or through the intermediary of storage manager 196 . Storage 
manager 196 may also track and store information associ 
ated with primary copy migration and other similar HSM 
related operations in storage manager database 201 . In some 
embodiments , storage manager component 196 may direct 
HSM storage operations on primary copy data according to 
a storage policy associated with the primary copy 191 and 
stored in the index 201 . Storage manager 196 may also track 
where primary copy information is stored , for example in 
secondary storage 211 . 
[ 0098 ) The third storage operation cell 180 , in this 
embodiment , may include a master storage manager 215 , a 
database 220 and a master metadata storage device 230 . In 
some embodiments ( not shown ) , additional storage opera 
tion cells may be located hierarchically in between the third 
storage operation cell 180 and first and second storage 
operation cells 170 , 175 . In some embodiments , additional 
storage operation cells hierarchically superior to operation 
cell 180 may also be present in the hierarchy of storage 
operation cells . 
[ 00991 . In some embodiments , first and second storage 
operation cells 170 , 175 may be connected by communica 
tions link 197 , which may be any suitable wired or wireless 
communications link such as a WiFi link , a fiber channel or 
SCSI connection that allows storage operation cells 170 , 175 
to communicate directly with one another ( i . e . , without 
necessarily directly or indirectly involving third storage cell 
180 ) . This may be accomplished , for example , by storage 
manager 195 of the first storage operation cell 175 commu 
nicating with storage manager 196 of the second storage 
operation cell via link 197 . This may allow first and second 
storage operation cells 170 , 175 to share information to one 
another such as , without limitation , network status , opera 
tional metrics or availability on primary or secondary stor 
age . 
[ 0100 ] Link 197 may allow the first and second storage 
operation cells also to share information regarding any 
triggered events based on such information . Examples of 
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these types of events include , but are not limited too , 
network congestion at any of the storage operation cells , 
faults in the network , limited storage capacity , slow data 
transfer , etc . This arrangement may allow for the direct 
transfer of stored data to from and from the cells ( via link 
197 ) without the need to communicate with or pass data 
through master storage manager 215 . Direct link 197 may 
allow for the efficient communication of the storage opera 
tion cells without having to pass through an intermediary 
( the third storage operation cell in this embodiment ) and 
causes the storage operation cells to react or adapt to 
network conditions faster . 
[ 0101 ] Third storage operation cell 180 may also be 
directed to coordinating and managing the collection of 
generated metadata from all of the storage operation cells in 
the hierarchy , such as the first and second storage operation 
cells 170 , 175 of this embodiment . The master storage 
manager 215 of the third storage operation cell 180 may 
communicate with the storage managers 195 , 196 of the first 
and second storage operation cells over the communication 
links 225 , 230 . The master storage manager 215 may peri 
odically poll the storage managers 195 , 196 in order to 
determine whether newly created metadata has been gener 
ated . This polling may occur in accordance with user defined 
schedules or policies associated with the storage operation 
cell . For example , a storage operation cell may generate 
metadata more regularly than others , and therefore , may be 
polled more regularly by master storage manager 215 . 
[ 0102 ] In operation , master storage manager 215 may poll 
storage manager 195 for metadata . The storage manager 195 
may then check to determine whether updated metadata has 
been stored in metadata storage volume 225 . If updated 
metadata exists , it may be sent to the master storage manager 
215 for storage at the master metadata storage 230 . Simi 
larly , master storage manager 215 may poll storage manager 
196 of second storage operation cell 175 for metadata . 
Storage manager 196 may also check to determine whether 
updated metadata has been stored in the metadata storage 
volume 220 . If updated metadata exists , it may also be sent 
to master storage manager 215 for storage at master meta 
data storage 230 . 
[ 0103 ] According to another embodiment , in operation , 
master storage manager 215 may receive metadata updates 
from storage managers 195 , 196 of the first and second 
storage operation cells 170 , 175 without the need for polling . 
In this case , the storage managers within the storage opera 
tion cells notify the master storage manager of created or 
updated metadata . For example , under the direction of 
storage manager 195 of the first storage operation cell , 
metadata updates may be accessed from metadata storage 
225 , whereby the accessed metadata may be sent over the 
link 225 to the third storage operation cell 180 . At third 
storage operation cell 180 , master storage manager 215 may 
receive and store the updated metadata to master metadata 
storage 230 . Similarly , under the direction of the storage 
manager 196 of the second storage operation cell , metadata 
updates may be accessed from the metadata storage device 
220 and sent over link 230 to third storage operation cell 
180 . At third storage operation cell 180 , master storage 
manager 215 may receive and store the updated metadata to 
master metadata storage 230 . According to other embodi 
ments , a combination of both embodiments discussed above 
may be utilized according network related or user defined 
information . 

( 0104 ] The hierarchy of the illustrative embodiments may 
provide advantages in the maintenance and operation of a 
storage network . The several communication links may 
provide redundancy of many levels ( depending on the 
number of storage operation cells implemented ) and allow 
for a storage manager to direct and adapt the storage 
operations . In certain embodiments the storage manager 
may be dynamically configured to automatically adjust the 
communication paths and flow of data traffic through the 
communication links and storage operation cells based on a 
variety of circumstances , such as traffic congestion , com 
munication link failure , limited storage space , etc . In alter 
native embodiments , the storage manager may present the 
network status , or alerts , to a system administrator , who in 
turn may manually instruct the storage manager to reallocate 
resources to alleviate any issues in the storage network . 
[ 0105 ] FIGS . 4A and 4B present a generalized block 
diagram 400 illustrating metadata flow between multiple 
server devices in a storage operation system according to an 
embodiment of the invention . The illustrative system may 
include a first storage operation cell 171 , having an appli 
cation server 420 and a storage manager 430 . The first 
storage operation cell 171 may include a communication 
link to a storage device 440 . A second storage operation cell 
176 may be included also having an application server 425 
and a storage manager 435 as well as a communication link 
to a storage device 445 . A third storage operation cell 181 
includes an application server 405 and a storage manager 
455 . The third storage operation cell 181 , of this embodi 
ment , may include a communications link to a centralized 
metadata storage device 450 . 
f0106 ] As illustrated in FIG . 4A , sets of metadata 410 , 415 
generated at the application server 405 of the third storage 
operation cell may be sent with their corresponding appli 
cation data to the application servers of the first and second 
storage operation cells 420 , 425 , for storage . Also , the 
generated metadata 410 , 415 may be stored at the centralized 
metadata storage device 450 under the direction of storage 
manager 455 of the third storage operation cell . At the first 
storage operation cell ' s application server 420 , under the 
direction of the storage manager 430 , metadata 410 may be 
stored at storage device 440 , while at application server 425 
of the second storage operation cell , under the direction of 
storage manager 435 , metadata 415 may be stored at storage 
device 445 . 
0107 ] As illustrated in FIG . 4B , additional metadata 460 , 
470 may be received and stored via the application servers 
420 , 425 of the first and second storage operation cells 171 , 
176 . For example , in some embodiments , metadata 460 sent 
from , and / or generated by the first storage operation cell 
may have been received from other storage cells and stored 
in storage device 440 under the direction of storage manager 
430 . Alternatively , metadata 460 may have been generated 
within the application server 420 prior to being stored at 
storage device 440 . Similarly , metadata 470 sent from the 
second storage operation cell 176 may have been received 
from other storage cells and stored in the storage device 445 
under the direction of storage manager 435 . Alternatively , 
metadata 470 may also have been generated within appli 
cation server 425 prior to being stored at storage device 470 . 
[ 0108 ] As mentioned above , in one embodiment , metadata 
460 may have been generated within the application server 
420 prior to being stored at storage device 440 . Therefore , 
various blocks or fragments of metadata ( e . g . , metadata 460 
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and 470 ) may be generated and / or distributed across differ 
ent storage operation cells operating over different commu 
nication network elements ( e . g . , server 420 and 435 ) . 
According to an embodiment of the invention , metadata 460 
may be migrated from storage device 440 through the first 
storage operation cell 171 to the centralized metadata stor - 
age device 450 via communication links 475 , 480 . Also , 
under the direction of the storage manager 435 of the second 
storage operation cell and the storage manager of third 
storage operation cell 455 , metadata 470 may be migrated 
from the storage device 445 to the centralized metadata 
storage device 450 via communication links 477 , 480 . As 
described , metadata from different operating cells and net 
work elements may be collected and centralized in metadata 
storage 450 . 
[ 0109 ] This embodiment of the present invention may 
include , among other things , up - to - date readily accessible 
metadata that may be used to determine information corre 
sponding to electronic data that may be stored or archived on 
different storage resources in a storage operation system . In 
addition to being used for storage system recovery , the 
metadata may be analyzed and processed in order to deter 
mine various performance metrics associated with the dif 
ferent storage operation cells of the storage operation sys 
tem . As discussed in detail above , these performance metrics 
may include data transfer rates , traffic congestion locations , 
storage space , file size , network resource allocation , etc . One 
skilled in the art will recognize that these metrics are 
illustrative , and that any m suitable metric of a computer 
network may be monitored and calculated using the embodi 
ments described herein without departing from the scope of 
the invention . 
[ 0110 ] FIG . 5 is a flow diagram 500 generally illustrating 
some of the steps involved in storing metadata to a central 
storage device within a storage operation system according 
to an embodiment of the invention . At step 505 , one or more 
reconstruction criteria may be used to collect metadata from 
different storage locations that may be managed by one or 
more storage operation cells . The reconstruction criteria 
may include , for example , each storage operation cell send 
ing created metadata to a designated storage cell that handles 
storing metadata to a central storage device or database . 
Each operation cell may send this metadata to the central 
storage device based on a pre - defined policy . The policies 
may include , for example , the metadata reaching a threshold 
size , a user defined periodic update schedule , the type of data 
involved , based on the identity of a user creating the data , or 
immediately upon creation . The metadata may be transmit 
ted by polling or requesting information from the operation 
cells based on an external device or module monitoring and 
facilitating the migration of the created metadata to the 
central storage device , or any other criteria . 
[ 0111 ] At step 510 , based on the reconstruction criteria , a 
target storage operation cell and storage device may be 
identified , selected or created for storing the metadata that is 
retrieved from different storage operation cells and storage 
devices . Once the target storage device is determined , meta 
data may be identified from across the storage operation 
cells and sent to the target storage device ( step 515 ) . In some 
embodiments , metadata may include information regarding 
the origin or creation point of the data to facilitate merger at 
the destination . 
[ 0112 ] FIG . 6 is a flow diagram 600 generally illustrating 
some of the steps involved in recreating or collecting 

metadata within a storage operation system according to an 
embodiment of the invention . At step 605 , metadata that 
may be periodically replicated , backed up , archived , or 
otherwise copied or stored at different times and / or on 
different storage operation cell locations may be identified 
by a storage manager module ( e . g . , metadata manager 133 ; 
FIG . 1A ) within a designated storage operation cell . The 
designated storage operation cell may be a another cell or a 
master storage operation cell that monitors and manages 
SRM and HSM activities in other storage operation cells in 
a hierarchy of storage operation cells . In other embodiments , 
the storage operation cell may be selected based on geog 
raphy ( e . g . , Chicago ) or location ( e . g . , Head Office in N . Y . ) 
or other criteria such as capacity , availability , efficiency , user 
preference , convenience , etc . 
[ 0113 ] Once the metadata has been identified ( step 605 ) , 
the target storage cell , volume or device to which the 
metadata is sent may be determined ( step 610 ) . This deter 
mination may be based upon any number of network utili 
zation metrics , including but not limited to , storage media 
space , traffic congestion , data transfer rates , file size , con 
current storage operations , etc . Once identified metadata 
from different storage operation cells is collected ( 615 ) , it 
may be determined whether certain metadata entries may be 
reconstructed ( step 620 ) . This may include determining 
whether sufficient metadata relating to one or more storage 
operations has been identified and whether this identified 
metadata is complete , uncorrupted and / or it represents the 
data ( e . g . , whether entries are missing and if so , is the 
missing information critical , such that not enough meaning 
ful information can be obtained , even if available records 
combined ) . 
[ 0114 ] If at step 620 , it is determined that the metadata 
cannot be reconstructed ( e . g . , recreated from the constituent 
parts retrieved from across the system ) , metadata from the 
one or more storage operation cells may continue to be 
collected ( step 615 ) until sufficient metadata is obtained to 
successfully complete the reconstruction process . Alterna 
tively , an alert may be sent indicating that the metadata 
cannot be recreated based on the available information . 
Once reconstruction of the metadata occurs ( step 620 ) , the 
colleted metadata may be merged by storing the metadata to 
the target storage device ( step 625 ) . 
[ 0115 ] Merging metadata may be performed as is known 
in the art and / or may generally include some or all of the 
following . Comparing metadata at a first location with that 
at a second location as further described herein to determine 
if differences exist . Determining whether there any redun 
dancies in metadata at the two ( or more ) locations . Polling 
or otherwise communicating with the location having meta 
data that is not present at the other location , and requesting 
that metadata be transmitted . Receiving and arranging the 
received metadata to reconstruct missing or corrupted meta 
data . Analyzing the reconstructed metadata to determine 
whether any metadata remains missing or is otherwise 
unusable . Searching for additional metadata in other loca 
tions if it is determined the reconstructed metadata section is 
incomplete . 
101161 . FIG . 7 is a flow diagram 700 generally illustrating 
some of the steps involved in recovering deleted metadata 
within a storage operation system according to an embodi 
ment of the invention . At step 705 , it may be determined 
whether metadata has been inadvertently deleted at one or 
more storage operation cells . This may be accomplished , for 
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example , by identifying source data , such as by an Update 
Sequence Number ( USN ) , File reference number ( FRN ) or 
other identifier which has no corresponding metadata . For 
example , metadata may have been deleted from a media 
agent module or other component associated with a storage 
operation cell . Once it has been determined that metadata 
has been deleted or inadvertently removed from a storage 
operation cell module or element ( e . g . , media agent ) , stored 
metadata archives that are stored at a centralized storage 
location are monitored or quiesced ( step 710 ) . The central 
ized storage location may , for example , include one or more 
storage devices for storing the metadata for the entire 
storage operation system . 
[ 0117 ] Based on monitoring the centralized storage loca 
tion , at step 715 copies of the deleted metadata files may be 
located and accessed from the centralized storage location . 
For example , the metadata associated with the media agent 
with the deleted metadata may be identified and accessed 
from the centralized storage location . At step 720 , the 
accessed metadata may then be sent to the location or 
locations from which the metadata was deleted or corrupted . 
The media agent with the lost metadata may receive the 
metadata copies from the centralized storage location . This 
metadata is then integrated into the media agent metabase to 
refresh the entries in the metabase that may have been 
deleted , corrupted or are otherwise missing . This may 
include , comparing metadata for correspondence , and then 
arranging and merging metadata depending on availability , 
ability to correlate metadata from different locations with 
one another etc . , and using any suitable integration tech 
niques . The process may be repeated until the media agent 
database is fully refreshed or additional metadata is unavail 
able . This allows the present invention to leverage and 
harvest information distributed across one more networks to 
reconstitute or otherwise recreate lost metadata . 
[ 0118 ] Turning to FIG . 8 , a flow diagram 800 is presented 
illustrating some of the steps involved in using metadata for 
storage system recovery according to an embodiment of the 
invention . At step 805 , metadata that may be created at 
different times and at different locations across a network of 
storage operation cells may be identified . The metadata may 
be monitored by modules within the storage managers of 
each storage operation cell . For example , a metadata man 
ager 133 ( FIG . 1A ) may facilitate identification of created 
metadata in a storage manager . Also , modules external to the 
storage managers may provide metadata - monitoring capa 
bilities . For example , metadata agent 107 ( FIG . 1A ) within 
media agent 105 ( FIG . 1A ) may also monitor and identify 
created metadata . 
[ 0119 ] At step 810 , identified metadata may be sent to a 
central storage location or database and may be arranged 
based on temporal information , which is useful for stepping 
through information correlated with a certain time or event . 
The metadata may then be integrated or otherwise unified 
with other metadata associated with the storage operation 
system . If it is determined that additional metadata may exist 
across the various storage operation cells ( step 815 ) , the 
additional metadata may continue to be identified and col 
lected ( steps 805 and 810 ) by the storage manager . At step 
820 , the integrated metadata is copied to a remote storage 
device so that the metadata may be accessed and utilized for 
disaster recovery operations in order to recover stored data 
that may have been lost . 

[ 0120 ] The metadata may include identification informa 
tion that is associated with each storage device , which , in 
some embodiments , may be unique . Thus , using this iden 
tification information , the metadata may facilitate the recov 
ery of lost data by identifying the correct storage device to 
which the lost data was copied . Such an implementation may 
allow for the faster , more secure and more accurate recovery 
of lost or damaged data . In mission critical operations , it 
may be desired to provide a storage operation system in 
which backup or stored data may be immediately retrieved 
using the most efficient and time effective components . 
[ 0121 ] FIG . 9 is a flow diagram 900 illustrating some of 
the steps involved in using metadata for identifying backed 
up storage media during data recovery according to an 
embodiment of the invention . At step 905 a unique ( i . e . , 
worldwide unique ) identifier may be assigned to metadata 
associated with application or other information data that is 
copied to a storage device . The identifier may be used to 
identify the particular storage device where the data is stored 
or backed up . Barcodes , or other optical patterns may be 
used to identify and catalog storage devices . Optical recog 
nition systems can reliably read a barcode looking for a 
pattern match to identify the storage media sought . If it is 
determined that the storage device includes storage media 
that is barcoded for identification and selection by , for 
example , a robotic arm ( step 910 ) , information correspond 
ing to the media barcode is also added to the metadata . 
[ 0122 ] If no barcode data is found in the identifier , the 
barcode identifier information for the storage media may be 
written and stored to the metadata ( step 915 ) . At step 920 , 
once the identifier information is added to the metadata , it 
may be sent to a central storage location comprising one or 
storage devices . If data is lost from a particular storage 
device ( step 925 ) , e . g . , a primary storage volume , metadata 
associated with the lost data may be accessed from the 
central storage device ( step 930 ) . Once accessed , informa 
tion such as the media barcode information and / or unique 
identifier may be used to determine the storage location of 
the stored copy of the lost data ( step 930 ) . The stored copy 
of the lost data may be then retrieved and sent to the storage 
device from which the data was lost . Alternatively , if this 
storage device has malfunctioned , the retrieved or recovered 
data may be sent to another storage device , database , or 
information storing device . 
[ 0123 ] Using the metadata associated with the unique 
identifier , lost data information may be accessed from the 
correct backup storage device that holds a stored copy of the 
desired data of interest . Also , using the metadata associated 
with the media barcode information , lost data information 
may be accessed from the correct barcode storage media 
within a particular backup storage device in an expedited 
manner . 
[ 0124 ] Systems and modules described herein may com 
prise software , firmware , hardware , or any combination ( s ) 
of software , firmware , or hardware suitable for the purposes 
described herein . Software and other modules may reside on 
servers , workstations , personal computers , computerized 
tablets , PDAS , and other devices suitable for the purposes 
described herein . Software and other modules may be acces 
sible via local memory , via a network , via a browser or other 
application in an ASP context , or via other means suitable 
for the purposes described herein . Data structures described 
herein may comprise computer files , variables , program 
ming arrays , programming structures , or any electronic 
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information storage schemes or methods , or any combina - 
tions thereof , suitable for the purposes described herein . 
User interface elements described herein may comprise 
elements from graphical user interfaces , command line 
interfaces , and other interfaces suitable for the purposes 
described herein . Screenshots presented and described 
herein can be displayed differently as known in the art to 
input , access , change , manipulate , modify , alter , and work 
with information . 
[ 0125 ] . While the invention has been described and illus 
trated in connection with preferred embodiments , many 
variations and modifications as will be evident to those 
skilled in this art may be made without departing from the 
spirit and scope of the invention , and the invention is thus 
not to be limited to the precise details of methodology or 
construction set forth above as such variations and modifi 
cation are intended to be included within the scope of the 
invention . 

1 . ( canceled ) 
2 . An apparatus that reconstructs missing metadata in an 

electronic storage network comprising : 
primary data stored on at least a first storage device ; 
at least a secondary copy of the primary data ; 
a first set of metadata associated with at least a portion of 

the secondary copy ; 
a database of metadata that stores a copy of the first set of 
metadata ; and 

at least one storage operation controller comprising com 
puter software executing on one or more computer 
processors , the storage operation controller configured 
to : 
electronically compare the first set of metadata with the 

portion of the secondary copy to determine whether 
a portion of the first set of metadata is missing by 
identifying data in the portion of the secondary copy 
that has no corresponding metadata in the first set of 
metadata ; and 

automatically reconstruct a missing portion of the first 
set of metadata using the copy of the first set of 
metadata stored in the database of metadata . 

3 . The apparatus of claim 2 wherein the storage operation 
controller determines that the missing portion of the first set 
of metadata is stored in the database . 

4 . The apparatus of claim 2 wherein the storage operation 
controller determines that the missing portion stored in the 
database of metadata is complete . 

5 . The apparatus of claim 2 wherein the storage operation 
controller determines whether the missing portion may be 
reconstructed based at least in part whether metadata asso 
ciated with one or more storage operations has been iden 
tified . 

6 . The apparatus of claim 2 wherein the storage operation 
controller determines that the missing portion of the first set 
of metadata exists in the database of metadata based on a 
sequence number . 

7 . The apparatus of claim 2 wherein the storage operation 
controller determines that the missing portion of the first set 
of metadata exists in the database of metadata based on an 
identifier associated with the first storage device . 

8 . The apparatus of claim 2 wherein the database of 
metadata further comprises a copy of a second set of 
metadata associated with a second portion of the secondary 
copy and the storage operation controller reconstructs a 

deleted portion of a second set of metadata using the copy 
of the second set of metadata stored in the database . 

9 . The apparatus of claim 8 wherein the copies of the first 
and second set of metadata stored in the database of meta 
data are stored in a third storage device . 

10 . The apparatus of claim 2 wherein the storage opera 
tion controller is further configured to determine whether the 
copy of the first set of metadata comprises the missing 
portion of the first set of metadata . 

11 . The apparatus of claim 2 wherein the storage opera 
tion controller is further configured to reconstruct the miss 
ing portion of the first set of metadata by collecting metadata 
from a plurality of storage operation cells . 

12 . A method for reconstructing missing metadata in an 
electronic storage network , comprising : 

copying primary data stored on at least a first storage 
device to at least a second storage device to create at 
least a secondary copy of the primary data on the 
second storage device ; 

creating a first set of metadata associated with at least a 
portion of the secondary copy ; 

storing a copy of the first set of metadata in database of 
metadata ; and 

determining whether a portion of the first set of metadata 
is missing by identifying data in the portion of the 
secondary copy that has no corresponding metadata in 
the first set of metadata ; and 

reconstructing a missing portion of the first set of meta 
data using the copy of the first set of metadata stored in 
the database of metadata . 

13 . The method of claim 12 further comprising determin 
ing that the missing portion of the first set of metadata is 
stored in the database of metadata . 

14 . The method of claim 12 further comprising analyzing 
the missing portion of the first set of metadata stored in the 
database of metadata to determine that the missing portion 
of the first set of metadata stored in the database of metadata 
is complete . 

15 . The method of claim 12 further comprising determin 
ing whether the missing portion may be reconstructed based 
at least in part whether metadata associated with one or more 
storage operations has been identified . 

16 . The method of claim 12 further comprising determin 
ing that a missing portion of the first set of metadata exists 
in the database of metadata storage device based on a 
sequence number . 

17 . The method of claim 12 further comprising creating a 
second set of metadata associated with a second portion of 
the secondary copy and storing a copy of the second set of 
metadata in the database of metadata , and reconstructing a 
loss of a portion of the second set of metadata using the copy 
of the second set of metadata stored in the database of 
metadata 

18 . The method of claim 12 further comprising determin 
ing that a missing portion of the first set of metadata exists 
in the database of metadata based on an identifier associated 
with the first storage device . 

19 . The method of claim 12 further comprising storing 
copies of the first and second set of metadata stored in the 
database of metadata are copied to a third storage device . 

20 . The method of claim 12 further comprising determin 
ing whether the copy of the first set of metadata comprises 
the missing portion of the first set of metadata . 
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21 . The method of claim 12 wherein reconstructing the 
missing portion of the first set of metadata comprising 
collecting metadata from a plurality of storage operation 
cells . 


