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RECOVERING AND RELOCATING UNRELIABLE 
DISK SECTORS WHEN ENCOUNTERING DISK 

DRIVE READ ERRORS 

RELATED APPLICATIONS 

0001. The present invention is related to the subject 
matter of the following commonly assigned, copending U.S. 
patent applications: Ser. No. 09/ (Docket No. AT9 
98-898) entitled “RELOCATING UNRELIABLE DISK 
SECTORS WHEN ENCOUNTERING DISK DRIVE 
READ ERRORS WITH NOTIFICATION TO USER 
WHEN DATA IS BAD' and filed , 1999; Ser. No. 
09/ (Docket No. AT9-98-903) entitled “ABILITY 
TO DISTINGUISH TRUE DISK WRITE ERRORS and 
filed , 1999; and Ser. No. 09/ (Docket No. 
AT9-98-904) entitled “RELOCATING SECTORS WHEN 
DISK DRIVE DOES NOT RETURN DISK WRITE 
ERRORS' and filed , 1999. The content of the above 
referenced applications is incorporated herein by reference. 

BACKGROUND OF THE INVENTION 

0002) 1. Technical Field 
0003. The present invention relates in general to data 
Storage on disk Storage media and in particular to error 
handling and recovery for disk Storage media. Still more 
particularly, the present invention relates to relocating unre 
liable disk sectors when read errors are received while 
reading data. 
0004 2. Description of the Related Art 
0005 Accurate and prompt reporting of write errors or 
faults to a disk drive by device drivers, adapters, and/or disk 
drives when an attempted write to the hard disk drive is 
unsuccessful represents the ideal situation for data protec 
tion. Under these conditions, the System or user application 
has an opportunity to preserve the data by writing it else 
where. However, the error may not be detected when the 
data is written, the error may not be properly reported if 
detected, or the data may be corrupted after being written to 
the disk media. The first two circumstances depend on the 
presence, reliability, and/or thoroughness of error detection, 
reporting and correction mechanisms for the disk drive, 
adapter, and device driver. The last circumstance results 
from failure of the disk media for any one of a number of 
reasons Such as head damage to the disk media, Stray 
magnetic fields, or contaminants finding their way into the 
disk drive. 

0006 Virtually all contemporary disk drives can detect 
and report a bad data read from the disk media, typically 
through CRC errors. When CRC errors are returned from 
reading a Sector, often the read may be retried Successfully, 
and most file Systems simply continue if the data was 
Successfully recovered from the Sector. 
0007. A sector for which reads must be retried multiple 
times is likely to be “failing,” or in the process of becoming 
unrecoverable. Once a Sector becomes unrecoverable, disk 
drives will normally perform relocation of the bad sector to 
a reserved replacement Sector on the drive. However, Sectors 
are generally relocated only after they have become unre 
coverable, and typically a Sector which may be Successfully 
read is deemed good regardless of the number of attempts 
required to read the data. This may result in loSS of data Since 

Jul. 26, 2001 

the Sector was not relocated prior to the Sector becoming 
unrecoverable - that is, prior to the data becoming unread 
able and therefore “lost.” 

0008. It would be desirable, therefore, to provide a 
mechanism for detecting and relocating failing or unreliable 
disk Sectors prior to complete loss of data within the Sector. 

SUMMARY OF THE INVENTION 

0009. It is therefore one object of the present invention to 
provide improved data Storage on disk Storage media. 
0010. It is another object of the present invention to 
provide improved error handling and recovery for disk 
Storage media. 
0011. It is yet another object of the present invention to 
provide a mechanism for relocating unreliable disk Sectors 
when read errors are received while reading data. 
0012. The foregoing objects are achieved as is now 
described. 

0013 Where a number n of read attempts are required to 
Successfully read a data Sector, with the first n-1 attempts 
returning a disk drive read error, the number of attempts 
required is compared to a predefined threshold Selected to 
indicate that the Sector is unreliable and is in danger of 
imminently becoming completely unrecoverable. If the 
threshold number of attempts is not exceeded, the Sector is 
presumed to Still be good and no further action need be 
taken. If the threshold number of attempts was equaled or 
exceeded, however, the unreliable or failing sector is relo 
cated to a reserved replacement Sector, with the recovered 
data written to the replacement Sector. The failing data Sector 
is remapped to the replacement Sector, which becomes a 
fully functional substitute for the failing sector for future 
reads and writes while preserving the original user data. 
Data within a failing sector is thus preserved before the 
Sector becomes completely unrecoverable. 
0014. The above as well as additional objects, features, 
and advantages of the present invention will become appar 
ent in the following detailed written description. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0015 The novel features believed characteristic of the 
invention are set forth in the appended claims. The invention 
itself however, as well as a preferred mode of use, further 
objects and advantages thereof, will best be understood by 
reference to the following detailed description of an illus 
trative embodiment when read in conjunction with the 
accompanying drawings, wherein: 
0016 FIG. 1 depicts a block diagram of a data processing 
System and network in which a preferred embodiment; 
0017 FIG. 2 is a diagram of a mechanism for relocating 
an unreliable Sector in accordance with a preferred embodi 
ment of the present invention; 
0018 FIG.3 depicts a high level flow chart for a process 
of relocating unreliable disk Sectors when encountering disk 
drive read errors in accordance with a preferred embodiment 
of the present invention; 
0019 FIG. 4 is a high level flow chart for employing 
relocated, unreliable Sectors in accordance with a preferred 
embodiment of the present invention; and 
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0020 FIG. 5 depicts a data flow diagram for a process of 
detecting write errors and preserving user data despite 
failure of a disk to report write errors in accordance with a 
preferred embodiment of the present invention. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

0021 With reference now to the figures, and in particular 
with reference to FIG. 1, a block diagram of a data pro 
cessing System and network in which a preferred embodi 
ment of the present invention may be implemented is 
depicted. Data processing System 100 may be, for example, 
one of the models of personal computers available from 
International BusineSS Machines Corporation of Armonk, 
N.Y. Data processing system 100 includes a processor 102, 
which in the exemplary embodiment is connected to a level 
two (L2) cache 104, connected in turn to a system bus 106. 
In the exemplary embodiment, data processing System 100 
includes graphics adapter 116 also connected to System bus 
106, receiving user interface information for display 120. 
0022. Also connected to system bus 106 is system 
memory 108 and input/output (I/O) bus bridge 110. I/O bus 
bridge 110 couples I/O bus 112 to system bus 106, relaying 
and/or transforming data transactions from one bus to the 
other. Peripheral devices Such as nonvolatile Storage 114, 
which may be a hard disk drive, and keyboard/pointing 
device 116, which may include a conventional mouse, a 
trackball, or the like, are connected to I/O bus 112. 

0023 The exemplary embodiment shown in FIG. 1 is 
provided Solely for the purposes of explaining the invention 
and those skilled in the art will recognize that numerous 
variations are possible, both in form and function. For 
instance, data processing System 100 might also include a 
compact disk read-only memory (CD-ROM) or digital video 
disk (DVD) drive, a Sound card and audio speakers, and 
numerous other optional components. All Such variations are 
believed to be within the spirit and scope of the present 
invention. However, data processing system 100 is prefer 
ably programmed to provide a mechanism for relocating 
unreliable disk Sectors. 

0024. Referring to FIG. 2, a diagram of a mechanism for 
relocating an unreliable Sector in accordance with a pre 
ferred embodiment of the present invention is illustrated. 
The mechanism includes a host system 202, which may be 
data processing system 100 depicted in FIG. 1, and disk 
Storage 204, Such as nonvolatile Storage 114 depicted in 
FIG. 1. 

0.025 Disk storage 204 includes storage media 206, 
which is generally Several magnetic Storage disks Spaced 
apart along a common central axis. In accordance with the 
known art, data is written to and read from Storage media 
206 by heads (not shown) positioned near storage media 206 
as the disks are rotated by a drive motor (also not shown), 
with a separate head associated with each disk within 
storage media 206. The heads are moved in tandem over the 
Surface of each respective disk within Storage media 206, 
with the rotation of the disks and the position of the heads 
along a radius from the common axis controlled by head 
position and drive control logic 208. 
0.026 Storage media 206 is logically divided into a 
number of tracks 210, which are generally arranged in 

Jul. 26, 2001 

concentric circles on the Surface of the disks forming Storage 
media 206. Each track 210 usually includes servo fields 
containing positioning information used to locate the head 
over a specific track, identification and Synchronization 
fields, a data region, and error correcting codes (ECC). 
Because the Servo, identification, Synchronization, and ECC 
fields are not utilized by the present invention, only data 
regions for tracks 210 are illustrated in FIG.2 for simplicity. 
0027. The data portion of each track is divided into a 
number of data sectors 212 (also referred to a “blocks”) of 
a predetermined size and format. In the Standard format, 
each sector 212 typically includes an identification (ID) field 
and a data field. Identification fields, in turn, generally 
include a Synchronization field required for reading the data, 
a logical block number (LBN) assigned to the Sector and 
employed by the addressing scheme of host system 202 to 
identify the Sector, flags, and a cyclic redundancy check 
(CRC) character or similar error correcting codes (ECC) The 
flags may include a flag (“B”) indicating whether the Sector 
is good or bad, Sector Servo Split flags, and a relocate pointer. 
0028. A defect map table 214, which may be maintained 
by Storage media 204 and/or the operating System for host 
system 202, contains entries 216 for each LBN 218 where an 
error has been detected. Until an unrecoverable Sector is 
identified for storage media 204, defect map table 214 will 
contain no entries. AS unrecoverable Sectors are identified 
over the life of storage media 204, entries are added to defect 
map table 214. When an unrecoverable sector is identified, 
the failed sector is mapped within defect map table 214 to a 
replacement Sector previously reserved by the operating 
system for host system 202. Each entry 216 thus contains the 
LBN 220 which addresses a previously reserved replace 
ment sector to which LBN 218 has been relocated, and may 
also contain a flag as well as other information 222 about the 
sector identified by LBN 218 within an entry 216. 
0029 When an unreliable sector - a sector for which 
multiple read attempts are required to Successfully read the 
Sector data - Such as Sector 2.12a or 212b is identified during 
operation, the Sector is remapped to a reserved spare or 
replacement sector 212c or 212d. The LBN 218 correspond 
ing to the unreliable sector 212a or 212b is mapped to the 
LBN 220 of the corresponding replacement sector 212c or 
212d, which may also be stored in the relocate pointer 
portion of an ID field for the appropriate unreliable sector 
212a or 212b. 

0030 All disk drives can detect and report a bad data read 
from the disk media, typically through CRC errors. When 
CRC errors are returned from reading a Sector, often the read 
may be retried Successfully, and most file Systems simply 
continue if the data was Successfully recovered from the 
Sector. Thus, a read request being handled by an operating 
system component 228 for storage disk 204 (often referred 
to as a “device manager” for disk 204) may encounter a CRC 
error returned from the device driver 230 for storage media 
204, which receives the CRC error from host interface 232 
of Storage disk 204. The operating System component 228 
will then attempt to recover the data within the Sector being 
read by repeatedly retrying the read request. 
0031) If the data is successfully recovered by repetitively 
retrying the read request as described above, a determination 
is made of the number of read attempts required to Success 
fully read the data. If the number of attempts exceeds a 
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predefined limit (e.g., five), the Sector is deemed to be 
unreliable or failing. The failing Sector 212a is then relo 
cated to a replacement Sector 212d before the data is lost. 
Defect map table 214, which is accessible to operating 
System component 228, is appropriately updated. “Bad” bit 
or flag 222 in defect map table 214, in a defect map within 
disk 204 (not shown), and/or in failing sector 212a may be 
Set for failing Sector 212a. An "unusable’ flag indicating 
whether the data within the replacement Sector is good or 
bad (in this case good, Since the data was recovered prior to 
relocation of the failing Sector) may also be set. 
0032. When reads or writes are performed to a file 
containing a Sector relocated due to unreliability, the oper 
ating system checks the LBNs of the sectors to be read 
against defect map table 214. If an entry containing an LBN 
216 to be read or written is found, the replacement sector 
212d is read instead of failing Sector 212a. Failing Sector 
212a is no longer employed to hold data. Replacement 
sector 212d thus becomes a fully functional Substitute for 
failed Sector 2.12a which it replaced, and the original data is 
preserved from loSS. 
0033. With reference now to FIG. 3, a high level flow 
chart for a process of relocating unreliable disk Sectors when 
encountering disk drive read errors in accordance with a 
preferred embodiment of the present invention is depicted. 
The process begins at step 302, which depicts a CRC read 
error being returned by a disk drive to an operating System 
read request. The proceSS first passes to Step 304, which 
illustrates a retry of the read request by the operating System. 
0034. The process next passes to step 306, which depicts 
a determination of whether the retry request was Successful. 
If not, the process proceeds to step 308, which illustrates 
incrementing a retry counter, and then returns to Step 304 to 
again retry the read request. It should be noted that the Sector 
data may not be Successfully read after a predetermined 
number of retry attempts, indicating that the Sector is 
unlikely to be Successfully recovered. In this case, the 
operating System may simply deem the Sector unrecover 
able, and relocate the Sector with a notification to the user 
that the Sector data was lost. 

0035. The present invention, however, presumes that the 
Sector data can be Successfully recovered after a number of 
read attempts. In that circumstance, the proceSS proceeds 
from step 306 to step 310, which illustrates a determination 
of whether the number of attempted reads required to 
Successfully read the Sector data exceeds a predefined reli 
ability limit. The number of retry attempts selected as a 
threshold for reliability should balance the risk of total loss 
of the data against the loSS of Storage Space. The number 
may be variable during the life of a disk Storage device, with 
more retry attempts being tolerated as fewer replacement 
Sectors remain available. 

0036). If the number of read attempts required to success 
fully read the data exceeds the reliability limit, the proceSS 
proceeds to Step 312, which depicts relocating the failing 
Sector. The failing Sector may be remapped to one of the 
operating System's reserved replacement Sectors and written 
with the recovered data. All future reads and writes to the 
failing Sector number will map to the replacement Sector. For 
this case, the original user data was recovered, a bad Sector 
was removed from use, and a good Sector Substituted in its 
place. 
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0037. If the number of read attempts required to success 
fully read the data does not exceed the reliability limit, the 
Sector is presumed to be good and no further action is taken. 
The process then proceeds to step 314, which illustrates the 
process becoming idle until another read error is received. 

0038) Referring to FIG. 4, a high level flow chart for 
employing relocated, unreliable Sectors in accordance with 
a preferred embodiment of the present invention is illus 
trated. The process begins at Step 402, which depicts a read 
or write to a disk Storage device being initiated, with the read 
or write request being detected by a an operating System 
device manager component for the disk Storage device. 

0039 The process first passes to step 404, which illus 
trates the device manager checking the defect map table 
maintained for the disk Storage device as described above, 
comparing the LBNS for the target Sector(s) to entries, if any, 
within the defect map table. The process then passes to Step 
406, which illustrates a determination of whether any target 
Sectors had previously been relocated, by comparing the 
target sector LBNs to relocated sector LBNs within the 
defect map table. 

0040. If any target sector for the detected disk read or 
write operation has been relocated, the process proceeds to 
step 408, which illustrates substituting the replacement 
sector LBN for the relocated target sector LBN for each 
target Sector which has been relocated. Otherwise, the pro 
cess proceeds directly to step 410, which illustrates the 
process becoming idle until another read or write operating 
to a disk Storage device is detected. 
0041. The present invention allows unreliable sectors to 
be relocated to spare Sectors with preservation of the data 
which would otherwise be lost when the sector becomes 
completely unrecoverable. An important aspect of the 
present invention is that it may be implemented within an 
operating System component, employing replacement Sec 
tors reserved by the operating System. This allows consistent 
handling of unreliable blockS regardless of the disk media or 
the capabilities of a disk drive which are involved. 

0042. With reference now to FIG. 5, a data flow diagram 
for a process of detecting write errors and preserving user 
data despite failure of a disk to report write errors in 
accordance with a preferred embodiment of the present 
invention is depicted. FIG. 5 is a data flow diagram for a 
process of bad block relocation by an operating System. 

0043. When an operating system in accordance with the 
present invention is installed on a data processing System, 
and also at later times Such as when a disk is added to the 
data processing System, the user is given the opportunity to 
create new data Volumes which reside on disks within the 
System. A utility program allowing the user to enter infor 
mation about the new volume creates the Volumes within 
one or more partitions on a disk. 

0044 One volume feature which a user may specify is 
Support, within the operating System, for relocation of bad 
blocks detected on disk media. When this feature is selected 
for a Volume, the utility program will create an anchor block 
on the disk at a known location, Such as at the very end of 
each partition making up the Volume. The anchor block 
contains the addresses on the disk for a group of replacement 
Sectors for that partition, reserved by the operating System. 
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A table of addresses or a sized contiguous group of addresses 
Starting at a known location, together with the number of 
replacement SectorS reserved by the operating System, is 
stored in the anchor block. 

004.5 The replacement sectors reserved by the operating 
System are invisible to the user, and cannot be utilized 
directly by the user. Prior to finishing creation of the volume, 
all replacement Sectors are tested by the operating System to 
insure that, at least initially, these replacement Sectors are 
good. During operation, the reserved replacement Sectors are 
employed by the operating System to relocate failing user 
SectOrS. 

0046 FIG. 5 illustrates the flow of data and control for 
an operating System process of Sector replacement on failing 
disk operations. A user program issues a disk acceSS 502 to 
a Sector or block of Sectors within the user area of a disk 
partition. The disk drive returns an error 504 to the operating 
System on the attempted disk access. 
0047. If necessary, the operating system individually 
accesses 506a the sectors which were being accessed when 
the error was returned, monitoring any errors returned 506n 
for individual sectors to identify failing sectors within the 
group. The operating System thereby identifies failing Sec 
tors within the group of Sectors. Alternatively, if only one 
Sector was being written when the error was returned, these 
StepS may be skipped. 
0.048 For each failing sector identified, the operating 
system creates an entry 508 within a mapping table to 
provide a pretested, reserved replacement Sector for Subse 
quent Storage of data directed to the failing Sector. The entry 
created will include the address of the failing Sector, a 
corresponding address of the replacement Sector designated 
to Substitute for the failing Sector, and Status information 
regarding the data within the replacement Sector. 
0049 Subsequent disk accesses 510a to the failing sector 
result in a lookup 510b in the mapping table and are then 
directed 510c to the replacement sector. In this manner, the 
failing Sector is relocated to a reserved replacement Sector 
by the operating System, preferably with no loSS of user data. 
This may be performed on top of, or in addition to, any data 
relocation performed by a disk drive upon detection of bad 
SectOrS. 

0050. By retrying a read which previously resulted in a 
read error Some large number of times, marginally bad 
Sectors may finally return the original user data. However, it 
is obvious that the sector should not be trusted in the future 
and should be replaced. Once the user data has been recov 
ered, the marginal Sector can be remapped to one of the 
pretested replacement Sectors provided by the operating 
System. In this way, defective Sectors can be removed from 
use before they become totally unusable and the user data is 
lost. 

0051. It is important to note that while the present inven 
tion has been described in the context of a fully functional 
data processing System and/or network, those skilled in the 
art will appreciate that the mechanism of the present inven 
tion is capable of being distributed in the form of a computer 
uSable medium of instructions in a variety of forms, and that 
the present invention applies equally regardless of the par 
ticular type of Signal bearing medium used to actually carry 
out the distribution. Examples of computer usable mediums 
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include: nonvolatile, hard-coded type mediums. Such as read 
only memories (ROMs) or erasable, electrically program 
mable read only memories (EEPROMs), recordable type 
mediums. Such as floppy disks, hard disk drives and CD 
ROMs, and transmission type mediums Such as digital and 
analog communication linkS. 
0052 While the invention has been particularly shown 
and described with reference to a preferred embodiment, it 
will be understood by those skilled in the art that various 
changes in form and detail may be made therein without 
departing from the Spirit and Scope of the invention. 
What is claimed is: 

1. A method of preserving data in unreliable disk Sectors, 
comprising: 

responsive to at least one failed attempt to read a data 
Sector, determining whether the data Sector is unreli 
able; and 

responsive to determining that the data Sector is unreli 
able, relocating the data Sector to a replacement Sector. 

2. The method of claim 1, wherein the step of determining 
whether the data Sector is unreliable further comprises: 

determining a number of read attempts required to Suc 
cessfully read the data Sector. 

3. The method of claim 2, wherein the step of determining 
whether the data Sector is unreliable further comprises: 

determining whether the number of read attempts required 
to Successfully read the data Sector exceeds a prede 
termined number Selected as indicating that the data 
Sector is unreliable. 

4. The method of claim 1, wherein the step of relocating 
the data Sector to a replacement Sector further comprises: 
mapping a logical block number for the data Sector to a 

logical block number for the replacement Sector, and 
Writing data read from the data Sector to the replacement 

SectOr. 

5. The method of claim 1, wherein the step of relocating 
the data Sector to a replacement Sector is performed by an 
operating System component for a host System coupled to a 
disk containing the data Sector. 

6. The method of claim 1, further comprising: 
repeatedly attempting to read the data Sector; 
detecting a read error returned for each failed attempt at 

reading the data Sector; and 
incrementing a counter for failed attempt and reading the 

data Sector. 
7. The method of claim 1, further comprising: 
Successfully reading the data Sector after a number of 

failed attempts. 
8. A method of employing relocated Sectors, comprising: 
detecting a disk acceSS operation to a disk Storage device 

in an operating System component managing the disk 
Storage device; 

checking a defect map table identifying relocated Sectors 
within the disk Storage device; and 

responsive to determining that a target Sector for the 
detected disk acceSS operation has been relocated, 
Substituting an identifier for a replacement Sector to 
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which the target Sector was relocated for an identifier 
for the relocated target Sector within the detected disk 
acceSS operation. 

9. The method of claim 8, wherein the step of detecting a 
disk access operation to a disk Storage device in an operating 
System component managing the disk Storage device further 
comprises: 

detecting a read or write including the identifier for the 
target Sector. 

10. The method of claim 9, wherein the step of checking 
a defect map table identifying relocated Sectors within the 
disk Storage device further comprises: 

comparing the identifier for the target Sector to identifiers 
of relocated Sectors within entries in the defect map 
table. 

11. The method of claim 8, wherein the step of substitut 
ing an identifier for a replacement Sector to which the target 
Sector was relocated for an identifier for the relocated target 
Sector within the detected disk acceSS operation further 
comprises: 

Substituting a logical block number for the replacement 
Sector for a logical block number for the target Sector 
within the disk acceSS operation. 

12. A System for preserving data in unreliable disk Sectors, 
comprising: 

a disk Storage device containing a data Sector and a 
replacement Sector; and 

a processor coupled to the disk Storage device and execut 
ing a relocation process including: 

responsive to at least one failed attempt to read the data 
Sector, determining whether the data Sector is unre 
liable; and 

responsive to determining that the data Sector is unre 
liable, relocating the data Sector to the replacement 
SectOr. 

13. The system of claim 12, wherein the relocation 
proceSS determines whether the data Sector is unreliable by 
determining a number of read attempts required to Success 
fully read the data Sector. 

14. The system of claim 13, wherein the relocation 
proceSS determines whether the data Sector is unreliable by 
determining whether the number of read attempts required to 
Successfully read the data Sector exceeds a predetermined 
number Selected as indicating that the data Sector is unreli 
able. 

15. The system of claim 12, wherein the relocation 
proceSS relocates the data Sector to the replacement Sector by 
mapping a logical block number for the data Sector to a 
logical block number for the replacement Sector and writing 
data read from the data Sector to the replacement Sector. 

16. The system of claim 12, wherein the relocation 
proceSS is performed by an operating System component for 
a host System coupled to the disk Storage device. 

17. The system of claim 12, wherein the processor 
executes a read proceSS including: 

repeatedly attempting to read the data Sector; 

detecting a read error returned for each failed attempt at 
reading the data Sector; and 
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incrementing a counter for failed attempt and reading the 
data Sector. 

18. The system of claim 17, wherein the read process 
Successfully reads the data Sector after a number of failed 
attempts. 

19. A System for employing relocated Sectors, comprising: 
a disk Storage device; 
a memory containing a defect map identifying relocated 

Sectors on the disk Storage device, and 
a processor coupled to the disk Storage device and the 
memory and executing a disk access process including: 
detecting a disk acceSS operation to the disk Storage 

device in an operating System component managing 
the disk Storage device; 

checking the defect map table; and 
responsive to determining that a target Sector for the 

detected disk acceSS operation has been relocated, 
Substituting an identifier for a replacement Sector to 
which the target Sector was relocated for an identifier 
for the relocated target Sector within the detected 
disk acceSS operation. 

20. The system of claim 19, wherein the disk access 
process detects a read or write including the identifier for the 
target Sector. 

21. The system of claim 20, wherein the disk access 
process compares the identifier for the target Sector to 
identifiers of relocated sectors within entries in the defect 
map table. 

22. The system of claim 19, wherein the disk access 
process Substitutes a logical block number for the replace 
ment Sector for a logical block number for the target Sector 
within the disk acceSS operation. 

23. A computer program product within a computer 
uSable medium for preserving data in unreliable disk Sectors, 
comprising: 

instructions, responsive to at least one failed attempt to 
read a data Sector, for determining whether the data 
Sector is unreliable; and 

instructions, responsive to determining that the data Sector 
is unreliable, for relocating the data Sector to a replace 
ment SectOr. 

24. The computer program product of claim 23, wherein 
the instructions for determining whether the data Sector is 
unreliable further comprise: 

instructions for determining a number of read attempts 
required to Successfully read the data Sector. 

25. The computer program product of claim 24, wherein 
the instructions for determining whether the data Sector is 
unreliable further comprise: 

instructions for determining whether the number of read 
attempts required to Successfully read the data Sector 
exceeds a predetermined number Selected as indicating 
that the data Sector is unreliable. 

26. The computer program product of claim 23, wherein 
the instructions for relocating the data Sector to a replace 
ment Sector further comprise: 

instructions for mapping a logical block number for the 
data Sector to a logical block number for the replace 
ment Sector; and 
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instructions for writing data read from the data Sector to 
the replacement Sector. 

27. The computer program product of claim 23, wherein 
the instructions for relocating the data Sector to a replace 
ment Sector form a portion of an operating System compo 
nent for a host System coupled to a disk containing the data 
SectOr. 

28. The computer program product of claim 23, further 
comprising: 

instructions for repeatedly attempting to read the data 
Sector, 

instructions for detecting a read error returned for each 
failed attempt at reading the data Sector; and 

instructions for incrementing a counter for failed attempt 
and reading the data Sector. 

29. The computer program product of claim 23, further 
comprising: 

instructions for Successfully reading the data Sector after 
a number of failed attempts. 

30. A computer program product within a computer 
uSable medium for employing relocated Sectors, comprising: 

instructions for detecting a disk acceSS operation to a disk 
Storage device in an operating System component man 
aging the disk Storage device; 

instructions for checking a defect map table identifying 
relocated Sectors within the disk Storage device; and 
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instructions, responsive to determining that a target Sector 
for the detected disk acceSS operation has been relo 
cated, for redirecting the disk access operation to a 
replacement Sector to which the target Sector was 
relocated. 

31. The computer program product of claim 30, wherein 
the instructions for detecting a disk access operation to a 
disk Storage device in an operating System component 
managing the disk Storage device further comprise: 

instructions for detecting a read or write including the 
identifier for the target Sector. 

32. The computer program product of claim 31, wherein 
the instructions for checking a defect map table identifying 
relocated Sectors within the disk Storage device further 
comprise: 

instructions for comparing the identifier for the target 
Sector to identifiers of relocated Sectors within entries 
in the defect map table. 

33. The computer program product of claim 30, wherein 
the instructions for redirecting the disk acceSS operation to 
a replacement Sector to which the target Sector was relocated 
further comprise: 

instructions for Substituting a logical block number for the 
replacement Sector for a logical block number for the 
target Sector within the disk acceSS operation. 


