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the results of the encoding. Therefore, it is possible to prevent deterioration of the quality of sound regarding a multi-channel audio
signal by compensating for the multi-channel audio signal using a compensation parameter that compensates for a down-mix signal.
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Description
METHOD FOR ENCODING AND DECODING MULTI-
CHANNEL AUDIO SIGNAL AND APPARATUS THEREOF

[1]

[2]

[3]

[4]

Technical Field

The present invention relates to an encoding method and apparatus and a decoding
method and apparatus, and more particularly, to an encoding method and apparatus and
a decoding method and apparatus in which a multi-channel audio signal can be
encoded or decoded using additional information that can compensate for a down-mix

signal.

Background Art

In a typical method of encoding a multi-channel audio signal, a multi-channel audio
signal is down-mixed into a mono or stereo signal and the mono or stereo signal is
encoded together with spatial information, instead of encoding each channel of the
multi-channel audio signal. Here, the spatial information is used to restore the original
multi-channel audio signal.

FIG. 1 is a block diagram of a typical system for encoding/decoding a multi-
channel audio signal. Referring to FIG. 1, an audio signal encoder includes a down-
mix module which generates a down-mix signal by down-mixing a multi-channel
audio signal into a stereo or mono signal, and a spatial parameter estimation module
which generates spatial information. The system may receive an artistic down-mix
signal that is processed externally, instead of generating a down-mix signal. An audio
signal decoder interprets the spatial information generated by the spatial parameter
estimation module, and restores the original multi-channel audio signal based on the
results of the interpretation. However, during the generation of a down-mix signal by
the audio signal encoder or during the generation of an artistic down-mix signal, signal
level attenuation is likely to occur in the process of adding up different channel signals.
For example, in the case of adding up two channels respectively having levels L1 and
L2, the two channels do not overlap but offset each other so that a level DL12 of a
channel obtained by the addition is lower than the sum of L1 and L2.

Attenuation of the level of a down-mix signal may cause signal distortion during a
decoding operation. For example, the relationship between the levels of channels can
be determined based on Channel Level Difference (CLD) information, which is a type
of spatial information and indicates the difference between the levels of channels.
However, when the level of a down-mix signal obtained by adding up the channels is
attenuated, the level of a down-mix signal obtained by decoding is lower than the level

of the original down-mix signal.
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As a result of the aforementioned phenomenon, a multi-channel audio signal
obtained by decoding may be boosted or suppressed at a predetermined frequency,
thereby causing deterioration of the quality of sound. In addition, since the degree of
attenuation of the level of a signal caused by a partial offset of the signal by another
signal varies from one frequency domain to another, the degree of distortion of a signal
after passing the signal through an audio encoder and an audio decoder also varies
from one frequency to another. This problem cannot be fully addressed by varying the

energy level of a down-mix signal in a predetermined frequency domain.
Disclosure of Invention

Technical Problem

The present invention provides an encoding method and apparatus in which a multi-
channel audio signal can be encoded using additional information that can compensate
for a down-mix signal.

The present invention also provides a decoding method and apparatus in which a
multi-channel audio signal can be decoded using additional information that can
compensate for a down-mix signal.

Technical Solution

According to an aspect of the present invention, there is provided a decoding
method. The decoding method includes extracting a down-mix signal and additional
information from an input signal, extracting spatial information and a compensation
parameter from the additional information, generating a multi-channel audio signal
based on the down-mix signal and the spatial information, and compensating for the
multi-channel audio signal based on the compensation parameter.

According to another aspect of the present invention, there is provided a decoding
apparatus. The decoding apparatus includes a demultiplexer which extracts an encoded
down-mix signal and additional information from an input signal, a core decoder
which generates a down-mix signal by decoding the encoded down-mix signal, a
parameter decoder which extracts spatial information and a compensation parameter
from the additional information, and a multi-channel synthesization unit which
generates a multi-channel audio signal based on the down-mix signal and the spatial
information and compensates for the multi-channel audio signal using the com-
pensation parameter.

According to another aspect of the present invention, there is provided an encoding
method. The encoding method includes calculating spatial information based on a
multi-channel audio signal and a down-mix signal, and calculating a compensation
parameter based on the multi-channel audio signal and the down-mix signal, the com-

pensation parameter compensating for the down-mix signal.
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According to another aspect of the present invention, there is provided an encoding
apparatus. The encoding apparatus includes a spatial information calculation unit
which calculates spatial information based on a multi-channel audio signal and a
down-mix signal, a compensation parameter calculation unit which calculates a com-
pensation parameter based on the multi-channel audio signal and the down-mix signal,
the compensation parameter compensating for the down-mix signal, and a bitstream
generation unit which generates a bitstream by encoding the spatial information, the
compensation parameter, and the down-mix signal and combining the results of the
encoding

According to another aspect of the present invention, there is provided a computer-
readable recording medium having recorded thereon a program for executing the
decoding method.

According to another aspect of the present invention, there is provided a computer-
readable recording medium having recorded thereon a program for executing the

encoding method.

Advantageous Effects

In the encoding method, spatial information is calculated based on a multi-channel
audio signal and a down-mix signal, and a compensation parameter that compensates
for the down-mix signal is calculated based on the multi-channel audio signal and the
down-mix signal. Thereafter, a bitstream is generated by encoding the spatial in-
formation, the compensation parameter, and the down-mix signal and combining the
results of the encoding. Therefore, it is possible to prevent deterioration of the quality
of sound regarding a multi-channel audio signal by compensating for the multi-channel
audio signal using a compensation parameter that compensates for a down-mix signal.
Brief Description of the Drawings

The above and other features and advantages of the present invention will become
more apparent by describing in detail exemplary embodiments thereof with reference
to the attached drawings in which:

FIG. 1 is a block diagram of a typical system for encoding/decoding a multi-
channel audio signal;

FIG. 2 is a block diagram of an encoding apparatus according to an embodiment of
the present invention;

FIG. 3 is a block diagram of a decoding apparatus according to an embodiment of
the present invention;

FIG. 4 is a flowchart illustrating the operation of the decoding apparatus illustrated
in FIG. 3, according to an embodiment of the present invention;

FIG. 5 is a block diagram of a decoding apparatus according to another embodiment
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of the present invention; and

FIG. 6 is a block diagram of a decoding apparatus according to another embodiment
of the present invention.

Best Mode for Carrying Out the Invention

The present invention will now be described more fully with reference to the ac-
companying drawings in which exemplary embodiments of the invention are shown.

An encoding method and apparatus and a decoding method and apparatus according
to an embodiment of the present invention can be applied to the processing of a multi-
channel audio signal. However, the present invention is not restricted thereto. In other
words, the present invention can also be applied to the processing of a signal other than
a multi-channel audio signal.

FIG. 2 is a block diagram of an encoding apparatus according to an embodiment of
the present invention. Referring to FIG. 2, the encoding apparatus includes a down-mix
unit 110, a compensation parameter calculation unit 120, a spatial information
calculation unit 130, and a bitstream generation unit 170. The bitstream generation unit
170 includes a core encoder 140, a parameter encoder 150, and a multiplexer 160.

The down-mix unit 110 generates a down-mix signal by down-mixing an input
multi-channel audio signal into a mono signal or a stereo signal. The compensation
parameter calculation unit 120 compares the level or envelope of the down-mix signal
generated by the down-mix unit 110 or an input artistic down-mix signal with the level
or envelope of a multi-channel audio signal that is used to generate the generated
down-mix signal or the input artistic down-mix signal and calculates a compensation
parameter that is needed to compensate for a down-mix signal based on the results of
the comparison. The spatial information calculation unit 130 calculates spatial in-
formation of a multi-channel audio signal .

The core encoder 140 of the bitstream generation unit 170 encodes a down-mix
signal. The parameter encoder 150 generates additional information by encoding the
compensation parameter and the spatial information. Then, the multiplexer 160
generates a bitstream by combining the encoded down-mix signal and the additional
information. In detail, the down-mix unit 110 generates a down-mix signal by down-
mixing the input multi-channel audio signal. For example, in the case of down-mixing
a multi-channel audio signal with five channels (i.e., channels 1 through 5) into a
stereo signal, down-mix channel 1 can be obtained by combining channels 1, 3, and 4
of the multi-channel audio signal, and down-mix channel 2 can be obtained by
combining channels 2, 3, and 5 of the multi-channel audio signal.

Once a down-mix signal is generated, the compensation parameter calculation unit

120 calculates a compensation parameter that is needed to compensate for the down-
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mix signal. The compensation parameter may be calculated using various methods. For
example, assume that a multi-channel audio signal comprises five channels belonging
to a predetermined frequency band, i.e., channels 1, 2, 3, 4, and 5, that L1, L2, L3, L4,
and L5 respectively indicate the levels of channels 1, 2, 3, 4, and 5, that down-mix
channel 1 is comprised of channels 1, 3, and 4, and that down-mix channel 2 is
comprised of channels 2, 3, and 5. In this case, the level DL134 of down-mix channel 1
and the level DL235 of down-mix channel 2 can be represented by Equation (1):
MathFigure 1

DL134 < L1 + g3*L3 + gd*L4

DI235 < 1.2 + g3*1.3 + g5*[5

where g3, g4, and g5 indicate gains that are generated during a down-mix operation.
In the case of generating a multi-channel audio signal based on a down-mix signal
through decoding, the levels L1', L2', L3', L4' and L5'of five channels of the generated
multi-channel audio signal are ideally the same as the original levels L1, L2, L3, L4,
and L5, respectively, of five channels of an original multi-channel audio signal. In
order to achieve this, a compensation parameter CF123 for down-mix channel 1 and a
compensation parameter CF235 for down-mix channel 2 can be calculated using
Equation (2):

MathFigure 2

CF134 = (11 + g3*1.3 +g4*1.4) / D134

CF235 = (L2 +g3*L3 +g5*L5)/ DL235

According to the present embodiment, a compensation parameter is calculated for
each down-mix channel in order to reduce the amount of data to be transmitted.
However, a compensation parameter may be calculated for each channel of a multi-
channel audio signal. In other words, a compensation parameter may be calculated as
the ratio of the energy of a down-mix signal and the energy of each channel of a multi-
channel audio signal, or the ratio of the envelope of a down-mix signal and the
envelope of each channel of a multi-channel audio signal .

The spatial information calculation unit 130 calculates spatial information.
Examples of the spatial information include Channel Level Difference (CLD) in-
formation, Inter-channel Cross Correlation (ICC) information, and Channel Prediction
Coefficient (CPC) information.

The core encoder 140 encodes a down-mix signal. The parameter encoder 150

generates additional information by encoding spatial information and a compensation
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parameter. The compensation parameter may be encoded using the same method used
to encode a CLD. For example, the compensation parameter may be encoded using a
time- or frequency-differential coding method, a grouped Pulse Code Modulation
(PCM) coding method, a pilot-based coding method, or a Huffman codebook method.
The multiplexer 160 generates a bitstream by combining an encoded down-mix signal
and additional information. In this manner, a bitstream comprising, as additional in-
formation, a compensation parameter that compensates for the attenuation of the level
of a down-mix signal can be generated.

In the situation when no level compensation is needed, a flag regarding a com-
pensation parameter may be set to a value of 0, thereby reducing the bitrate of
additional information. If there is no large difference between the values of the com-
pensation parameters CF134 and CF235, only one of the compensation parameters
CF134 and CF235 that can represent both the compensation parameters CF134 and
CF235 may be transmitted, instead of transmitting both the compensation parameters
CF134 and CF235. Also, if the value of a compensation parameter does not vary over
time but is uniformly maintained, a predetermined flag may be used to indicate that a
previous compensation parameter value can be used .

According to the present embodiment, a compensation parameter may be set based
on the result of comparing the level of an input multi-channel audio signal with the
level of a down-mix signal. However, a compensation parameter may be set or
estimated using a different method from that set forth herein. In other words, since a
compensation parameter models attenuation of the level of a down-mix signal
compared to the level of an input multi-channel audio signal used to generate the
down-mix signal, a compensation parameter can be defined as a level ratio, wave-
format data, or a gain compensation value having a linear/nonlinear property . By
using such a mathematically modeled value as a compensation parameter value, it is
possible to efficiently transmit the compensation parameter and compensate for a
down-mix signal using only a few bits.

FIG. 3 is a block diagram of a decoding apparatus according to an embodiment of
the present invention. Referring to FIG. 3, the decoding apparatus includes a de-
multiplexer 310, a core decoder 320, a parameter decoder 330, and a multi-channel
synthesization unit 340.

The demultiplexer 310 demultiplexes additional information and an encoded down-
mix signal from an input bitstream. The core decoder 320 generates a down-mix signal
by decoding the encoded down-mix signal. The parameter decoder 330 generates
spatial information and a compensation parameter based on the additional information
obtained by the demultiplexer 310. The multi-channel synthesization unit 340

generates a multi-channel audio signal based on the down-mix signal obtained by the
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core decoder 320 and the spatial information and the compensation parameter obtained
by the parameter decoder 330.

FIG. 4 is a flowchart illustrating the operation of the decoding apparatus illustrated
in FIG. 3, according to an embodiment of the present invention. Referring to FIGS. 3
and 4, in operation S400, a bitstream of a multi-channel audio signal is received. In
operation S405, the demultiplexer 310 demultiplexes an encoded down-mix signal and
additional information from the received bitstream. In operation S410, the core
decoder 320 generates a down-mix signal by decoding the encoded down-mix signal.
In operation S420, the parameter decoder 330 generates a compensation parameter and
spatial information by decoding the additional information. In operation S430, the
multi-channel synthesization unit 340 generates a multi-channel audio signal based on
the spatial information and the down-mix signal. In operation S440, the multi-channel
synthesization unit 340 compensates for the multi-channel audio signal using the com-
pensation parameter. In detail, the multi-channel synthesization unit 340 may
compensate for the output of each of a plurality of channels that are obtained based on
a down-mix signal and spatial information through decoding, as indicated by Equation
(3):

MathFigure 3

L1"=L1'*CF134
L2" = L2'*CF235
13" = L3' ¥(CF124 +CF235) /2
LA" = LA'*CF134

L5" = L5'*CF235

where L1', L.2', L3', L4" and L5'indicate the energy levels of the channels and
CF124 and CF235 indicate compensation parameters.

In this manner, it is possible to prevent signal distortion at a predetermined
frequency by using a compensation parameter that is received along with spatial in-
formation during a decoding operation so that a multi-channel audio signal obtained as
a result of the decoding operation can be properly compensated for. According to the
present embodiment, the output of each channel is compensated for using a com-
pensation parameter. However, the present invention is not restricted thereto. In other
words, when the envelope of each channel is transmitted as a compensation parameter,
spatial information does not need to be transmitted because spatial information can be

generated based on information regarding the envelope of each channel. Even when no
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spatial information is received, a decoding apparatus can extract pseudo spatial in-
formation from an input down-mix signal with two or more down-mix channels, and
decode the input down-mix signal based on the pseudo spatial information.

FIG. 5 is a block diagram of a decoding apparatus according to an embodiment of
the present invention. Referring to FIG. 5, the decoding apparatus does not use spatial
information as additional information and generates a multi-channel audio signal only
based on a down-mix signal.

Referring to FIG. 5, the decoding apparatus includes a core decoder 510, a framing
unit 520, a spatial information estimation unit 530, and a multi-channel synthesization
unit 540.

The core decoder 510 generates a down-mix signal by decoding an input bitstream,
and transmits the down-mix signal to the framing unit 520. The down-mix signal may
be a matrix-type down-mix signal obtained by using, for example, Prologic or Logic7,
but the present invention is not restricted to this.

The framing unit 520 arrays data regarding the down-mix signal obtained by the
core decoder 510 so that the corresponding down-mix signal can be synchronized in
units of spatial audio coding (SAC) frames. During this framing operation, if qu
adrature mirror filter (QMF) and hybrid band domain signals are generated based on
the down-mix signal obtained by the core decoder 510 by using an analysis filter bank ,
then the framing unit 520 may transmit hybrid band domain signals to the multi-
channel synthesization unit 540 because hybrid band domain signals can be readily
used in a decoding operation.

The spatial information estimation unit 530 generates spatial information such as
CLD, ICC, and CPC information based on a down-mix signal obtained by the framing
unit 520. In detail, the spatial information estimation unit 530 generates spatial in-
formation for each SAC frame. In this case, the spatial information estimation unit 530
may gather data of a down-mix signal until the length of gathered data combined
becomes the same as that of a frame, and then process the gathered down-mix signal
data. Alternatively, the spatial information estimation unit 530 may generate spatial in-
formation for each PCM sample. The spatial information generated by the spatial in-
formation estimation unit 530 is not data to be transmitted, and thus does not need to
be subjected to compression such as quantization. Accordingly, the spatial information
generated by the spatial information estimation unit 530 may contain as much in-
formation as possible.

The multi-channel synthesization unit 540 generates a multi-channel audio signal
based on the down-mix signal obtained by the framing unit 520 and the spatial in-
formation generated by the spatial information estimation unit 530.

According to the present embodiment, it is possible to reduce bitrate compared to a
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conventional method that involves transmitting spatial information as additional in-
formation. In addition, it is possible to generate a multi-channel signal using the same
method typically used to generate matrix-type down-mix content.

FIG. 6 is a block diagram of a decoding apparatus according to an embodiment of
the present invention. Referring to FIG. 6, when a bitstream comprising not only a
down-mix audio signal but also spatial information is received, the decoding apparatus
generates additional spatial information based on the spatial information included in
the received bitstream, and uses the additional spatial information to decode the down-
mix audio signal.

Referring to FIG. 6, the decoding apparatus includes a demultiplexer 610, a core
decoder 620, a framing unit 630, a spatial information estimation unit 640, a multi-
channel synthesization unit 650, and a combination unit 650.

The demultiplexer 610 demultiplexes spatial information and an encoded down-
mix signal from an input bitstream. The core decoder 620 generates a down-mix signal
by decoding the encoded down-mix signal. The framing unit 630 arrays data regarding
the down-mix signal obtained by the core decoder 510 so that the corresponding down-
mix signal can be synchronized in units of spatial audio coding (SAC) frames. The
spatial information estimation unit 640 generates additional spatial information
through estimation based on the spatial information obtained by the demultiplexer 610.
The combination unit 660 combines the spatial information obtained by the de-
multiplexer 610 and the additional spatial information generated by the spatial in-
formation estimation unit 640, and transmits spatial information obtained by the
combination to the multi-channel synthesization unit 650. Then, the multi-channel syn-
thesization unit 650 generates a multi-channel audio signal based on the down-mix
signal generated by the core decoder 620 and the spatial information transmitted by the
combination unit 660.

According to the present embodiment, not only spatial information included in an
input bitstream but also additional spatial information obtained from a down-mix
signal through estimation can be used. A variety of applications are possible according
to the type of spatial information included in an input bitstream, and this will
hereinafter be described in detail.

When spatial information comprising only a few time slots and data bands is
received, i.e., when the bitrate of spatial information is so low that the number of data
bands of the spatial information or the transmission frequency of the spatial in-
formation is low, the spatial information estimation unit 640 generates information
lacked by the spatial information based on the spatial information and a down-mix
PCM signal, thereby enhancing the quality of a multi-channel audio signal. For

example, if spatial information comprising only five data bands is received, the spatial
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information estimation unit 640 may convert the spatial information into spatial in-
formation comprising twenty eight data bands with reference to a down-mix signal that
is received along with the spatial information. If spatial information comprising only
two time slots is received, the spatial information estimation unit 640 may generate a
total of eight time slots through interpolation with reference to a down-mix signal that
is received along with the spatial information.

When only part of spatial information including CLD, ICC, and CPD information
is received, e.g., when only ICC information is received, the spatial information
estimation unit 640 may generate CLD and CPC information through estimation,
thereby enhancing the quality of a multi-channel audio signal. Likewise, when only
CLD information is received, the spatial information estimation unit 640 may generate
ICC information through estimation.

An encoding apparatus down-mixes an input multi-channel signal into a down-mix
signal using One-To-Two (OTT) or Two-To-Three (TTT) boxes. When spatial in-
formation corresponding to only some OTT or TTT boxes is received, the spatial in-
formation estimation unit 640 may generate spatial information corresponding to other
OTT or TTT boxes through estimation, and generate a multi-channel audio signal
based on the received spatial information and the generated spatial information. In this
case, the estimation of spatial information may be performed after SAC-decoding the
received spatial information. For example, if a down-mix signal with two channels
(i.e., left (L)) and right (R) channels) and spatial information corresponding to TTT
boxes is received, the spatial information estimation unit 640 may generate L-, center
(C)-, and (R)-channel signals based on the L. and R channels signals of the received
down-mix signal.

Thereafter, the spatial information estimation unit 640 may generate spatial in-
formation corresponding to OTT boxes. Then, the multi-channel synthesization unit
650 generates a multi-channel audio signal based on the received spatial information
and the spatial information generated by the spatial information estimation unit 640.
This method can be applied to the situation when the number of output channels is
large. For example, when a bitstream having a 525 format is input to a decoding
apparatus that can provide up to seven channels, the decoding apparatus generates five
channel signals (hybrid domain) through SAC decoding, generates through estimation
spatial information that is needed to expand the five channel signals to seven channels,
and additionally perform decoding, thereby generating a signal with more channels
than can be provided by a single bitstream.

The present invention can be realized as computer-readable code written on a
computer-readable recording medium. The computer-readable recording medium may

be any type of recording device in which data is stored in a computer-readable manner.
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Examples of the computer-readable recording medium include a ROM, a RAM, a CD-
ROM, a magnetic tape, a floppy disc, an optical data storage, and a carrier wave (e.g.,
data transmission through the Internet). The computer-readable recording medium can
be distributed over a plurality of computer systems connected to a network so that
computer-readable code is written thereto and executed therefrom in a decentralized
manner. Functional programs, code, and code segments needed for realizing the
present invention can be easily construed by one of ordinary skill in the art.

While the present invention has been particularly shown and described with
reference to exemplary embodiments thereof, it will be understood by those of
ordinary skill in the art that various changes in form and details may be made therein
without departing from the spirit and scope of the present invention as defined by the

following claims.

Industrial Applicability

According to the present invention, it is possible to compensate for a multi-channel
audio signal obtained by decoding using, as additional information, a compensation
parameter that is calculated by comparing the level of an input multi-channel audio
signal with the level of a down-mix signal. In addition, according to the present
invention, it is possible to generate additional spatial information based on input spatial
information and an input down-mix signal. Therefore, it is possible to prevent a multi-
channel audio signal obtained through decoding from being distorted at a pre-
determined frequency and improve the quality of the multi-channel audio signal.

According to the present invention, it is possible to prevent deterioration of the
quality of sound by compensating for a down-mix signal using a compensation

parameter during the encoding and/or decoding of a multi-channel audio signal.
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Claims

A decoding method comprising:

extracting a down-mix signal and additional information from an input signal;
extracting spatial information and a compensation parameter from the additional
information;

generating a multi-channel audio signal based on the down-mix signal and the
spatial information; and

compensating for the multi-channel audio signal based on the compensation
parameter.

The decoding method of claim 1, wherein the compensation parameter is
calculated by comparing the level of a down-mix signal and the level of a multi-
channel audio signal that is used to generate the down-mix signal.

The decoding method of claim 1, wherein the compensation parameter is
calculated by comparing the envelope of a down-mix signal and the envelope of
a multi-channel audio signal that is used to generate the down-mix signal.

A decoding apparatus comprising:

a demultiplexer which extracts an encoded down-mix signal and additional in-
formation from an input signal;

a core decoder which generates a down-mix signal by decoding the encoded
down-mix signal;

a parameter decoder which extracts spatial information and a compensation
parameter from the additional information; and

a multi-channel synthesization unit which generates a multi-channel audio signal
based on the down-mix signal and the spatial information and compensates for
the multi-channel audio signal using the compensation parameter.

The decoding apparatus of claim 4, wherein the compensation parameter is
calculated by comparing the level of a down-mix signal and the level of a multi-
channel audio signal that is used to generate the down-mix signal.

The decoding apparatus of claim 4, wherein the compensation parameter is
calculated by comparing the envelope of a down-mix signal and the envelope of
a multi-channel audio signal that is used to generate the down-mix signal.

The decoding apparatus of claim 4, wherein the multi-channel synthesization unit
compensates for the multi-channel audio signal using a compensation parameter
corresponding to the level of each channel of the multi-channel audio signal.

An encoding method comprising:

calculating spatial information based on a multi-channel audio signal and a

down-mix signal; and
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[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

calculating a compensation parameter based on the multi-channel audio signal
and the down-mix signal, the compensation parameter compensating for the
down-mix signal.

The encoding method of claim 8, further comprising generating a bitstream by
encoding the spatial information, the compensation parameter, and the down-mix
signal and combining the results of the encoding.

The encoding method of claim 8, wherein the compensation parameter is
calculated by comparing the level of the down-mix signal and the level of the
multi-channel audio signal .

The encoding method of claim 4, wherein the compensation parameter is
calculated by comparing the envelope of the down-mix signal and the envelope
of the multi-channel audio signal.

An encoding apparatus comprising:

a spatial information calculation unit which calculates spatial information based
on a multi-channel audio signal and a down-mix signal;

a compensation parameter calculation unit which calculates a compensation
parameter based on the multi-channel audio signal and the down-mix signal, the
compensation parameter compensating for the down-mix signal; and

a bitstream generation unit which generates a bitstream by encoding the spatial
information, the compensation parameter, and the down-mix signal and
combining the results of the encoding.

The encoding apparatus of claim 12, wherein the compensation parameter
calculation unit calculates the compensation parameter by comparing the level of
the down-mix signal and the level of the multi-channel audio signal.

The encoding apparatus of claim 12, wherein the compensation parameter
calculation unit calculates the compensation parameter by comparing the
envelope of the down-mix signal and the envelope of the multi-channel audio
signal.

A computer-readable recording medium having recorded thereon a program for
executing a decoding method, the decoding method comprising:

extracting a down-mix signal and additional information from an input signal;
extracting spatial information and a compensation parameter from the additional
information;

generating a multi-channel audio signal based on the down-mix signal and the
spatial information; and

compensating for the multi-channel audio signal based on the compensation
parameter.

A computer-readable recording medium having recorded thereon a program for
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executing an encoding method, the encoding method comprising:

calculating spatial information based on a multi-channel audio signal and a
down-mix signal;

calculating a compensation parameter based on the multi-channel audio signal
and the down-mix signal, the compensation parameter compensating for the
down-mix signal; and

generating a bitstream by encoding the spatial information, the compensation

parameter, and the down-mix signal and combining the results of the encoding.
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