An electronic device and a method of controlling display lighting thereof.

A display includes a plurality of light emitting devices. A memory unit is configured to store a message data. A control unit is configured to control to sense a user action requesting an integrated message display, access the message data from a storing device in response to the user action, determine a transmission time or a transmitting time of the accessed message data, determine an area to be turned on among a screen area in which the accessed message data to be displayed based on the determined transmission time or the determined transmitting time, display the accessed message data in a screen of the electronic device according to a result of the determination of the area.
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[DESCRIPTION]

[Invention Title]

ELECTRONIC DEVICE AND METHOD OF CONTROLLING DISPLAY LIGHTING THEREOF

[Technical Field]

The present specification relates to an electronic device, more particularly, to a part of electronic device capable of lighting and a method of controlling a display lighting thereof.

[Background Art]

As energy conservation becomes a social issue, energy efficiency is being magnified in using an electronic device. In particular, the elongation of operation time and service life for such a mobile electronic device as a mobile terminal, a notebook, and the like is absolutely important in aspect of efficiently utilizing energy.

One of the most energy consuming modules in an electronic device corresponds to a display. According to a conventional display, a full screen is lighted when a user uses the display and the full screen is turned off when the user does not use the display for a prescribed time. The conventional display reduces power consumption in that way.

[Disclosure]

[Technical Problem]

A technical task intended to achieve by the present invention is to provide an electronic device capable of suitably controlling a display lighting according to a use state of a user and a method of controlling the display lighting.

A different technical task intended to achieve by the present invention is to provide an electronic device enabling a user to use the electronic device without any trouble while using the electronic device with minimum power consumption and a method of controlling a display lighting.

[Technical Solution]

To achieve the technical task, as embodied and broadly described, according to the present invention a method of controlling a display lighting of an electronic device includes the steps of sensing a user action by a sensor of the electronic device, predicting a screen area to be used on a display of the electronic device based on the sensed user action, and lighting a light emitting device of the display in an area corresponding to the predicted screen area. The screen area to be used can be predicted based on the screen area related to the sensed user action and a currently lighted screen area. The screen area to be used can be predicted based on the sensed user action and a previously sensed user action. A direct ion of the user action is determined based on the sensed user action and a previously sensed user action and the screen area to be used is predicted based on the determined direction. The screen area to be used is predicted further based on a displayed content.

If the user action corresponds to an approach of a touch object towards
the electronic device, the screen area to be used is predicted based on a
distance between the touch object and the electronic device. The touch object
may be at least one selected from the group consisting of a finger, a hand, a
palm, and a stylus.

If the user action corresponds to a touch on a screen of the display, a
screen area including the sensed touch area is predicted as the screen area
to be used.

The user action may correspond to a touch on a screen area, and the
screen area predicting further includes determining whether the sensed touch
area is situated within a prescribed distance with respect to a left boundary
line or a right boundary line of a screen of the display, if the sensed touch
area is situated within the prescribed distance, locating a screen line
including the sensed touch area and an area including a prescribed screen
line situated below of the screen line as the screen area to be used, and if
the sensed touch area is not situated within the prescribed distance,
locating the screen line including the sensed touch area as the screen area
to be used.

To achieve another technical task, as embodied and broadly described,
according to the present invention, a method of controlling a display lighting
includes sensing a user action request in an integrated message display,
accessing a message data from a storing device in response to the user action,
determining a transmission time or a transmitting time of the accessed
message data, determining an area to be turned on among a screen area in
which the accessed message data is to be displayed based on the determined
transmission time or the determined transmission time, and displaying the
accessed message data in a screen of the electronic device according to a
result of the determination of the area.

The method of controlling a display lighting further includes sensing a
user action request in a scroll to see a previous message and lighting an
entire light emitting device in response to the user action.

The determining of the area to be turned on includes determining a
position of an input area in the screen area in which the accessed message
data to be displayed and determining the checked input area as the area to be
turned on.

The method of controlling a display lighting further includes sensing a
user input inputting a data in the input area, determining a direction of
which the inputted data is displayed, predicting a screen area to be turned
on a display of the electronic device based on the determined direction, and
lighting a light emitting device of the display in an area corresponding to
the predicted screen area.

To further achieve another technical task, according to the present
invention an electronic device include a display including a plurality of
light emitting devices and a control unit configured to control to sense a
user action, predict a screen area to be turned on the display based on the
sensed user action, and light a light emitting device of the display in an area corresponding to the predicted screen area among the plurality of the light emitting devices.

To further achieve other technical task, according to the present invention an electronic device includes a display including a plurality of light emitting devices, a memory unit configured to store a message data, and a control unit configured to control to sense a user action requesting an integrated message display, access the message data from a storing device in response to the user action, determine a transmission time or a transmitting time of the accessed message data, determine an area to be turned on among a screen area in which the accessed message data to be displayed based on the determined transmission time or the determined transmitting time, and display the accessed message data in a screen of the display according to a result of the determination of the area.

[Advantageous Effects]

according to the electronic device and a method of controlling a display lighting according to the present invention, since a screen area to be lighted is predicted based on a user action, a lighted screen area, and a displayed content, the display lighting can be suitably controlled according to a use state of a user. Moreover, since a screen area currently used or an available screen area is turned on and the rest of the screen area is turned off, it may enable a user to use the electronic device without any trouble while using the electronic device with minimum power consumption.

[Description of Drawings]

Arrangements and embodiments may be described in detail with reference to the following drawings in which like reference numerals refer to like elements and wherein:

FIG. 1 is a block diagram of a configuration of a preferred embodiment for an electronic device according to the present invention;

FIG. 2 is a flowchart for a performing process of a preferred embodiment for a method of controlling a display lighting according to the present invention;

FIG. 3 is a diagram for one embodiment showing a screen lighted a part of the screen;

FIG. 4 is a diagram for showing a lighted screen area, which is predicted in FIG. 3 to be used;

FIG. 5 is a flowchart for a performing process of another preferred embodiment for a method of controlling a display lighting according to the present invention;

FIG. 6 is a diagram of one embodiment for controlling brightness of a display according to an approach of a touch object;

FIG. 7 is a diagram of one embodiment for changing a lighting area of a display according to an approach of a touch object;

FIG. 8 is a flowchart for a performing process of another preferred
embodiment for a method of controlling a display lighting according to the present invention;

FIG. 9 is a diagram of one embodiment for changing a lighting area of a display according to a position to which a data is inputted;

FIG. 10 is a flowchart for a performing process of another preferred embodiment for a method of controlling a display lighting according to the present invention;

FIG. 11 is a diagram of one embodiment for changing a lighting area of a display according to a touch position;

FIG. 12 is a flowchart for a performing process of another preferred embodiment for a method of controlling a display lighting according to the present invention;

FIG. 13 is a diagram of one embodiment for changing a lighting area of a display according to a palm touch detect ion;

FIG. 14 is a flowchart for a performing process of another preferred embodiment for a method of controlling a display lighting according to the present invention;

FIG. 15 to FIG. 17 are diagrams for embodiments of a screen in which an unified message is displayed;

FIG. 18 is a flowchart for a performing process of another preferred embodiment for a method of controlling a display lighting according to the present invention;

FIG. 19 is diagrams for embodiments of a screen in which a message is displayed;

FIG. 20 is a flowchart for a performing process of another preferred embodiment for a method of controlling a display lighting according to the present invention;

FIG. 21 to FIG. 23 are diagrams for embodiments of a screen in which a message data input area is displayed.

[Best Mode]

In the following detailed description, reference is made to the accompanying drawing figures which form a part hereof, and which show by way of illustration specific embodiments of the invention. It is to be understood by those of ordinary skill in this technological field that other embodiments may be utilized, and structural, electrical, as well as procedural changes may be made without departing from the scope of the present invention. Wherever possible, the same reference numbers will be used throughout the drawings to refer to the same or similar parts.

A suffix 'module' and 'unit' for a composing element in the following description is simply used for clarity of writing the present specification. Thus, the 'module' and the 'unit' can be used in a manner of being mixed.

Meanwhile, an electronic device described in the present specification, for instance, corresponds to an intelligent electronic device having a
computer-aided function added to a broadcast receiving function. And, the electronic device may be equipped with such an easy-to-use interface as a handwritten input device, a touchscreen, a touchpad, a magic remote control, and the like in a manner of having an additional internet function while faithfully to the broadcast receiving function. And, the electronic device may be able to perform such a function as e-mail, web-browsing, banking, game, and the like in a manner of being connected to internet and computer with the support of a wireless internet function. For these various functions, a standardized universal operating system (OS) can be used.

Hence, an electronic device described in the present invention, for instance, since various applications can be freely added or deleted on a general purpose OS kernel, various user-friendly functions can be performed. In particular, for instance, the electronic device may include one of a network TV, a hybrid broadcast broadband TV (HBBTV), a smart TV, an open hybrid TV (OHTV) and or the like. In some cases, the electronic device can be applied to a mobile terminal, a smart phone, a personal computer (PC), or an appliance as well.

Moreover, although the embodiment of the present invention is explained in detail with reference to the following attached drawings and the contents written on the drawings, the present invention may be non-limited by the embodiments.

Although terminologies used in the present specification are selected from general terminologies used currently and widely in consideration of functions in the present invention, they may be changed in accordance with intentions of technicians engaged in the corresponding fields, customs, advents of new technologies and the like. Occasionally, some terminologies may be arbitrarily selected by the applicant(s). In this case, the meanings of the arbitrarily selected terminologies shall be described in the corresponding part of the detail described of the invention. Therefore, terminologies used in the present specification need to be construed based on the substantial meanings of the corresponding terminologies and the overall matters disclosed in the present specification rather than construed as simple names of the terminologies.

FIG. 1 is a block diagram of a configuration of a preferred one embodiment for an electronic device according to the present invention.

Referring to FIG. 1, an electronic device 100 may include a radio communication unit 110, an A/V (audio/video) input unit 120, a user input unit 130, a sensing unit 140, an output unit 150, a memory 160, an interface unit 170, a control unit 180, a power supply unit 190, and the like. Since the configuring elements depicted in FIG. 1 are not mandatory, an electronic device having more configuring element or less configuring element can be implemented.

The radio communication unit 110 may include at least one module enabling a radio communication between an electronic device 100 and a
wireless communication system or between networks at which one electronic device 100 and another electronic device 100 are located. For instance, the radio communication unit 110 may be able to include a broadcast receiving module 111, a mobile communication module 112, a wireless internet module 113, a short-range communication module 114, a position information module 115, and the like.

The broadcast receiving module 111 receives a broadcast signal and/or a broadcast related information from an outer broadcast management server on a broadcast channel.

The broadcast channel may be able to include a satellite channel and a terrestrial channel. The broadcast management server may mean a server generating a broadcast signal and/or a broadcast related information and then transmitting the broadcast signal and/or the broadcast related information. Or, the broadcast management server may mean a server transmitting a pre-generated broadcast signal and/or a broadcast related information to an electronic device in a manner of receiving the pre-generated broadcast signal and/or the broadcast related information. The broadcast signal may include a broadcast signal in a form of being combined a TV broadcast signal or a radio broadcast signal with a data broadcast signal as well as the TV broadcast signal, the radio broadcast signal, and the data broadcast signal.

The broadcast related information may mean the information related to a broadcast channel, a broadcast program, or a broadcast service provider. The broadcast related information can be provided by a mobile communication network. In this case, the broadcast related information can be received by the mobile communication module 112.

The broadcast related information may exist in various forms. For instance, the broadcast related information may exist in a form of an EPG (electronic program guide) of a DMB (digital multimedia broadcast), an ESG (electronic service guide) of a DVB-H (digital video broadcast-handheld), or the like.

For instance, the broadcast receiving module 111 may be able to receive a digital broadcast signal using such a digital broadcast system as a DMB-T (Digital Multimedia Broadcast Ing-Terrestrial), a DMB-S (Digital Multimedia Broadcast Ing-Satellite), a MediaFLO (Media Forward Link Only), a DVB-H (Digital Video Broadcast-Handheld), an ISDB-T (Integrated Services Digital Broadcast-Terrestrial), or the like. Of course, the broadcast receiving module 111 can be configured to fit to a different broadcasting system as well as the aforementioned digital broadcast systems.

A broadcast signal and/or a broadcast related information received by the broadcast receiving module 111 can be stored in the memory 160.

The mobile communication module 112 transceives a radio signal with at least one of a base station, an external terminal, and a server in a mobile communication network. The radio signal may include an audio call signal, a video call signal, or various forms of data according to the
transmission/reception of text/multimedia message.

The wireless internet module 113 indicates a module for a wireless internet access and may be equipped inside or outside of the electronic device 100. A wireless internet technology used for the wireless internet module may include a WLAN (wireless LAN), a Wibro (wireless broadband), a WIMAX (world interoperability for microwave access), a HSDPA (high speed downlink packet access), and the like.

The short-range communication module 114 indicates a module for a short-range communication. A Bluetooth, an RFID (radio frequency identification), an IrDA (infrared data association), an UWB (ultra wideband), a ZigBee, and the like can be used as a short-range communication technology.

The position information module 115 is a module to obtain a position of an electronic device. A representative example of the position information module is a GPS (global positioning system) module.

The A/V (audio/video) input unit 120 is a unit to input an audio signal or a video signal and may include a camera 121, a microphone 122, and the like. The camera 121 processes such a video frame as a still image, a video, and the like obtained by an image sensor in a video call mode or an image taking mode. A processed video frame can be displayed in a display 151.

The video frame processed by the camera 121 is stored in the memory 160 or can be transmitted to an outside of the device via the wireless communication unit 110. The camera 121 may be equipped with two or more cameras according to a use environment.

The microphone 122 receives a sound signal of external using a microphone in a call mode, a recording mode, a voice recognition mode, or the like, and then processes the sound signal into an electrical audio data. In case of the call mode, the processed audio data can be outputted in a manner of being transformed into a form of transmittable to a mobile communication base station via the mobile communication module 112. In the microphone 122, various noise rejection algorithms can be implemented to eliminate a noise occurred in a process of receiving the sound signal of external.

The user input unit 130 generates an input data for a user to control an operat ion of an electronic device. The user input unit 130 can be configured with a key pad, a dome switch, a touch pad (resistive or capacitive), a jog wheel, a jog switch, and the like.

The user interface unit 130 may include a sensor detecting a touch operation (hereinafter abbreviated touch sensor) and can be configured as a touch screen having a layer structure with the display 151 with each other. In particular, the user interface 130 and the display 151 can be integrated into one body. The touch sensor, for instance, may have a form of a touch film, a touch sheet, a touch pad, or the like.

The touch sensor can be configured to convert a pressure put on a specific area or a change of capacitance and the like occurred on a specific area into an electrical input signal. The touch sensor can be configured to
detect even a pressure as well as a position and area when a touch is performed.

In case that there exists a touch input on a touch sensor, a corresponding signal (s) is transmitted to a touch controller (not depicted). The touch controller processes the signal(s) and then transmits a corresponding data to the control unit 180. Subsequently, the control unit 180 becomes aware of whether a certain area of the display 151 is touched or not.

The user interface unit 130 may further include a key pad, a dome switch, a touch pad (resistive or capacitive), a jog wheel, a jog switch, and the like.

The user interface unit 130 is designed to recognize at least one of a stylus, a palm of a user, or a finger of the user. The control unit 180 may be able to judge at least one of a position, a shape, or a size of a touched area according to a sensed result of the touch sensor included in the user interface unit 130.

The sensing unit 140 senses such a current state of an electronic device 100 as an open and close state of the electronic device 100, a position of the electronic device 100, existence and nonexistence of a user contact, a bearing of the electronic device, acceleration/reduction of the electronic device and the like and then generates a sensing signal to control an operation of the electronic device 100. For instance, in case that the electronic device 100 corresponds to a slide phone, the sensing unit may be able to sense whether the slide phone is opened or closed. And, the sensing unit may be able to sense whether power is supplied by the power supply unit 190 and whether the user interface unit 170 is connected to an external device and the like. Meanwhile, the sensing unit 140 may include a proximity sensor 141. The sensing unit 140 may include a gyroscope sensor, an acceleration sensor, a terrestrial magnetism sensor and the like.

The output unit 150 is a unit to generate an output related to a vision, hearing, a sense of touch, or the like. The output unit may include the display 151, a sound output module 152, an alarm unit 153, a haptic module 154, and the like.

The display 151 displays (outputs) the information processed in the electronic device 100. For instance, in case that the electronic device is in a call mode, the display displays an UI (user interface) or a GUI (graphic user interface) related to a call. In case that the electronic device is in a video call mode or an image taking mode, the display displays a taken and/or received video, the UI, or the GUI.

The display 151 may include at least one of a liquid crystal display (LCD), a thin film transistor liquid crystal display (TFT LCD), an organic light-emitting diode (OLED), a flexible display, and a 3D display.

The display 151 may be able to turn on or turn off the light of a part of the display. The display may be able to turn on or off by a unit of light
emitting device and may be able to turn on or off light emitting devices related to a prescribed screen area. In this case, the light emitting device related to a prescribed screen area may correspond to a light emitting device lighting the prescribed screen area or a light emitting device located at the position related to the prescribed screen area. As one embodiment, the light emitting device may correspond to an OLED element. And, lighting up a screen area may mean to light up a light emitting device related to the corresponding screen area. Controlling a brightness of a screen area may mean to control a lightness or brightness of a light emitting device related to the corresponding screen area.

The display 151 may be able to turn on or off a light emitting device and may be able to control a brightness of the light emitting device in a manner of controlling a power supply or a quantity of power supply by a unit of light emitting device.

Some of the displays can be configured with a transparent type or a light penetrating type. This may be a called a transparent display. A representative example of the transparent display may correspond to a TOLED (transparent OLED) and the like. A backside structure of the display 151 can be configured by a structure of the light penetrating type as well. With the help of this structure, a user may be able to see an object located at the back of a body of an electronic device via an area occupied by the display 151 of the body of the electronic device.

According to an implementation form of the electronic device 100, two or more displays 151 can exist. For instance, a plurality of displays can be arranged in one side of the electronic device 100 in a manner of being separated or integrated. Or, a plurality of the displays can be arranged in each side of the electronic device, respectively.

In case that the display 151 and a sensor sensing a touch operation (hereinafter abbreviated touch sensor) are making a layer structure with each other (hereinafter abbreviated touch screen), the display 151 can be used as an input device as well as an output device. The touch sensor can be included in the interface unit 130.

A proximity sensor 141 can be arranged in an internal area of an electronic device wrapped by the touch screen or arranged in the vicinity of the touch screen. The proximity sensor indicates a sensor detecting whether a prescribed object approaching to a detecting side or an object existing near the proximity sensor exists using power of electromagnetic field or an infrared light without a mechanical contact. The proximity sensor has a longer life than a contact sensor and its utilization is higher as well.

An example of the proximity sensor may include a through-beam photo sensor, a diffuse reflect ion photo sensor, a retro-reflected photo sensor, a high-frequency oscillation-type proximity sensor, a capacitive proximity sensor, a magnetic proximity sensor, an infrared proximity sensor, and the like. In case that the touch screen corresponds to a capacitive proximity
sensor, the touch screen is configured to detect an approach of a pointer using a change of an electric field according to the approach of the pointer. In this case, the touch screen (touch sensor) may be classified into a proximity sensor.

For clarity, an action making the pointer, which approaches the touch screen and positions in the touch screen in a manner of not contacting the touch screen, to be identified in the touch screen called a proximity touch in the following description. On the other hand, the action actually touching the touch screen by the pointer called a contact touch. The position where the proximity touch is performed in the touch screen by the pointer means a position where the pointer vertically corresponds to the touch screen when the pointer performs the proximity touch.

The proximity sensor senses a proximity touch and a proximity touch pattern (e.g., proximity touch distance, proximity touch direction, proximity touch speed, proximity touch time, a proximity touch position, proximity touch moving state, and the like). The information corresponding to the sensed proximity touch operation and the proximity touch pattern can be displayed in the touch screen.

The sound output module 152 may be able to output an audio data received from the radio communication unit 110 in a call signal receiving mode, a call mode, a recording mode, a voice recognition mode, a broadcast receiving mode, or the like or stored in the memory 160. The sound output module 152 may be able to output a sound signal related to a function (e.g., a call signal reception sound, a message reception sound, and the like) performed in the electronic device 100. The sound output module 152 may include a receiver, a speaker, a buzzer, and the like.

The alarm unit 153 outputs a signal to alarm an occurrence of an event of the electronic device 100. An example of the event occurred in the electronic device may include a call signal reception, message reception, key signal input, a touch input, and the like. The alarm unit 153 may be able to output a signal to alarm an occurrence of event by a form of a vibration as well as a video signal or an audio signal. The video signal or the audio signal can be outputted by the display 151 or the sound output module 152. Hence, the display and the sound output module 151/152 can be classified into a part of the alarm unit 153.

The haptic module 154 generates a various kind of haptic effects that a user feels. A representative example of the haptic effects by which the haptic module 154 generates is a vibration. The strength, pattern, and the like of the vibration generated by the haptic module 154 can be controlled. For instance, a vibration can be outputted in a manner of combining vibrations different with each other and can be sequentially outputted.

The haptic module 154 may be able to generate such a various haptic effects as a pin arrangement performing a vertical movement for a contacted skin side, jet force or suction force of air via a nozzle or an intake, a
brush for a skin surface, a contact of an electrode, an effect by a stimulus such as electrostatic power and the like, an effect generated by reproducing the sense of heat or cold using an element capable of absorbing or producing heat, and the like as well as a vibration.

The haptic module 154 may be able to deliver a haptic effect by a direct touch. Moreover, the haptic module may be implemented to feel a haptic effect via a muscle sense such as a finger, an arm, or the like. The haptic module 154 can be equipped with 2 or more haptic modules according to a configuration of the electronic device 100.

The memory 160 can store a program for an operation of the control unit 180 and may be able to temporarily store input/output data (e.g., a phonebook, a message, a still image, a video, and the like). The memory 160 may be able to store data on various patterns of vibrations and sounds outputted in case that a touch is inputted on the touch screen.

The memory 160 may be able to include at least one type of recording media among a flash memory type, a hard disk type, a multimedia card micro type, a card type memory (e.g., SD or XD memory, and the like), a RAM (random access memory), an SRAM (static random access memory), a ROM (read-only memory), an EEPROM (electrically erasable programmable read-only memory), a PROM (programmable read-only memory), a magnetic memory, a magnetic disk, and an optical disk. The electronic device 100 may operate in relation to web storage, which performs a storing function of the memory 160 on the internet.

The interface unit 170 plays a role of a path with all external devices connected to the electronic device 100. The interface unit 170 receives data from an external device, delivers power supply to each of the internal configuring elements of the electronic device 100, or enables internal data of the electronic device 100 to be transmitted to the external device. For instance, the interface unit 170 may include a wired/wireless headset port, an external charger port, a wired/wireless data port, a memory card port, a port connecting a device equipped with an identification ion module, an audio I/O (input/output) port, a video I/O (input/output) port, an earphone port, and the like.

The identification ion module corresponds to a chip stored various information to authenticate the use authority of the electronic device 100.

The identification ion module may include a user identification ion module (UIM), a subscriber identification ion module (SIM), an universal subscriber identification ion module (USIM), and the like. The device equipped with an identification ion module (hereinafter abbreviated identification ion device) can be manufactured in a form of a smart card. Hence, the identification ion device can be connected to the electronic device 100 via a port.

In case that the electronic device 100 is connected to an external cradle, the interface unit 170 can be a path receiving power from the cradle to supply power to the electronic device 100 or can be a path delivering various command signals inputted by a user from the cradle to the electronic
device 100. Various command signals inputted from the cradle or the power may be operated as a signal to recognize that the electronic device 100 is correctly installed.

The control unit 180 generally controls overall operations of the electronic device. For instance, the control unit performs a related control and a process for a voice call, a data communication, a video call, and the like. The control unit 180 may include a multimedia module 181 to play a multimedia. The multimedia module 181 can be implemented in the control unit 180 or can be implemented irrespective of the control unit 180.

The control unit 180 senses a user action and may be then able to control the electronic device 100 based on the sensed user action. The user action may include a selection on a physical button of a display device or a remote control 161, an implementation of a prescribable touch gesture on a touch screen display, a selection on a soft button, an implementation of a prescribable spatial gesture recognized from an image taken by an image taking device, or an implementation of a prescribable voicing recognition by a voice recognition for the voice received by the microphone 122. The control unit 180 may be able to interpret the user action as at least one implementable command. In response to the at least one implementable command, the control unit 180 may be able to control the configuring element of the electronic device 100. In particular, the control unit 180 may be able to control an input/output between the components of the electronic device 100, data receiving and processing by using the at least one command.

The control unit 180 may be able to perform a pattern recognition processing capable of recognizing a handwriting input or a drawing input performed on the touch screen as a text or an image, respectively.

The power supply unit 190 supplies power necessary for each of the configuring elements to operate in a manner of being provided by an external power or an internal power by the control of the control unit 180.

Embodiments of the present invention can be implemented using various means. For instance, embodiments of the present invention can be implemented in a recording media readable by a computer or a computer-like device using software, hardware, and/or any combinations thereof.

In the implementation by hardware, a method according to each embodiment of the present invention can be implemented by at least one selected from the group consisting of ASICs (application specific integrated circuits), DSPs (digital signal processors), DSPDs (digital signal processing devices), PLDs (programmable logic devices), FPGAs (field programmable gate arrays), processor, control ler, microcontrol ler, microprocessor, electronic unit to perform an extra function, and the like. In some cases, the embodiments of the present invention can be implemented by the control unit 180 by itself.

In case of the implementation by software, the embodiments such as procedures and functions described in the present specification can be
implemented by separate software modules. Each of the software modules may be able to perform at least one function or operation described in the present specification. Software code can be implemented by a software application written by an appropriate programming language. The software code is stored in the memory 160 and can be implemented by the control unit 180.

FIG. 2 is a flowchart for performing a process of a preferred one embodiment for a method of controlling a display lighting according to the present invention, FIG. 3 is a diagram for one embodiment showing a screen lighted a part of the screen, and FIG. 4 is a diagram for showing a lighted screen area, which is predicted in FIG. 3 to be used.

Referring to FIG. 2 to FIG. 4, the control unit 180 checks a power mode of the electronic device 100 [S110]. The power mode may correspond to one of a normal mode and a sleep mode. The normal mode means that a full display is configured to operate to be turned on or turned off. The sleep mode means that a part of the display is configured to operate to be turned on or turned off. In case of the sleep mode, the electronic device 100 senses a user action [S110] and may be then able to perform [S120] to [S140] for the sensed user action.

Yet, in some cases, the control unit 180 omits the step 100, which corresponds to a step of checking the power mode of the electronic device 100, and may be then able to perform a next step 110, which corresponds to a step of sensing the user action.

In particular, in case of performing a prescribed 1st function, the control unit 180 may be able to perform the step 110 of sensing the user action after completing the step 100 of checking the power mode of the electronic device 100. In case of performing a prescribed 2nd function, the control unit may omit the step 100 of checking the power mode of the electronic device 100 and may be then able to perform the next step 110 of sensing the user action.

In this case, the 1st function means a function that a user may have a trouble if the sleep mode, which is intended to turn on or turn off a part of the display, is implemented, such as a function of playing a video.

In particular, in case of implementing the sleep mode to reduce power consumption of an electronic device, since the 1st function may give inconvenience to a user, the control unit performs the step 100, which is the step of checking the power mode of the electronic device, and may be then able to perform the step 110, which is the step of sensing the user action.

And, the 2nd function means a function that a user does not feel inconvenience in case of performing the sleep mode, which is intended to turn on or turn off a part of the display, such as a text editor, writing a message, and the like.

In particular, since the 1st function does not give any inconvenience to the user in case of implementing the sleep mode to reduce power consumption of an electronic device, the control unit omits the step 100,
which corresponds to a step of checking the power mode of the electronic device, and may be then able to perform the step 110, which is the step of sensing the user action.

As a different case, in case of performing all functions including the 1st and 2nd function, the control unit 180 may be able to immediately perform the step 110, which corresponds to a step of sensing the user action, without performing the step 100, which corresponds to a step of checking the power mode of the electronic device.

In this case, the control unit always omits the step 100 of checking the power mode of the electronic device irrespective of the function of the electronic device and may be then able to perform the step 110 of sensing the user action immediately.

This case may be appropriate for an embodiment when a user should use an electronic device under an environment that power charge is difficult. This case may be able to reduce power consumption of the electronic device as much as possible and enable the electronic device to be used for a long time. Subsequently, the control unit 180 senses a user action [S110].

The control unit 180 controls the electronic device 100 based on the sensed user action [S120].

The control unit 180 predicts a position of a 3rd screen area 330 based on the sensed user action [S130]. In this case, the 3rd screen area 330 may be a part of the screen or a full screen as shown in FIG. 3.

In this case, the 3rd screen area means a screen area on which the control unit intends to light in a manner of predicting in advance.

As an embodiment, the control unit 180 may be able to predict the position of the 3rd screen area 330 based on a currently lighted 1st screen area 310 and a 2nd screen area 320 related to the user action. The 2nd screen area 320 may be an area touched by a touch object. In this case, the control unit 180 may be able to predict the position of the 3rd screen area 330 based on a distance between a boundary line of the 1st screen area 310 and the boundary line of the 2nd screen area 320. The touch object may include at least one selected from the group consisting of a finger, a hand, a palm, and a stylus.

For instance, the control unit calculates a 1st distance between the boundary line of the 1st screen area 310 and the boundary line of the 2nd screen area 320.

And, the control unit may be configured to put some distance between the 3rd screen area and the boundary line of the 1st screen area as the calculated 1st distance is approaching.

And, the control unit may be configured to make the 3rd screen area to be closed to the boundary line of the 1st screen area as the calculated 1st distance increases.

As an embodiment, the control unit 180 may be able to predict the position of the 3rd screen area 330 based on a currently sensed user action.
and a previously sensed user action. In this case, the control unit 180 checks a direction between the currently sensed user action and the previously sensed user action and may be then able to predict the position of the 3rd screen area 330 based on the checked direction.

For instance, the control unit may be able to determine the position of the 3rd screen area according to such a direction of the user action as the direction of display touch of a user, the direct ion of data input of the user, or the like.

In particular, the control unit may be able to determine the position of the 3rd screen area to be positioned in a horizontal direction if a direction of a user action corresponds to the horizontal direction heading from the left to the right or from the right to the left.

And, the control unit may be able to determine the position of the 3rd screen area to be positioned in a vertical direction if a direction of a user action corresponds to the vertical direction heading from the top to the bottom or from the bottom to the top.

As a different case, the control unit may be able to determine the position of the 3rd screen area to be positioned in a diagonal direction if a direction of a user action corresponds to the diagonal direction between the horizontal direction and the vertical direction.

And, if a direct ion of a currently sensed user action and the direct ion of a previously sensed user action are identical with each other, the control unit 180 may be able to determine the position of the 3rd screen area 330 based on the identical direct ion.

In this case, if the direct ion of the user action is contiguously identical more than one time, the control unit may be able to determine the position of the 3rd screen area 330 in the corresponding direction.

As one embodiment, the control unit 180 may be able to predict the position of the 3rd screen area 330 based on a content to be displayed. The control unit 180 checks a data region in the screen in which the content to be displayed. The control unit may be able to control to turn on the light of the screen area displaying the checked data region and may be able to control to turn off the light of the rest of the screen area. In this case, the 3rd screen area 330 may correspond to the screen area displaying the data region.

Subsequently, the control unit turns on a light emitting device of the display related to the 3rd screen area 330 [S140]. In this case, the control unit may be able to make pixels situated at inside of the 3rd screen area 330 operate only. As shown in FIG. 4, the 3rd screen area 330' can be turned on. As a part of embodiment, a whole or a part of the 1st screen area 310 shown in FIG. 3 can be turned off. The 2nd screen area 320 related to a user action shown in FIG. 3 can be turned off.

FIG. 5 is a flowchart for a performing process of another preferred embodiment for a method of controlling a display lighting according to the present invention, FIG. 6 is a diagram of one embodiment for controlling
brightness of a display according to an approach of a touch object, and FIG. 7 is a diagram of one embodiment for changing a lighting area of a display according to an approach of a touch object.

Referring to FIG. 5 to FIG. 7, the control unit 180 checks a power mode of the electronic device 100. In case of a sleep mode, the electronic device 100 may be able to perform a step S220 to a step 230 for an approach of a touch object sensed in the step S210.

Yet, in some cases, the control unit 180 omits the step 200, which corresponds to a step of checking the power mode of the electronic device 100, and may be then able to perform a next step 210, which corresponds to a step of sensing the approach of the touch object.

In particular, in case of performing a prescribed 1st function, the control unit 180 may be able to perform the step 210 of sensing the approach of the touch object after completing the step 200 of checking the power mode of the electronic device 100. In case of performing a prescribed 2nd function, the control unit may omit the step 200 of checking the power mode of the electronic device 100 and may be then able to perform the next step 210 of sensing the approach of the touch object.

As a different case, in case of performing all functions, the control unit 180 may be able to immediately perform the step 210, which corresponds to a step of sensing the approach of the touch object, without performing the step 200, which corresponds to a step of checking the power mode of the electronic device.

Subsequently, the proximity sensor 141 senses an approach of a touch object [S210].

The control unit 180 calculates a distance between the touch object and the electronic device 100 based on a signal sensed by the proximity sensor 141 [S220].

The control unit 180 controls a lighting of the display 151 or adjustment of brightness of the display according to the calculated distance [S230].

As one embodiment, if the calculated distance is greater than a 1st setting distance, the control unit 180 may be able to maintain the display 151 in a state of being turned off. If the calculated distance is equal to the 1st setting distance, less than the 1st setting distance, and greater than a 2nd setting distance, the control unit 180 may be able to control the brightness of the display 151 to be adjusted to 1st brightness 610. If the calculated distance is equal to the 2nd setting distance, less than the 2nd setting distance, and greater than 0', the control unit 180 may be able to control the brightness of the display 151 to be adjusted to 2nd brightness 620. If the calculated distance corresponds to 0', in other words, if the touch object 601 touches the display 150, the control unit 180 may be able to control the brightness of the display 151 to be adjusted to 3rd brightness.
As one example, the 3rd brightness 630 may be a normal brightness. In particular, the 3rd brightness 630 may correspond to one of a brightness configured at the time of manufacturing the electronic device 100, a maximum brightness of the display 150, and a brightness configured according to an environment setting of the display. As one example, the 2nd brightness 620 can be configured as 80% of the 3rd brightness 630 and the 1st brightness 610 can be configured as 50% of the 3rd brightness 630. And, as one example, the 1st setting distance can be configured by 10 cm and the 2nd setting distance can be configured by 5 cm.

As one embodiment, if the calculated distance is greater than the 1st setting distance, the control unit 180 may be able to maintain the display 151 in a state of being turned off. If the calculated distance is equal to the 1st setting distance, less than the 1st distance, and greater than the 2nd setting distance, the control unit 180 may be able to control a screen area 710 related to a position of the touch object 701 to be turned on. A 5th screen area 710 can be set on the basis of a point 711 of the display 151 situated at an optimized distance from the touch object 701. If the calculated distance is equal to the 2nd setting distance, less than the 2nd setting distance, and greater than O', the control unit 180 may be able to expand the 5th screen area 710 to a 6th screen area 720. If the calculated distance corresponds to O', in other words, if the touch object touches the display 150, the control unit 180 may be able to expand the 5th screen area 720 to a 6th screen area 730, or may be able to turn on the full screen.

FIG. 8 is a flowchart for a performing process of another preferred embodiment for a method of controlling display lighting according to the present invention and FIG. 9 is a diagram of one embodiment for changing a lighting area of a display according to a position to which a data is inputted.

Referring to FIG. 8 to FIG. 9, the control unit 180 checks a power mode of the electronic device 100. In case of a sleep mode, the electronic device 100 may be able to perform a step S320 to a step S380 for a user action sensed in the step S301.

Yet, in some cases, the control unit 180 omits the step 300, which corresponds to a step of checking the power mode of the electronic device 100, and may be then able to perform a next step 310, which corresponds to a step of sensing the user action making a request for an execution of a text editor application.

In particular, in case of performing a prescribed 1st function, the control unit 180 may be able to perform the step 310 of sensing the user action making a request for the execution of a text editor application after completing the step 300 of checking the power mode of the electronic device 100. In case of performing a prescribed 2nd function, the control unit may omit the step 300 of checking the power mode of the electronic device 100 and
may be then able to perform the next step 310 of sensing the user action making a request for the execution of a text editor application.

As a different case, in case of performing all functions, the control unit 180 may be able to immediately perform the step 310, which corresponds to a step of sensing the user action making a request for an execution of a text editor application, without performing the step 300, which corresponds to a step of checking the power mode of the electronic device.

Subsequently, the control unit 180 senses a user action making a request for an execution of a text editor application [S310].

The control unit 180 accesses the execution of the text editor application from the memory 160 [S320]. The text editor application may include an application capable of writing a memo, document, and the like, an app, or a web app.

The control unit 180 generates an execution screen image of an accessed text editor [S330].

The control unit 180 checks a 9th screen area 910 displaying an initial data input area, which included in the generated execution screen image [S340]. In this case, the initial data input area can be designated to a default position or can be designated to the position to which data is inputted last by in a previous execution.

The control unit 180 turns on the checked 9th screen area 910 [S350]. In this case, the rest area of the screen 900 may be turned off.

The control unit 180 checks a 10th screen area to which a current data is inputted [S360].

The control unit 180 predicts an 11th screen area 930 to which a next data to be inputted based on the 9th screen area 910 and the 10th screen area 920 [S370].

In this case, the control unit 180 may be able to predict the 11th screen area 930 based on a distance (d) between a boundary line of the 9th screen area 910 and the 10th screen area.

In this case, the 11th screen area means a screen area that the control unit intends to turn on in a manner of predicting in advance.

In particular, the control unit 180 checks an input direct ion of data and may be then able to predict the 11th screen area 930 based on the checked input direct ion and the distance (d). For instance, as shown in FIG. 9(b), in case that a number is inputted like 1, 2, and 3, the control unit 180 may be able to check that the input direct ion is heading from the left to the right.

As a different case, in case that a number is inputted like 3, 2, and 1, the control unit 180 may be able to check that the input direct ion is heading from the right to the left.

As one embodiment, if the 10th screen area 920 is situated within a prescribed distance with a left or right boundary line of a screen 900, a part of area of one line below or above in the 10th screen area 920 can be predicted as the 11th screen area 930. As one example, the prescribed distance
distance can be configured with one character space. For instance, if the checked input direction is heading from the left to the right and the 10th screen area 920 is situated within the prescribed distance with the right boundary line, a part of the area one line below or above in the 10th screen area 920 can be predicted as the 11th screen area 930.

The control unit 180 turns on the predicted 11th screen area 930 [S380]. In this case, a part of the area of the 11th screen area 930 may overlap the 9th screen area 910, which is turned on. As a part of embodiment, the 9th screen area 910 can be turned off in the step S380.

FIG. 10 is a flowchart for a performing process of another preferred embodiment for a method of controlling display lighting according to the present invention and FIG. 11 is a diagram of one embodiment for changing a lighting area of a display according to a touch position.

Referring to FIG. 10 and FIG. 11, the control unit 180 checks a power mode of the electronic device 100 [S400]. In case of a sleep mode, the electronic device 100 may be able to perform a step S420 to a step 440 for a touch gesture sensed in the step S410.

Yet, in some cases, the control unit 180 omits the step 400, which corresponds to a step of checking the power mode of the electronic device 100, and may be then able to perform a next step 410, which corresponds to a step of sensing a touch gesture touching a screen 1000.

In particular, in case of performing a prescribed 1st function, the control unit 180 may be able to perform the step 410 of sensing the touch gesture touching the screen 1100 after completing the step 400 of checking the power mode of the electronic device 100. In case of performing a prescribed 2nd function, the control unit may omit the step 400 of checking the power mode of the electronic device 100 and may be then able to perform the next step 410 of sensing the touch gesture touching the screen 1100.

As a different case, in case of performing all functions, the control unit 180 may be able to immediately perform the step 410, which corresponds to a step of sensing the touch gesture touching the screen 1100, without performing the step 400, which corresponds to a step of checking the power mode of the electronic device 100.

Subsequently, the control unit 180 senses a touch gesture touching a screen 1100 [S410].

The control unit 180 checks whether a point 1110/1110' where the touch gesture is sensed is within a prescribed distance with a boundary line 1101 of the screen [S420].

In this case, the boundary line may be a right side boundary line of the screen or may be a left side boundary line of the screen as occasion demands.

As a different case, the boundary line may be a top boundary line of the screen or may be a bottom boundary line of the screen as occasion demands.

In case 1110 that the point where the touch gesture is sensed is not
within a prescribed distance with the boundary line of the screen, the control unit controls a part or a whole of a screen line 1120 including the point where the touch gesture is sensed to be turned on [S430]. As one example, the prescribed distance may be one character space.

In case 1110, that the point where the touch gesture is sensed is within a prescribed distance with the boundary line of the screen, the control unit 180 controls a part or a whole of a screen line 1130 located at the below of the screen line including the point where the touch gesture is sensed to be turned on [S440].

FIG. 12 is a flowchart for a performing process of another preferred embodiment for a method of controlling a display lighting according to the present invention and FIG. 13 is a diagram of one embodiment for changing a lighting area of a display according to a palm touch sensing.

Referring to FIG. 12 and FIG. 13, the control unit 180 checks a power mode of the electronic device 100 [S500]. In case of a sleep mode, the electronic device 100 may be able to perform a step S520 to a step S530 for a user action sensed in the step S510.

Yet, in some cases, the control unit 180 omits the step 500, which corresponds to a step of checking the power mode of the electronic device 100, and may be then able to perform a next step 510, which corresponds to a step of sensing a palm touch a screen 1300.

In particular, in case of performing a prescribed 1st function, the control unit 180 may be able to perform the step 510 of sensing the palm touch touching the screen 1300 after completing the step 500 of checking the power mode of the electronic device 100. In case of performing a prescribed 2nd function, the control unit may omit the step 500 of checking the power mode of the electronic device 100 and may be then able to perform the next step 510 of sensing the palm touch touching the screen 1300.

As a different case, in case of performing all functions, the control unit 180 may be able to immediately perform the step 510, which corresponds to a step of sensing the palm touch touching the screen 1300, without performing the step 500, which corresponds to a step of checking the power mode of the electronic device 100.

Subsequently, the control unit 180 senses a palm touch a screen 1300 [S510].

The control unit 180 checks a screen area 1310 that the palm touch is sensed [S520].

The control unit 180 turns off the checked screen area 1310 [S530]. A screen 1300' shows that the screen area 1310 is turned off.

FIG. 14 is a flowchart for a performing process of another preferred embodiment for a method of controlling a display lighting according to the present invention and FIG. 15 to FIG. 17 are diagrams for embodiments of a screen in which an unified message is displayed.
Referring to FIG. 14 to FIG. 17, the control unit 180 checks a power mode of the electronic device 100 [S600]. In case of a sleep mode, the electronic device 100 may be able to perform a step S610 to a step 665 for a user action sensed in the step S605.

Yet, in some cases, the control unit 180 omits the step 600, which corresponds to a step of checking the power mode of the electronic device 100, and may be then able to perform a next step 605, which corresponds to a step of sensing the user action making a request for an unified message display.

In particular, in case of performing a prescribed 1st function, the control unit 180 may be able to perform the step 605 of sensing the user action making a request for the unified message display after completing the step 600 of checking the power mode of the electronic device 100. In case of performing a prescribed 2nd function, the control unit may omit the step 600 of checking the power mode of the electronic device 100 and may be then able to perform the next step 605 of sensing the user action making a request for the unified message display.

As a different case, in case of performing all functions, the control unit 180 may be able to immediately perform the step 605, which corresponds to a step of sensing the user action making a request for an unified message display, without performing the step 600, which corresponds to a step of checking the power mode of the electronic device 100.

Subsequently, the control unit 180 senses a user action making a request for a unified message display [S605]. In response to the sensing of the user action, the control unit 180 accesses a message data from the memory 160 [S610]. The control unit 180 generates a screen image to display the accessed message data [S615].

The control unit checks transmission time or transmitting time for the accessed message data [S620].

The control unit determines a lighting area among the screen image generated based on the checked transmission time or the checked transmitting time [S625].

The control unit checks whether an input area 1520 exists among the generated screen image [S630].

In case that there exists a message data input area 1520, the control unit 180 controls the screen area 1511/1513/1515 in which the lighting area to be displayed and a 15th screen area 1525 in which an initial input area included in the message data input area 1520 to be displayed to be turned on [S635].

The control unit 180 checks a 16th screen area 1620, which is inputted by a current data [S640].

The control unit 180 predicts a 17th screen area 1730 to which a next data to be inputted based on the lighted 15th input area and the checked 16th screen area [S645]. In this case, the control unit 180 may be able to predict
the 17th screen area 1730 based on a distance (d) between a boundary line of
the 15th screen area 1525 and the 16th screen area 1620.

And, the control unit 180 checks a data input direct ion and may be able
to predict the 17th screen area 1730 based on the checked input direct ion and
the distance (d). For instance, as shown in FIG. 16, in case that a number is
inputted like 1, 2, and 3, the control unit 180 may be able to check that the
input direct ion is heading from the left to the right.

As a different case, in case that a number is inputted like 3, 2 and 1,
the control unit 180 may be able to check that the input direct ion is heading
from the right to the left.

As one embodiment, if the 16th screen area 1620 is situated within a
prescribed distance with a left or right boundary line of a full screen 1600,
a part of area of one line below or above of the 16th screen area 1620 can be
predicted as the 17th screen area 1730. As one example, the prescribed
distance can be configured with one character space. For instance, if the
checked input direct ion is heading from the left to the right and the 16th
screen area 1620 is situated within the prescribed distance with the right
boundary line, a part of the area one line below of the 16th screen area 1620
can be predicted as the 17th screen area 1730.

The control unit 180 turns on the predicted 17th screen area 1730
[S650]. In this case, a part of the area of the 17th screen area 1730 may
overlap the lighted screen area 1525. As a part of embodiment, the 15th
screen area 1525 can be turned off in the step S650.

In case that there does not exist the message data input area 1520, the
control unit 180 controls the screen area 1511/1513/1515 in which the
lighting area to be displayed to be turned on [S655].

The control unit 180 senses a user action making a request for a scroll
to see a previous message [S660].

In response to the sensing of the user action, the control unit 180
controls the full screen 1500 to be turned on [S665].

FIG. 18 is a flowchart for a performing process of another preferred
embodiment for a method of controlling a display lighting according to the
present invention and FIG. 19 is a diagram for embodiments of a screen in
which a message is displayed.

Referring to FIG. 18 and FIG. 19, the control unit 180 checks a power
mode of the electronic device 100 [S700]. In case of a sleep mode, the
electronic device 100 may be able to perform a step S710 to a step 765 for a
user action sensed in the step S705.

Yet, in some cases, the control unit 180 omits the step 700, which
corresponds to a step of checking the power mode of the electronic device 100,
and may be then able to perform a next step 705, which corresponds to a step
of sensing the user action making a request for a message display.

In particular, in case of performing a prescribed 1st function, the
control unit 180 may be able to perform the step 705 of sensing the user
action making a request for the message display after completing the step 700 of checking the power mode of the electronic device 100. In case of performing a prescribed 2nd function, the control unit may omit the step 700 of checking the power mode of the electronic device 100 and may be then able to perform the next step 705 of sensing the user action making a request for the message display.

As a different case, in case of performing all functions, the control unit 180 may be able to immediately perform the step 705, which corresponds to a step of sensing the user action making a request for a message display, without performing the step 700, which corresponds to a step of checking the power mode of the electronic device 100.

Subsequently, the control unit 180 senses a user action making a request for a message display [S705].

In response to the sensing of the user action, the control unit 180 accesses a message data from the memory 160 [S710].

The control unit 180 generates a screen image to display the accessed message data [S715].

The control unit 180 checks transmission time or transmitting time for the accessed message data [S720].

The control unit 180 determines a lighting area among the screen image generated based on the checked transmission time or the checked transmitting time [S725].

The control unit 180 controls a screen area [1511/1513/1515/1517/1519] in which the lighting area to be displayed is to be turned on [S755].

The control unit 180 senses a user action making a request for a scroll to see a previous message [S760].

In response to the sensing of the user action, the control unit 180 controls a full screen 1500 to be turned on [S765].

FIG. 20 is a flowchart for a performing process of another preferred embodiment for a method of controlling a display lighting according to the present invention and FIG. 21 to FIG. 23 are diagrams for embodiments of a screen in which a message data input area is displayed.

Referring to FIG. 20 to FIG. 23, the control unit 180 checks a power mode of the electronic device 100 [S800]. In case of a sleep mode, the electronic device 100 may be able to perform a step S835 to a step 850 for a user action sensed in the step 805.

Yet, in some cases, the control unit 180 omits the step 800, which corresponds to a step of checking the power mode of the electronic device 100, and may be then able to perform a next step 805, which corresponds to a step of sensing the user action making a request for a message data input area display.

In particular, in case of performing a prescribed 1st function, the control unit 180 may be able to perform the step 805 of sensing the user action making a request for the message data input area display after
completing the step 800 of checking the power mode of the electronic device 100. In case of performing a prescribed 2nd function, the control unit may omit the step 800 of checking the power mode of the electronic device 100 and may be then able to perform the next step 805 of sensing the user action making a request for the message data input area display.

As a different case, in case of performing all functions, the control unit 180 may be able to immediately perform the step 805, which corresponds to a step of sensing the user action making a request for a message data input area display, without performing the step 800, which corresponds to a step of checking the power mode of the electronic device 100.

Subsequently, the control unit 180 senses a user action making a request for a message data input area display [S805].

In response to the sensing of the user action, the control unit 180 controls a 15th screen area 1525 in which an initial input area included in the message data input area 1520 to be displayed to be turned on [S835].

The control unit 180 checks a 16th screen area 1620, which is inputted by a current data [S840].

The control unit 180 predicts a 17th screen area 1730 to which a next data to be inputted based on the lighted 15th input area and the checked 16th screen area [S845]. In this case, the control unit 180 may be able to predict the 17th screen area 1730 based on a distance (d) between a boundary line of the 15th screen area 1525 and the 16th screen area 1620.

And, the control unit 180 checks a data input direct ion and may be able to predict the 17th screen area 1730 based on the checked input direct ion and the distance (d). For instance, as shown in FIG. 22, in case that a number is inputted like 1, 2, and 3, the control unit 180 may be able to check that the input direct ion is heading from the left to the right.

As a different case, in case that a number is inputted like 3, 2 and 1, the control unit 180 may be able to check that the input direct ion is heading from the right to the left.

As one embodiment, if the 16th screen area 1620 is situated within a prescribed distance with a left or right boundary line of a full screen 1600, a part of area of one line below or above of the 16th screen area 1620 can be predicted as the 17th screen area 1730. As one example, the prescribed distance can be configured with one character space. For instance, if the checked input direct ion is heading from the left to the right and the 16th screen area 1620 is situated within the prescribed distance with the right boundary line, a part of the area one line below of the 16th screen area 1620 can be predicted as the 17th screen area 1730.

The control unit 180 turns on the predicted 17th input screen area 1730 [S850]. In this case, a part of the area of the predicted 17th screen area 1730 may overlap the lighted 15th screen area 1525. As a part of embodiment, the 15th screen area 1525 can be turned off in the step S850.

As mentioned in the foregoing description, according to the electronic c
device and a method of controlling a display lighting according to the present invention, since a screen area to be lighted is predicted based on a user action, a lighted screen area, and a displayed content, the display lighting can be suitably controlled according to a use state of a user. Moreover, since a screen area currently used or an available screen area is turned on and the rest of the screen area is turned off, it may enable a user to use the electronic device without any trouble while using the electronic device with minimum power consumption.

Although embodiments have been described with reference to a number of illustrative embodiments thereof, it should be understood that numerous other modifications and embodiments can be devised by those skilled in the art that will fall within the spirit and scope of the principles of this disclosure. More particularly, various variations and modifications are possible in the component parts and/or arrangements of the subject combination arrangement within the scope of the disclosure, the drawings and the appended claims. In addition to variations and modifications in the component parts and/or arrangements, alternative uses will also be apparent to those skilled in the art.

[Mode for Invention]

As described above, a related description has sufficiently been discussed in the above "Best Mode" for implementation of the disclosure.

[Industrial Applicability]

As described above, the disclosure may be wholly or partially applied to an electronic device and a method of controlling a display lighting thereof.
[CLAIMS]

[Claim 1] A method of controlling a display lighting of an electronic device, the method comprising:

sensing a user action by a sensor of the electronic device;

predicting a screen area to be used on a display of the electronic device based on the sensed user action;

lighting a light emitting device of the display in an area corresponding to the predicted screen area.

[Claim 2] The method of claim 1, wherein the screen area to be used is predicted based on the screen area related to the sensed user action and a currently lighted screen area.

[Claim 3] The method of claim 1, wherein the screen area to be used is predicted based on the sensed user action and a previously sensed user action.

[Claim 4] The method of claim 1, wherein a direct ion of the user action is determined based on the sensed user action and a previously sensed user action, and

wherein the screen area to be used is predicted based on the determined direct ion.

[Claim 5] The method of claim 1, wherein the screen area to be used is predicted further based on a displayed content.

[Claim 6] The method of claim 1, wherein if the user action corresponds to an approach of a touch object towards the electronic device, the screen area to be used is predicted based on a distance between the touch object and the electronic device.

[Claim 7] The method of claim 6, wherein the touch object comprises at least one selected from the group consisting of a finger, a hand, a palm, and a stylus.

[Claim 8] The method of claim 1, wherein if the user action corresponds to a touch on a screen of the display, a screen area including the sensed touch area is predicted as the screen area to be used.

[Claim 9] The method of claim 1, wherein the user action comprises a touch on an area of a screen of the display, and

wherein the screen area predicting further comprises:

determining whether the sensed touch area is situated within a prescribed distance with respect to a left boundary line or a right boundary line of the screen of the display.
if the sensed touch area is situated within the prescribed distance, locating a screen line including the sensed touch area and an area including a prescribed screen line situated below of the screen line as the screen area to be used; and

if the sensed touch area is not situated within the prescribed distance, locating the screen line including the sensed touch area as the screen area to be used.

[Claim 10]
A method of controlling a display lighting of an electronic device, the method comprising:
sensing a user action requesting an integrated message display;
accessing a message data from a storing device in response to the user action;
determining a transmission time or a transmitting time of the accessed message data;
determining an area to be turned on among a screen area in which the accessed message data is to be displayed based on the determined transmission time or the determined transmitting time; and
displaying the accessed message data in a screen of the electronic device according to a result of the determination of the area.

[Claim 11]
The method of claim 10, further comprising:
sensing a user action requesting a scroll to see a previous message; and
lighting an entire light emitting device in response to the user action.

[Claim 12]
The method of claim 10, wherein in the determining of the area to be turned on comprises:
determining a position of an input area in the screen area in which the accessed message data to be displayed; and
determining the determined input area as the area to be turned on.

[Claim 13]
The method of claim 12, further comprising:
sensing a user input inputting a data in the input area;
determining a direction of which the inputted data is displayed;
predicting a screen area to be turned on a display of the electronic device based on the determined direction; and
lighting a light emitting device of the display in an area corresponding to the predicted screen area.

[Claim 14]
An electronic device, comprising:
a display including a plurality of light emitting devices; and
a control unit configured to control to sense a user action, predict a screen area to be turned on the display based on the sensed user action, and
light a light emitting device of the display in an area corresponding to the predicted screen area among the plurality of light emitting devices.

[Claim 15]
The electronic device of claim 14, wherein the plurality of light emitting devices comprise at least an organic light-emitting diode (OLED).

[Claim 16]
The electronic device of claim 14, wherein the control unit is configured to predict the screen area to be turned on according to a direct ion of the user action, and wherein the direct ion of the user action comprises a display touch direct ion of a user or a data input direct ion of the user.

[Claim 17]
The electronic device of claim 14, wherein if a direction of a current ly sensed user action and the direct ion of a previous ly sensed user action are identical with each other, the control unit is configured to determine a position of the screen area to be turned on based on the identical direct ion.

[Claim 18]
The electronic device of claim 14, wherein if a direct ion of the user action is contiguously identical for more than one time, the control unit is configured to determine the screen area to be turned on in a corresponding direct ion.

[Claim 19]
An electronic device, comprising:

- a display including a plurality of light emitting devices;
- a memory unit configured to store a message data; and
- a control unit configured to control to sense a user action requesting an integrated message display, access the message data from a storing device in response to the user action, determine a transmission time of the accessed message data, determine an area to be turned on among a screen area in which the accessed message data to be displayed based on the determined transmission time or the determined transmission time, and display the accessed message data in a screen of the display according to a result of the determination of the area.

[Claim 20]
The electronic device of claim 19, wherein the plurality of light emitting devices comprise at least an organic light-emitting diode (OLED).
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