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Automated entity-resolution methods and systems

BACKGROUND

There are many contexts and applications (use cases) in which it may be

desired to perform entity resolution (also called entity reconciliation), that is, a
process to identify, within a data set, the data records that concern or relate to
the same entity.

In principle entity resolution could be performed manually. However
there are contexts in which it may be desired to automate the process of entity
resolution, for example, in a case where manual operation would be impractical
in view of the volume and complexity of the data to be processed, and/or in view

of the time that would be required for manual processing.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 is a flow diagram illustrating an example automated entity-

resolution method according to the present disclosure;

Figure 2 is a flow diagram illustrating an example of use of the classifier
set-up in the example method of Fig.1 to apply entity-resolution on updated data
records;

Figures 3A and 3B are flow diagrams illustrating different example
methods of determining regions in a multidimensional space, that may be
implemented as part of the example automated entity-resolution method
illustrated in Fig.1;

Figure 4 is a flow diagram illustrating an example method of determining a
range associated with transformed cluster data in a multidimensional space, that
may be implemented as part of the example method illustrated in Fig.3B;

Figure 5 is a flow diagram illustrating an example technique to select a

dimension-reducing method that may be implemented as part of the example
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automated entity-resolution method illustrated in Fig.1;

Figure 6 is a flow diagram illustrating another example technique to select
a dimension-reducing method that may be implemented as part of the example
automated entity-resolution method illustrated in Fig.1;

Figure 7 is a flow diagram illustrating an example method that may trigger
re-definition of classification regions in conjunction with the example method of
Fig.1;

Figure 8A is a flow diagram illustrating an example method that may
trigger a virtual merge of classification regions in conjunction with the example
method of Fig.1;

Figure 8B is a flow diagram illustrating an example method that may
trigger a reassignment of border portions of a classification region in conjunction
with the example method of Fig.1;

Figure 8C is a flow diagram illustrating an example method that may
trigger creation of a new region within an existing indexing region in conjunction
with the example method of Fig.1;

Figure 9 is a diagram illustrating an example computer-readable medium
storing machine-readable instructions that, when the instructions are executed
by a processor, may implement automated entity-resdlution methods according
to examples of the present disclosure;

Figure 10 is a diagram representing an example of a system according to
the present disclosure;

Figure 11 is a flow diagram illustrating an example automated entity-
resolution method according to the present disclosure, in which virtual merges
of classification regions may be implemented; and

Figures 12A to 12H are a series of diagrams to illustrate aspects of certain
data-record processing in some example automated entity-resolution methods
according to the present disclosure.

DETAILED DESCRIPTION

There are numerous contexts and applications in which it may be desired

to perform entity resolution.
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For example, a customer service database may, because of spelling
errors or other reasons, include near-duplicate data records which relate to the
same customer. Each data record may have several fields (e.g. for the
customer's name, address, their product IDs, etc.), and comparison of the data
in these fields may make it possible to find the duplicated data records so that,
for example, they can be merged into a single entry. Another example context
relates to the merging of different databases — for example, when a customer
service database is merged with a marketing database. In this example context,
entity resolution methods may be used to identify the data records from the
different databases which relate to the same customer, so that the merged
database will combine out of the two databases the data that relates to this one
customer.

In another example context, it may be desired to analyse a Twitter® feed
in order to identify tweets that relate to the same concept, news story, event,
person or place. Comparison of sets of words in different tweets may make it
possible to identify tweets that relate to the same subject.

Many more contexts exist where it may be desired to perform entity
resolution. However, it will be understood already from the examples above
that:

- entity resolution methods tends to be used on data sets that contain
data records that have a plurality of attributes,

- entity resolution methods are applied to data sets that comprise data
records that concern, or relate to, subjects that may be different from or
the same as one another: the expression “subject” being used in this
document to include “subjects” in the sense of “concepts” as well as
“subjects” in the sense of items having a material nature in the real
world, e.g. individuals (people, animals), objects, places, events and so
on (in this document, the word “entity” is used as a generic term to
cover all types of subject to which a data record relates),

- entity resolution methods generally identify data records that relate to
the same entity based on an analysis of the attributes of the data

records, and
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- the nature of the “data record” varies according to the context in which
the entity resolution is performed. Although, the expression “data
record” is frequently used o denote an entry in a database, in this
document the expression is used by extension to denote, other items of
multidimensional data which are the object of entity resolution methods
(in addition to denoting database entries). Thus, the expression “data
record” covers the items in the following non-exhaustive list: an entry in
a database; the content of a text message (SMS), email, tweet, forum
post, Facebook post, webpage, text file, telephone conversation, audio
file, etc.; meta-data associated with programmes in an electronic
programme guide and, more generally, digital content and/or a set of
tags (meta-data) tagging digital content; and so on.

It may be desired to automate entity resolution, for example to speed up
the process, and in situations where the data to be processed is complex and/or
voluminous. It is often desired to automate the entity-resolution process in “big
data” applications — i.e. applications that involve extremely large data sets that
may, upon analysis, reveal associations, patterns and/or trends.

Automated entity resolution methods, i.e. which run with little or no
human intervention, tend to be implemented by data processing apparatus
comprising a processor executing instructions. In general, automated entity
resolution techniques apply a metric for assessing the similarity between data
records in a data set, based on the attributes of the data records. The nature of
the metric that is applied (e.g. the computation(s), the order of the steps, the
attributes taken into account, and so on) generally depends on the context.

Automated entity-resolution methods may group data records into
clusters based on the similarity between them. In these cases the aim of the
metric may be to assign to different clusters the data records that relate to
different entities and to assign data records to the same cluster if they relate to
the same entity.

Automated entity-resolution techniques differ in terms of their technical

properties, for example: in terms of the computing resources they require (for
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instance: processing power, memory space, etc.), the time they take to deliver
results, the facilities they offer, and so on.

Certain automated entity-resolution methods take a batch of data records
and compare them pairwise to identify the data records that relate to the same
entity. For a batch containing N data records this process involves making N x
(N-1)/2 comparisons between data records, and each comparison typically
involves comparing some or all of the attributes of a pair of data records.

A technical challenge may exist when devising an automated entity-
resolution method or system, as the required computing resources and/or time
required to identify data records relating to the same entities may be undesirably
great, for example in an application where it is desired to provide interactivity for
a human user.

The following description presents some examples of automated entity-
resolution methods and systems according to the present disclosure. Examples
disclosed herein may provide technical solutions to the above technical
challenges. A non-transitory computer-readable medium with machine-readable
instructions stored thereon may be used to implement example automated
entity-resolution methods according to the present disclosure by arranging for a
processor to execute the instructions stored on the medium. An example non-
transitory computer-readable medium may have machine-readable instructions
stored thereon that, when executed by a processor:

obtain a group of data records of a data-set;

assess similarity between data records in the group, based on a number
N of plural attributes of said data records;

identify clusters of similar data records in the group based on the
assessed similarity;

determine, in a multidimensional space having a number D of dimensions
less than the number N, respective regions corresponding to different clusters
determined by the identifying, wherein a selected dimensionality-reduction
method transforms data records into said multidimensional space; and

set up a classifier to identify correspondences between entities and

updated data records compared to said group, based on the regions in said
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multidimensional space that contain said updated data records after
transformation thereof according to the selected dimensionality-reduction
method.

An example automated entity-resolution system comprises:

a classifier module to identify the correspondence between different
entities and data records of a data set, said data records having plural
attributes, wherein the classifier module stores definitions of respective regions
in a multidimensional space;

an updating module to supply update data to add, modify or delete data
records of the data-set; and

a data-transformation module to transform updated data records into said
multidimensional space by application of a selected dimensionality-reduction
method to plural attributes of said updated data records;

wherein the classifier module comprises:

a region-identification module to determine the respective
locations of the transformed updated data records in . said
multidimensional space, and to determine which of said regions
contain(s) the respective locations, and

an entity identification module to determine the correspondence
between entities and updated data records based on: the region which
contains the location of the transformed updated data record, and on an
assignment of entities to the regions in the multidimensional space.

By setting up a classifier to identify correspondences between updated
data records and entities it may be possible to perform entity resolution based
on the definitions of the regions in the multidimensional space and on
knowledge of the dimensionality-reduction method. This may obviate the need
to store all the data of the previously-processed data records and, thus, reduce
the amount of memory space needed for implementation. Further, this may
provide a rapid detection of data records that relate to the same entity. Yet
further, this technique may enable a facility to respond to queries of the type “to

which entity does updated data record X relate?”.
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Another example non-transitory computer-readable medium may have
machine-readable instructions stored thereon that, when executed by a
processor:

obtain update data of a dynamically-updating data set, the update data
defining at least one change selected in the group consisting of: addition of a
new data record to the data-set, modification of a data record in the data-set,
and deletion of a data record in the data-set;

map updated data records of the data-set into different regions of a multi-
dimensional space based on attributes of said updated data records,

identify correspondences between updated data records and entities
based on the regions in said multidimensional space that contain the mapped
updated data records,

evaluate, for each region, the number of updated data records mapped
into said region but proximate a boundary with an adjacent region, and

in a case in which the counting indicates that a specified quantity of
mapped data records are proximate the boundary between a pair of adjacent
regions, perform a virtual merge of said pair of regions so that updated data
records mapped into either of the pair of regions is classified as corresponding
to the same entity but the boundaries of the adjacent regions are unchanged
and separate statistics are still maintained on the quantity of updated data
records mapped into each of the adjacent regions.

By mapping updated data records, based on their attributes, into a
multidimensional space having regions that are wused to identify
correspondences between data records and entities, counting numbers of
updated data records whose mapped data is proximate the boundary between a
pair of adjacent regions, and performing a virtual merge of the adjacent regions
when a specified quantity is counted, accurate correspondences may be
identified between data records and entities without unduly increasing the
processing required to adapt the region definitions in the multidimensional
space. ,

An example automated entity-resolution method is illustrated by Fig.1.

The discussion of Fig.1 presented below will consider an example data-set in
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which each data record has a number, c, of attributes, such that any data record
may be considered to be a vector S in a multidimensional space that has ¢
dimensions, i.e. § = S$1xS2xS3....xSc

In the example method of Fig.1, a group of data records in the targeted
data-set is obtained (S101), for example by reading out of a memory, by receipt
from a data buffer, by receipt from an external device, and so on. Then the data
records in the group are processed to assess their similarity to each other
(S102). Numerous metrics for assessing similarity are known and the methods
according to this disclosure are not limited having regard to the particular
method that is used for assessing similarity: one of the known methods may be
used, and it is expected that similarity-evaluation techniques that may be
developed in the future would also be useable. However, it is appropriate to
note that the metric which evaluates similarity makes its evaluation taking into
account a number N of attributes of the compared data records (i.e. considering
the values of the N attributes for each of the data records in the group). The
number N of attributes taken into account for assessing similarity may include all
the available attributes of the data records under consideration (i.e. the ¢
attributes mentioned above), or a lesser number of attributes, and the number
and selection of attributes that are used may depend on the use case. The
system designer may pre-specify the N attributes to be used for assessing
similarity. In many real-world contexts the number N will be relatively large,
especially in applications that aim at perform entity-resolution as part of a
process for merging data from plural data sources (e.g. plural databases) .

In the example entity-resolution method illustrated in Fig.1, clusters of
similar data records are identified within the considered group (S103). Various
clustering techniques are known and the methods according to the present
disclosure are not particularly limited having regard to which clustering method
is used one of the known methods may be used, and it is expected that
clustering techniques that may be developed in the future would also be
useable.

For illustrative purposes, Fig.12A shows a diagram to illustrate a possible

result of clustering performed on a set of data records n0O to n8. Fig.12A is a
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two-dimensional drawing illustrating clustering but it should be mentioned that,
in practice, the clustering is liable to take place in a hyper-dimensional space
that cannot be represented in three dimensions. In the example illustrated in
Fig.12A, a first cluster CL1 has been identified containing the three data records
n1, n2 and n7 (which have been assessed as being similar to one another), and
a second cluster CL, has been identified containing the three data records n3,
né and n8 (which, likewise, have been assessed to be similar to one another).
Each of the data records n0, n4 and n5 is treated as a cluster in its own right.

Incidentally, in various known entity-resolution methods a blocking
operation is performed prior to performing clustering of data records. Blocking
comprises dividing an initial set of data records into blocks such that data
records in different blocks are known to definitely correspond to different
entities. Data records assigned to the same block might relate to the same entity
but there is still an element of uncertainty in this regard. Although the example
method described with respect to Fig.1 does not include a blocking operation it
should be understood that the method may be extended to include a preliminary
blocking operation performed prior to point A in Fig.1.

In various contexts it is desired to perform entity-resolution on a data set
that is not static, that is, on a data set that is subject to updating events that may
introduce new data records and/or modify or delete existing ones. In a case in
which automated entity-resolution techniques are applied to a data set that is
dynamic in this way, it may be desired to revise the assessment of which data
records relate to the same entities, and for the revision to take into account the
content of the updating events — not only to determine whether newly-added
data records relate to the same entities as existing data records, but also to
improve or correct determinations made previously.

Incidentally, the expression “updating” (and related terms) as used in this
document does not imply or infer that the update event must necessarily be an
event that provides new/changed data to a data set: to the contrary, the update
event may comprise taking into account the next chunk of data that is already
present in a data set (i.e. the entity-resolution process may operate on different

portions of a given data-set in a progressive manner).
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A naive approach to entity resolution in a context where the data set
experiences updating events would be to re-run the similarity-evaluation metric
on the updated batch of samples, i.e. re-apply the entity resolution method to
the batch of previous samples as updated by the updating event(s). Such an
approach requires ever-increasing computational resources as the number of
data records in the updated batch increases, and the entity-resolution process
could take an excessively long time.

Other automated techniques have been proposed, including some
‘incremental” approaches which do not re-compute everything from scratch
upon occurrence of an updating event. In general, incremental entity resolution
techniques only perform computations relating to the changes that result from
an updating event. Thus, for example, an entity-resolution method that
evaluates similarity between data records and clusters similar data records
might seek to make incremental adjustments to the clusters in response to an
update event. In general, known incremental approaches store the attribute
data of the data records considered to date. Thus, although the amount of
computation may be limited with such incremental methods, they still require
ever-increasing amounts of memory space to store details of the data records.

Some so-called “streaming” methods have been proposed, in which
entity resolution is performed only over a window containing the most recent
data records (e.g. only the data records received during the last X minutes, only
the last Y data records, etc.). Although such methods do not entail the use of
an endlessly-expanding memory space, they may still require use of a
substantial amount of memory to store attribute data of the data records in the
current window, especially in a case in which the data records have a large
number of attributes (a large number of dimensions).

The example entity-resolution method illustrated in Fig.1 may perform
entity resolution in a context where the data set in question is not static,
including contexts involving a “streaming” data set. However, the example
method of Fig.1 does not require storage of all the attribute data of the
considered data records (neither of all the data records considered to date, nor

all the data records in a window).
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According to the example method illustrated in Fig.1, after clusters of
similar data records have been identified (by analysis of an initially-considered
group of data records), the cluster data is processed using a dimensionality-
reduction technique so as to identify - in a multidimensional space that has
fewer dimensions than the number of attributes that were taken into account to
assess similarity and identify the clusters - respective regions that corresponds
to the different clusters and which are well-separated from each other (S104).
So, for instance, if N attributes of the data records were used to assess
similarity then the multidimensional space in which the regions are identified
may have D dimensions, where D<N.

Dimensionality-reduction techniques suitable to process the cluster data
to identify appropriate regions in a multidimensional space of reduced
dimensions have been proposed in the field of statistical analysis and may be
applied in example entity-resolution methods according to the present
disclosure. Suitable dimensionality-reduction techniques inciude, but are not
limited to: principal components analysis (PCA), discriminant factorial analysis
(DFA), hidden Markov model (HMM) techniques, state-space model techniques,
mixtures of Gaussians, as well as variants and extensions of the enumerated
techniques.

The reduced set of dimensions determined using the selected
dimensionality-reduction technique may or may not have real-world meaning.
Thus, although the dimensions that define the multidimensional space of
reduced dimensions may, in an example, correspond to a subset of the
attributes of the considered data records, some or all of the dimensions could
alternatively or additionally correspond to a transformation and/or combination
of attributes.

Fig.12C provides a simplified example of a multidimensional space
having reduced dimensions (i.e. dimensions labelled as dim, and dimy).
Fig.12D illustrates the reduced-dimension space of Fig.12C with an example set
of region boundaries marked using dashed lines. In the example of Fig.12D, the
multidimensional space of reduced dimensions has been divided to define

region boundaries set so that transformed data relating to cluster CL is in a
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different region (labelled H1) from transformed data relating to cluster CL,
(which is in the region labelled H2). However, the dividing surfaces which
define the regions H1 and H2 also define additional regions H3 and H4 in the
multidimensional space {dim,,dimy} discussed below.

In the example method illustrated by Fig.1, a classifier is set up (S105) so
that it can identify correspondences between entities and data records based on
the regions that have been defined in the multidimensional space of reduced
dimensions. In particular, the classifier is set up to identify a correspondence
between a data record and a particular entity if, responsive the data record
being transformed into the multidimensional space of reduced dimensions, the
transformed data is located within a region associated to the entity in question.
The nature and/or identity of the entity in question is not necessarily known a
priori. A finding that two data records are transformed into the same region may
be interpreted as a finding that the two data records relate to the same entity.
This may be sufficient for entity-resolution purposes in certain contexts.

The classifier may be set up to implement a hyper-dimensional indexing
process, with different index values being assigned to different regions in the
multidimensional space of reduced-dimensions. In order to be able to
implement this indexing process it may not be necessary to permanently store
the attribute data of the data records that contributed to definition of the indexing
regions; what may be necessary is to know the dimensionality-reduction
transformation and the definitions of the regions. Thus, it is permissible to
discard the attribute data of the data records that served in the process defining
the indexing regions, and such discarding may enable a reduction in the
memory space required for performance of the entity-resolution process.

The classifier may be built in different ways. For example, the classifier
may be built of a computation module that uses a set of linear classifier
functions to determine the region in which a data record’s transformed data lies.
Another approach comprises using a neural network and/or decision trees to
determine the region containing a data record’'s transformed data. Moreover,

other approaches may be used. In examples where the reduced-dimension
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space still has many dimensions it may be efficient to use a neural network
implementation.

In the example method illustrated by Fig.1, the set-up of the classifier in
S105 may be based on clustering, dimensionality-reduction and region-
identification processes all of which are unsupervised, that is, do not involve a
priori knowledge of which data record relates to which subject or which data
records relate to a common subject. However, in other example methods the
set-up of the classifier may be semi-supervised, that is, the set-up of the
classifier may take place in the context of an expert system in which a human
intervenes at one, two, or more than two “checkpoints”, to validate prior
decisions before the processing of the entire data set is performed. In a case
where large data sets are being processed it may be beneficial to make use of
unsupervised methods for assessing similarity between the data records of the
group and for clustering.

In the example method illustrated by Fig.1, the set-up of the classifier in
S105 is based on the clustering, dimensionality-reduction and region-
identification that were performed based on the group of data records obtained
at S101. The classifier is thus ready to classify updated data records resulting
from the update of the data set relative to the original group of data obtained at
S101.

Fig.2 illustrates an example of use of a classifier that has been set-up by
the example method of Fig.1 to apply entity-resolution taking into account
updated data records. The reference B indicates that the example method of
Fig.2 may follow on from step S105 in Fig.1.

In the example method of Fig.2, update data is received (S201). The
update data may take different forms and it may comprise: data which defines a
data record that has not yet been considered in the entity-resolution process,
and/or data which defines a change or deletion of a data record that has already
been considered in the entity-resolution process. The update data may be
received in the same manner, or a different manner, from the group of data

records used to set up the classifier.
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In the example method of Fig.2, updated data records are transformed
into the multidimensional space in which the classification regions have been
defined (S202). The transformation is performed according to the
dimensionality-reduction method that was used in the determination of the
indexing regions. The classifier then identifieé the correspondence between the
updated data records and entities based on the respective region(s), in the
multidimensional space, which contain(s) the transformed data.

For the purposes of illustration, Fig.12E illustrates the case of an updated
data record n9 which is additional to the group of data records n0O to n8 that
were used in the process of defining regions in the reduced-dimension space
{dim,,dimy} in Fig.12D. According to this example, in a case in which the
attributes of data record n9 are transformed according to the same
dimensionality-reduction method as that which gave rise to the indexing regions,
the transformed updated record data is located in region H1 shown at the top
right of Fig.12E. Accordingly, updated data record n9 may be considered to
correspond to an entity associated with region H1 and other data records whose
data is transformed into region H1 may be considered fo relate to the same
entity as n9.

Various technical benefits may be obtained from using the example
automated entity-resolution method of Fig.1. For example, it is possible to
employ this example method to perform membership searches, that is, to
provide a response to queries of the kind “what entity/group does data record x
belong to?” (The answer could be expressed in terms of an index value
assigned to the region containing the transformed data record x). This facility is
something which is not usually possible with other automated methods: other
automated entity-resolution methods produce as their work product just a group
of indexed data records, without any mechanism for processing membership
queries. Further, the computational “cost” involved in performing a membership
search (i.e. the time taken and/or the required computational resources) is
relatively low in a case where the automated entity-resolution method of Fig.1 is

used.



10

15

20

25

30

WO 2016/184498 PCT/EP2015/060913
15

The example automated entity-resolution method of Fig.1 may enable
performance of entity-resolution in a streaming manner without a requirement
for a priori knowledge of the number of duplicates/equivalent data records. This
is different from known streaming techniques that are usually based on use of k-
means or k-meioids, and provides the technical benefit that it increases the
range of contexts, involving streaming data, in which entity-resolution may be
performed in an automated manner.

Fig.3A illustrates an example method that may be used to implement the
determination of regions indicated at S104 of Fig.1.

According to the example method of Fig.3A, a selected dimensionality-
reduction method is applied (S301) which transforms the centroids of the
identified clusters into a multidimensional space of reduced dimensions (i.e.
reduced compared to the number of dimensions used for similarity assessment
and identification of the clusters). Fig.12B reproduces the clustering example of
Fig.12A but, in addition, shows the respective centroids, Cd1, Cd2, of the
clusters CL1 and CL2. In the example multidimensional space {dim,,dimy}
illustrated in Fig.12C T(Cd1) and T(Cd2) label positions corresponding to the
locations, in the reduced-dimension space, of the transformed data of the
centroids of clusters CL4 and CL,, that is the locations of the centroids of the
clusters CL1 and CL2 after they have been mapped into the new space by the
selected dimensionality-reduction method.

According to the example method of Fig.3A, there is a computation of
boundaries to define regions, within the multidimensional space, that
correspond to the different clusters and the region boundaries are defined so
that each region contains only one cluster centroid It can be seen from Fig.12D
that the region boundaries have been defined in a manner such that the
transformed centroid Cd1 of cluster CL4 is in a different region (H1) from the
region (H2) containing the transformed centroid Cd2 of the cluster CL,.

Fig.3B illustrates another example method that may be used to
implement the determination of regions indicated at S104 of Fig.1.

According to the example method of Fig.3B, a selected dimensionality-

reduction method is applied (S310) to transform the centroids of the identified
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clusters into a multidimensional space of reduced dimensions, as in S301 of the
example method of Fig.3A. However, the example method of Fig.3B includes
an additional process (S311) of determining ranges associated to the
transformed cluster centroids. The range associated to a transformed centroid
is a measure of the spread of the cluster in the reduced-dimension space.

There are various methods available for determining the associated
range. Fig.12 illustrates an example using a determination method in which the
size of the radius r of a cluster is used to determine the range R associated with
the transformed cluster centroid in the reduced-dimension space. That is, a
point located at the circumference of the cluster (a distance r away from the
centroid) is transformed into the reduced-dimension space and is mapped to a
location that is a distance R away from the transformed centroid.

As shown in Fig.12B cluster CL; has an assigned radius ry and Fig.12C
shows that this produces a range R4 associated with the transformed centroid
T(Cd1). Fig.12 relates to a case where the dimensionality-reduction method is
such that points which are close to or distant from one another in the space
containing the original clusters are still close to or distant from one another in
the reduced-dimension space {dim,,dim,}. This proportionality of the original
and transformed spaces may exist, for example, in cases where PCA is used
and the reduced-dimension space has a relatively small number of dimensions.
Further, Fig.12 relates to a case in which the original clusters are circular. Use
of the cluster radius to define the range associated with the cluster in the
reduced-dimension space is not always the optimal approach, especially in
examples that use other dimensionality-reduction methods and/or in examples
in which the original clusters are not circular.

Fig.4 illustrates a different example method for determining the range
associated to a cluster in the reduced-dimension space. The example method of
Fig.4 comprises: taking a sample of data records within a given cluster (S401),
transforming the data records of the sample into the reduced-dimension space
(8402), and then determining, as the range associated with the cluster in the
reduced-dimension space, a distance extending from the transformed cluster

centroid to the furthest of the transformed data records of the sample (S403). In
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certain example implementations of the Fig.4 method, the sampling of data
records in the given cluster takes a random sample of records within the cluster.
The randomness increases the probability that the sampled records are
representative and hence indicate accurate boundaries for the cluster.

The method of Fig.4 provides the benefit that it increases the
independence of the range-setting process relative to the dimensionality-
reduction method. That is, in examples in which this method is used to
determine the range associated with a cluster in the reduced-dimension space,
an appropriate value of the range can be set even in cases in which the
dimensionality-reduction method does not assure proportionality between
distances in the original space and distances in the reduced-dimension space.
This method also provides the benefit that it enables an appropriate value of the
range to be set even in cases in which the original clusters are not circular.

According to the example method of Fig.3B, there is a computation
(8312) of boundaries to define regions, within the multidimensional space, that
correspond to the different clusters. However, in this example method the
region boundaries are defined not only so that each region contains only one
cluster centroid but also with a constraint that — to the extent possible — the
region assigned to a given cluster should extend to include the transformed
centroid of the cluster and also points spaced from the transformed cluster
centroid by a distance equal to or less than the range associated with that
transformed centroid.

Fig.12D iliustrates the above-mentioned approach by showing that region
boundaries are set in a manner which includes in the same region a given
transformed centroid and its associated range (the associated ranges are
represented using lines extending from the transformed centroids).

Fig.12D illustrates an additional constraint that may be applied during the
setting of region boundaries. This additional constraint holds on the outermost
boundaries of the outermost regions in the reduced-dimension space (whose
constituent points take the most extreme values of the dimensions defining the
reduced-d_imension space). According to this additional constraint, the

outermost boundaries of the outermost regions in the reduced-dimension space
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may be set with a certain tolerance (indicated by Th in Fig.12D) to give room to
accommodate outliers for the cluster in question (for instance those beyond the
95t percentile). In certain implementations the size of the tolerance level Th
may be configurable by the user.

As mentioned above there are various different methods available for
performing dimensionality-reduction. Certain example methods according to the
present disclosure may perform a machine-learning technique to select a
dimensionality-reduction method to apply during implementation of an entity-
resolution method such as that of Fig.1. Fig.5 illustrates an example machine-
learning technique that may be employed.

According to the example machine-learning technique illustrated by Fig.5,
a group of i dimensionality-reduction techniques are candidates for selection. In
this example, a first one of the dimensionality-reduction methods is used to
transform centroid data into a reduced—dimension space (S501) and then region
boundaries are computed based on the centroid data transformed according to
this first dimensionality-reduction method (S502). An assessment is then made
of “how good” the regions are that are produced using this first dimensionality-
reduction method. This assessment may be made by evaluating (S503) how
well-separated the different regions are from one another (because it may be
considered that it is easier to discriminate between different entities if they
correspond to regions which are widely-spaced apart from one another in the
reduced-dimension space).

A variety of techniques are available for evaluating the separation
between regions. One technique comprises quantifying the number of boundary
points of a cluster in the untransformed space that fall into a different clustering
in the transformed space. A high value for the number of boundary points which
have changed cluster after the dimension-reduction indicates that the
transformed clusters are too close together (excessive overlap). In a similar
way, a low value for the number of boundary points which have changed cluster
after the dimension-reduction indicates that the transformed clusters are well
separated. Thus, the quantified number of boundary points may be used as an

indicator of how well separated the defined regions are in the reduced-
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dimension space. Other techniques may be used to evaluate the separation
between regions and to yield a parameter value quantifying the separation.

After the region separation obtained using the first dimensionality-
reduction method has been evaluated, a check may be made (S504) as to
whether or not there is another candidate dimensionality-reduction method and,
if there is another candidate method then a parameter i labelling the methods
may be incremented before processes S501 to S504 are repeated for the next
candidate dimensionality-reduction method. Responsive to region boundaries
having been computed using the Iést of the candidate dimensionality-reduction
methods, a selection is made of the candidate method which yielded the most
well-separated regions (S506).

As mentioned above there are different methods available for
determining the ranges to be associated to clusters in the reduced-dimension
space. Certain example methods according to the present disclosure may
perform a machine-learning technique to select a combination of a
dimensionality-reduction method (to apply during implementation of an entity-
resolution method such as that of Fig.1), and a method for determining the
associated range for a cluster in the reduced-dimension space. Fig.6 illustrates
an example machine-learning technique that may be employed.

According to the example machine-learning technique illustrated by Fig.6,
there is a group of | combinations of dimensionality-reduction techniques and
range-determining methods that are candidates for selection. For instance, the
system designer may specify in advance that there are p different
dimensionality-reduction techniques that should be considered and that each of
these may be combined with any one of q different approaches for determining
the ranges to be associated to clusters: yielding a total number j = p x g of
candidate combinations. As another example, the system designer may specify
a set of specific combinations of dimensionality-reduction techniques and range-
determining methods as the candidate combinations that are to be tested.

In this example, a first one of the candidate combinations is used to
transform centroid data into a reduced—dimension space and set the associated

range (S601) and then region boundaries are computed (S602). An
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assessment is then made of “how good” the regions are that are produced using
this first dimensionality-reduction method. This assessment may be made by
evaluating (S603) how well-separated the different regions are from one
another.

After the region separation obtained using the first candidate combination
of methods has been evaluated, a check may be made (S604) as to whether or
not there is another candidate combination and, if there is another candidate
combination then processes S601 to S604 are repeated for the next candidate
combination. Responsive to region boundaries being computed using the last of
the candidate combinations of methods then a selection is made of the
candidate combination which yielded the most well-separated regions (S605).

The description above relating to Fig.2 presented certain processing that
may be performed, in example entity-resolution methods according to the
present disclosure, in cases in which the targeted data set is subject to being
updated. A description will now be given of Figs. 7, 8A and 8B, which illustrate
certain example methods in which update data relating to a targeted data set
may affect an indexing framework set up using a method such as that of Fig.1.

As has been mentioned above, in cases in which entity-resolution is
performed using the example automated method according to Fig.1 it may be
permissible to discard the attribute data of the group of data records that serve
to generate the indexing framework, and in instances in which the attribute data
is discarded this reduces the memory space required to implement the method.
In certain example methods according to the present disclosure the attribute
data of the updated data records that are mapped into the indexing framework
may likewise be discarded (further reducing the memory space required for the
entity-resolution process).

Figs.7, 8A, 8B and 8C relate to example methods in which the attribute
data of the updated data records mapped into the indexing framework is
discarded but statistics are maintained regarding where in the reduced-
dimension space updated data records have been mapped. In some examples,

as described further below, the statistical data relating to a given updated data
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record may be discarded in certain example implementations that take a
streaming approach.

Figs.7, 8A, 8B and 8C will be described in conjunction with references to
Figs.12F to Fig.12l. In Figs.12F to 12| dots such as that labelled T(UDR)
represent positions in the reduced-dimension space {dim,,dim,} corresponding
to updated data records after they have been transformed into the indexing
space using the selected dimensionality-reduction method.

Fig.7 relates to an example method that detects and responds to a
situation in which a significant number of the updated data records being
mapped onto the indexing framework have transformed locations that are
outside the outermost of the regions that have been defined for the indexing
framework. A simplified example of such a situation is illustrated in Fig.12G,
considering the group of dots at the extreme right-hand side.

What constitutes a “significant” number of updated data records mapped
to locations ‘falling outside the outermost regions defined for the indexing
framework tends to depénd on the use case. Whether or not it is significant that
a given number of data records fall outside the outermost of the regions defined
for the indexing region may depend on the probability that this number could
arise in the case of an indexing framework whose regions accurately represent
the categories present in the data set. Various techniques (including power
analysis, sample size estimation, advanced techniques for confidence interval
estimation, and so on) may be used to detect the situation where a particular
detected number of updated data records mapped to locations falling outside
the outermost regions defined for the indexing framework is “significant” in a
given context/use case.

In cases in which a significant number of the mapped updated data
records fall outside the indexing framework that may be a sign that the targeted
data-set is evolving (In a case where the update data represents newer data
than the original group of data records) or that the data records in the original
group were not fully representative of the whole targeted data set (in other
cases). It may be desired to provide for a recalculation of the indexing

framework in such circumstances, because it may be possible that the entity-
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resolution process would produce results of improved accuracy using a
recalculated indexing framework that is determined taking into account the
updated data which (upon being transformed) fell outside the previous indexing
framework.

The recalculation of the indexing framework may comprise performing
afresh all the operations represented in Fig.1 using a different group of data
records. This different group of data records may comprise all the data records
processed to date (i.e. the original group used to generate the previous indexing
framework as well as all updated data records input since that framework was
generated), just updated data records input since the previous indexing
framework was generated (all of the input updated data records or a sub-set), or
a selection from the original group and the updated data records. Including
updated data records in the group used to recalculate the indexing framework
may mean that the freshly calculated indexing framework takes into account
evolution in the data set. ‘

Because the decision to recalculate the indexing framework may be
taken in circumstances where the data set is evolving, it may be appropriate, as
part of the recalculation process, to reassess which attributes should contribute
to the definitions of the dimensions of the reduced-dimension space (because a
different choice from before may produce an indexing space that better fits the
properties of the data set in its current state of evolution). However, in view of
the time and computational resources that are necessary to make the
assessment, it may be decided to keep the existing choice of dimensions for the
reduced-dimension space, and to recalculate regions within that space.

A consideration weighing against frequent reindexing is the time and
computational resources it takes to recalculate the indexing framework.
However, in order to be able compute a new indexing framework taking into
account the updated data records that fell outside the preceding indexing
framework, it is necessary to store data of the relevant “outlier” data records
(and perhaps data of other updated data records obtained at a similar time) until
the reindexing operation takes place. So, a long wait before performing

reindexing might entail a need to store a relatively large quantity of data.
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According to the example method of Fig.7, the indexing framework is
recalculated (using processes as in Fig.1) responsive to a determination being
made that the quantity of updated data records mapped to locations outside the
set of indexing regions exceeds a threshold.

The reference B’ in Fig.7 indicates that the example method of Fig.7 may
follow on from step S105 in Fig.1 (in place of the example method illustrated in
Fig.2). Indeed, the first processes S701 and S702 of the Fig.7 method — to
obtain update data and transform updated data records into the reduced-
dimension space,- may be implemented in the same way as the first processes
S201 and S202 in the Fig.2 method.

However, according to the example method of Fig.7 statistics are
gathered regarding the number of updated data records being mapped to
locations outside the outermost of the regions in the indexing framework. A
simple approach for gathering the relevant statistic is simply to maintain a
running total of the number of updated data records that are mapped to such
locations. However, other approaches may be used.

For instance, the count may be restarted from zero after a certain period
of time, or after a certain number of updated data records has been processed.
These are examples of counting within a so-called “tumbling window”: the first
case corresponds to a window defined in terms of a certain time period and the
second case corresponds to a window defined in terms of a certain number of
data records. As another example, the count may be made in a sliding window
(defined in terms of a time period or in terms of a number of data records).

Different approaches may be used to determine how a time-based
window may be set. The time window may relate to the time when the relevant
update data is transformed into the reduced-dimension space, the time when
the relevant update data was obtained, a time stamp associated with the update
data, etc. The duration of the window may take into account the memory
resources that are available. The approach used to set a time-based window
may depend on the use case/application.

According to the example method of Fig.7, a check is made as to

whether the evaluated quantity of updated data records mapped to locations
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outside the set of indexing regions exceeds a threshold (S703). If the threshold
is exceeded then the indexing regions are recalculated but if the threshold is not
exceeded indexing continues (S704) based on the existing indexing framework.
The threshold level may be set sufficiently high to avoid frequent reindexing
operations (in view of the time these require) but sufficiently low to avoid an
undue delay between onset of change in the updating data set and adaptation
of the indexing schema. In certain implementations the level of the threshold
may be configurable by the user. For the purposes of illustration, consideration
may be given to a use case which seeks to perform “de-duplication” in a
database of patients in a national healthcare system (e.g. in the UK’s National
Health Service, or “NHS"), to reduce the number of duplicate or near-duplicate
entries relating to the same patient. In a use case of this type it may be decided
to set the threshold level that triggers recalculation of the indexing framework to
a low level, e.g. 1% of the data records considered in the reduced-dimension
space at the time when the threshold is applied (e.g. ignoring data records
outside a current processing window).

The example method of Fig.7 may be adapted and varied in various
ways. For instance, in certain implementations it may be desired to trigger a
reindexing operation as soon as a single outlier is detected (i.e. a single -
updated data record that is mapped to a location outside the indexing regions).
As another example, in some cases it may be preferred not to trigger a
reindexing operation in response to detection of an outlier and, instead, the
outlier may be mapped to the adjacent extreme (maximum or minimum)
dimension value that corresponds to an indexing region. Just in case the
“outlier” is not truly an outlier but instead is an example of a change in the data,
details of the “outlier” may be kept in a buffer for processing in a future
reindexing operation (to take place responsive to detection of a number of other
“outliers”).

In certain example implementations, for instance in some example
methods where the input update data is obtained from a window manager that
buffers a stream of input data items, it may be desired to postpone a reindexing

operation if the window manager still holds update data waiting to be supplied
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(the reindexing operation may be performed when the window manager’s buffer
next becomes empty).

Fig.8A relates to an example method that detects and responds to a
situation in which a significant number of the updated data records being
mapped onto the indexing framework are proximate a particular inter-region
boundary (between a pair of adjacent regions). A simplified example of such a
situation is illustrated in Fig.12F, considering the group of dots straddling the
boundary between region Hy and region Ha.

What constitutes “a significant number” of updated data records mapped
to locations that are proximate a particular inter-region boundary tends to
depend on the use case. Various techniques (including power analysis, sample
size estimation, advanced techniques for confidence interval estimation, and so
on) may be used to detect the situation where a particular detected number of
updated data records mapped to locations that are proximate a particular inter-
region boundary is “significant” in a given context/use case.

In a case in which a significant number of the mapped updated data
records are close to a particular inter-region boundary this may be a sign that
the adjacent regions at either side of this boundary actually relate to the same
entity. In such circumstances it might be considered desirable to remove the
boundary between the adjacent regions and assign a single index to the
combined regions. A somewhat different approach is taken in the example
method of Fig.8A.

The reference B” in Fig.8A indicates that the example method of Fig.8A
may follow on from step S105 in Fig.1 (in place of the example method
illustrated in Fig.2). The first processes S801 and S802 of the Fig.8A method —
to obtain update data and transform updated data records into the reduced-
dimension space,- may be implemented in the same way as the first processes
S201 and S202 in the Fig.2 method.

However, according to the example method of Fig.8A method statistics
are gathered, for each of the indexing regions, regarding the number of updated
data records being mapped to locations proximate the boundaries of this region

with each of its nearest neighbours.
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A simple approach for gathering the relevant statistics is simply to
maintain, for each indexing region, running totals of the numbers of updated
data records mapped to the different peripheral portions of this region that are
adjacent to each nearest neighbour region. However, other approaches may be
used. For instance, the statistics may be evaluated in respect of updated data
records in a given sliding or tumbling window (defined in terms of time or in
terms of a number of data records), as for the example method of Fig.7.

A finding that a large number of updated data records has been mapped
to a specific peripheral portion of an indexing region adjacent to a specific other
region may give a misleading impression unless some account is taken of the
number of updated data records that have been mapped to other parts of the
same region (e.g. to other peripheral portions, to the central portion).
Accordingly, in certain implementations of the example method of Fig.8A, an
additional evaluation is made of the number of updated data records mapped to
the central portion of each region. (This could be an explicit count of the
numbers mapped to the central region, a computed value determined by
comparing the total number of records mapped to this region and the numbers
of records mapped to the peripheral portions, and/or other type of evaluation).

According to the example method of Fig.8A, an evaluation is made of the
quantities (number or proportion) of transformed updated data records that are
proximate an inter-region boundary (S803). This evaluation may consider each
region separately or it may consider points located in the regions on both sides
of a given boundary. If it is determined (S804) that a specified quantity of
transformed updated data records are proximate a given inter-region boundary
then, according to the example method of Fig.8A, a “virtual merge” (S805) may
be performed between the adjacent regions on either side of the boundary in
question (see below). The specified quantity may be expressed in terms of a
threshold number or proportion, and the facility may be provided for a user to
configure the threshold. If the result of the determination S804 is negative then
the indexing continues (S806) based on the existing indexing framework without

a virtual merge.
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An actual merge between two adjacent regions Rv and Rw would
comprise redefining the region boundaries and replacing the two adjacent
regions by a single new larger region Rz that is the union of the two previous
adjacent regions (Rz = Rv U Rw). After an actual merge updated data records
whose transformed data lies anywhere within the new region Rz would be
classified as relating to the same subject. Statistics gathered in relation to the
location of transformed data within regions would be evaluated for the new
larger region Rz as a whole.

In contrast, in the present example a “virtual merge” between two
adjacent regions R'v and R'w does not actually replace the two adjacent regions
with one new merged region. To the contrary, statistics gathered in relation to
the location of transformed data within regions is still evaluated individually for
the adjacent regions R'v and R'w that are the object of the virtual merge.
However, updated data records whose transformed data falls into either of the
two regions R'v and R'w is assigned to the same entity.

Thus, according to the example method of Fig.8A, a virtual merge
between a pair of adjacent indexing regions does not remove the boundary
between the adjacent regions. To the contrary, the two adjacent regions are still
maintained as individual units, and for updated data records that are mapped
into the indexing space an account is taken of which of the adjacent regions
contains each item of mapped data (for example, the counts of data records
mapped into central and peripheral portions of regions is still maintained
individually for the two adjacent regions). However, while the adjacent regions
are subject to the virtual merge, updated data records classified in the two
different regions are considered to correspond to the same entity (and are
reported as such in response to membership queries).

Fig.8B relates to an example method that detects and responds to a
situation in which a significant number or proportion of the updated data records
being mapped into a particular indexing region are spread around the periphery
of the region (rather than having a concentration near one particular nearest-
neighbour as was the case for Fig.8A). A simplified example of such a situation

is illustrated in Fig.12H, considering the distribution of dots around the edges of
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the region Hs;. This kind of distribution tends to suggest that the region in
question does not itself correspond to a distinctive entity but, on the contrary,
the updated data records that have been mapped into this region actually relate
to entities that correspond to the surrounding regions.

What constitutes a “significant” number or proportion of the updated data
records being spread around the periphery of a particular indexing region tends
to depend on the use case. Various techniques (including power analysis,
sample size estimation, advanced techniques for confidence interval estimation,
and so on) may be used to detect the situation where a particular detected
number/proportion of updated data records spread around the periphery of a
particular indexing region is “significant” in a given context/use case.

The reference B’ in Fig.8B indicates that the example method of Fig.8B
may follow on from step S105 in Fig.1 (in place of the example method
illustrated in Fig.2). The first processes S811 and S812 of the Fig.8B method -to
obtain update data and transform updated data records into the reduced-
dimension space - may be implemented in the same way as the first processes
S801 and S802 in the Fig.8A method.

According to the example method of Fig.8B method, statistics are
gathered, for each of the indexing regions, regarding the number of updated
data records being mapped to locations proximate the boundaries of this region
with each of its nearest neighbours and the number being mapped to the central
portion of the region (S813).

Once again, the relevant statistics may be maintained by keeping running
totals of the relevant parameters for each indexing region, or by other methods
(e.g. evaluating the statistics in respect of updated data records in a given
sliding or tumbling window defined in terms of time or in terms of a number of
data records).

According to the example method of Fig.8B, an evaluation is made of
whether or not the number of transformed updated data records that are
proximate the boundaries of the region exceeds, by a certain amount k, the
number proximate the center (S814). If the result of the S814 determination is

positive then, according to the example method of Fig.8B, the peripheral
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portions of the affected region are reassigned to the relevant nearest neighbour
regions. This reassignment changes the boundaries of the regions and
redistributes updated data records that had previously been mapped into the
affected region to the relevant nearest one of the neighbours of the affected
region. On the other hand, if the result of the determination S814 is negative
then the indexing continues (S816) based on the existing indexing framework
without reassignment of the peripheral portions of the relevant region.

Fig.8C relates to an example method that detects and responds to a
situation in which a significant number or proportion of the updated data records
being mapped into a particular indexing region are grouped within a sub-space
of that region, which may be an indication that the region in question actually
corresponds to more than one entity and the grouped records may represent
one of the plural entities A simplified example of such a situation is illustrated in
Fig.12l, considering the group of dots labelled Sub in region Hs. Once again,
what constitutes a “significant” number or proportion tends to depend on the use
case and various techniques (including power analysis, sample size estimation,
advanced techniques for confidence interval estimation, and so on) may be
used to detect the situation where a particular detected number/proportion of
updated data records grouped within a particular volume of a particular indexing
region is “significant” in a given context/use case.

The reference B* in Fig.8C indicates that the example method of Fig.8C
may follow on from step S105 in Fig.1 (in place of the example method
illustrated in Fig.2). The first processes S821 and S822 of the Fig.8C method -
to obtain update data and transform updated data records into the reduced-
dimension space - may be implemented in the same way as the first processes
S801 and S802 in the Fig.8A and Fig.8B methods.

According to the example method of Fig.8C, statistics are gathered, for
each of the indexing regions, regarding the distribution of transformed data
within this region (S823). Once again, the relevant statistics may be maintained
by accumulating data continuously for each region, or by other methods (e.g.

evaluating the statistics in respect of updated data records in a given sliding or
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tumbling window defined in terms of time or in terms of a number of data
records).

According to the example method of Fig.8C, the distribution of
transformed updated data records within each region is examined to detect the
case where a specified quantity of transformed data records are grouped in a
sub-cluster (e.g. fall within a volume of a particular size); this may detect the
case where the clustering of records within a sub-space of the region is
significant (S824). If the result of the S824 determination is positive then,
according to the example method of Fig.8C, the relevant sub-space is, from now
on, associated with a new entity different from the entity represented by the
remainder of the region. On the other hand, if the result of the determination
S824 is negative then the indexing continues (S826) based on the existing
indexing framework.

Entity-resolution methods according to the present disclosure may
incorporate the example methods of Figs.2, 7, 8A, 8B and 8C individually, all
together or in different sub-combinations. It will be noted that the example
methods of Figs.7, 8A, 8B and 8C. may all be implemented in a system that
counts the numbers of transformed updated data records located at specified
locations in the reduced-dimension (indexing) space.

In an entity-resolution method that incorporates the example methods of
Fig.8A and Fig.8B the situation may arise that at a given time the statistics for a
given region satisfy a condition that would trigger a virtual merge with an
adjacent region at the same time as satisfying a condition that would lead to
reassignment of portions of the given region to its neighbours. Rules may be
specified to govern what happen in such a situation. For example, a rule may
specify that, in such a situation, the virtual merge will be performed in
preference to reassignment of region portions.

Fig.9 illustrates a non-transitory machine-readable storage medium 10
according to an example of the present disclosure. The example non-transitory
machine-readable storage medium stores machine-readable instructions 20 that
may be executed by a processor 50. The arrow Q in Fig.9 represents supply

(e.g. in a read operation) of the machine-readable instructions to the processor
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50 for execution. The machine-readable instructions 20 may be such as to
cause the processor to implement any one (or more) of the example methods of
the present disclosure.

The non-transitory machine-readable storage medium 10 of Fig.9 may
represent any memory accessible to processor 50 that can be used to store and
retrieve data. The non-transitory machine-readable storage medium 10 may
comprise random access memory (RAM), read-only memory (ROM), electrically-
erasable programmable read-only memory (EEPROM), cache memory, floppy
disks, hard disks, optical disks, tapes, solid state drives, flash drives, portable
compact disks, and/or other storage media for storing computer-executable
instructions and/or data. In some examples, the processor 50 may access non-
transitory machine-readable storage medium 10 locally or remotely via a network.

In some examples, the non-transitory machine-readable storage medium
10 may be any electronic, magnetic, optical, or other physical storage device that
contains or stores executable instructions. In some implementations, the non-
transitory machine-readable storage medium 10 may be a non-transitory storage
medium, where the term “non-transitory” does not encompass transitory -
propagating signals. The non-transitory machine-readable storage medium 10
may be implemented in a single device or distributed across devices. Likewise,
processor 50 may represent any number of processors capable of executing
instructions stored by the machine-readable storage medium. The processor 50
may be integrated in a single device or distributed across devices. Further, the
machine-readable storage medium 10 may be fully or partially integrated in the
same device as the processor 50, or it may be separate but accessible to that
device and the processor 50.

In one example, the machine-readable storage medium 10 may comprise
instructions that may be part of an installation package that when installed can be
executed by processor 50 fo implement the functionality described herein. For
example, the machine-readable storage medium may be a portable medium such
as a floppy disk, CD, DVD, or flash drive or a memory maintained by a server from
which the installation package can be downloaded and installed. In another

example, the program instructions may be part of an application or applications
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already installed. Here, the machine-readable storage medium may include a
hard disk, optical disk, tapes, solid state drives, RAM, ROM, EEPROM, or the like.

The processor 50 may be at least one central processing unit (CPU),
microprocessor, and/or other hardware device suitable for retrieval and execution
of instructions stored in the machine-readable storage medium. The processor 50
may fetch, decode, and execute program instructions. As an alternative or in
addition to retrieving and executing instructions, the processor 50 may include at
least one electronic circuit comprising a number of electronic components for
performing the functionality of at least one of instructions.

Fig.10 illustrates an automated entity-resolution system 100 that may
implement example entity-resolution methods according to the present
disclosure. The automated entity-resolution system 100 includes a classifier
module 130 to identify the correspondence between different entities and data
records of a data set. The classifier module 130 stores definitions 150 of the
respective indexing regions. These definitions may be in the form of explicit
data that is stored or may be provided in another manner. For example, the
region definitions 150 may be inherent in a set of classifiers which implement a
classification of points within the indexing space into said regions.

The automated entity-resolution system 100 further includes an updating
module 110, and a data-transformation module 120. The updating module 110
supplies update data to add, modify or delete data records of the data-set. The
data-transformation module transforms updated data records into the indexing
space by application of the selected dimensionality-reduction method to plural
attributes of the updated data records.

The updating module 110 may take different forms depending on the
application. For example, in a case where entity-resolution is being performed
on a streaming data set such as a Twitter feed®, the updating module 110 may
be a buffering module that controls the inputting of tweets from a data source
(not shown) to the automated entity-resolution system 100. As another
example, in a case where entity-resolution is being performed on the fly during
inputting of data to a database, the updating module 110 may comprise a user

interface being operated to interact with the database (not shown).
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In the automated entity-resolution system 100 according to the example
of Fig.10 the classifier module 130 comprises a region-identification module 132
for determining the respective locations of the transformed updated data records
in the multidimensional indexing space, and for determining which of the
indexing regions contain(s) the respective locations. The classifier module 130
also comprises an entity identification module 134 for determining the
correspondence between entities and updated data records based on: the
region which contains the location of the transformed updated data record, and
on an assignment of entities to the regions in the multidimensional space.

The classifier module 130 may further comprise a counting module 136
for evaluating the numbers of transformed updated data records that are located
proximate the center and proximate the boundaries of the different indexing
regions, and the entity identification module 134 may be responsive to the
evaluation made by the counting module 136 to change the assignment of
entities to said regions in the multidimensional space responsive to certain
specified criteria being satisfied (e.g. as in the methods of Figs.8A and 8B).
Furthermore, the region identification module 132 may be responsive to the
evaluation made by the counting module 136 to recalculate the indexing
framework including the region definitions 150 (e.g. as in the example method of
Fig.7 described above).

The counting module 136 may be arranged to exclude old data records
from its evaluations, e.g. taking into account only the transformed updated data
records in a sliding or tumbling window (defined in terms of time or a number of
data records).

In some implementations, the classifier module 130 of the automated
entity-resolution system 100 may itself generate the indexing framework (e.g.
determine the dimensionality-reduction method, identify the indexing regions) for
example according to the method of Fig.1. In other implementations the
classifier module 130 may be provided with the region definitions by an external
unit (not shown) and may invoke the external unit to recalculate the indexing

framework when required.
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According to various implementations, the automated entity-resolution
system 100 of Fig.10 and the various components described herein may be
implemented in hardware and/or a combination of hardware and programming that
configures hardware. The term “module”, as used herein, refers to a combination
of hardware and programming that performs a designated function. The hardware
of each module, for example, may include one or both of a processor (e.g.,
processor 50) and a machine-readable storage medium (e.g. medium 10), while
the programming is instructions or code stored on the machine-readable storage
medium and executable by the processor to perform the designated function.
Furthermore, in FIG. 10 and other Figures described herein, different numbers of
components, modules, or units than depicted may be used.

Fig.11 is a flow diagram which illustrates another example automated
entity-resolution method according to the present disclosure. In the example
method of Fig.11, update data of a dynamically-updating data set is obtained
and the update data defines at least one change that may be: addition of a new
data record to the data-set, modification of a data record in the data-set, or
deletion of a data record from the data-set. Updated data records of the data-
set (i.e. the data records affected by the update) are mapped into different
regions of a multi-dimensional space based on the attributes of the updated
data records (S901). Correspondences are identified between updated data
records and entities based on the regions in the multidimensional space that
contain the mapped updated data records. For each of the regions, an
evaluation is made of the number of updated data records mapped into said
region but proximate a boundary with an adjacent région (S902). Responsive to
the evaluation indicating that a specified quantity of mapped data records are
proximate the boundary between a pair of adjacent regions, a virtual merge
(S904) is performed of the relevant pair of regions so that updated data records
mapped into either of the pair of regions is classified as corresponding to the
same entity but the boundaries of the adjacent regions are unchanged and
separate statistics are still maintained on the quantity of updated data records
mapped into each of the adjacent regions. On the other hand, in cases in which

the evaluation does not indicate that a specified quantity of mapped data
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records are proximate the boundary between a pair of adjacent regions, the
method continues to identify correspondences between updated data records
and entities (S905).

An example in which an entity-resolution method according to the present
disclosure is applied to an example use case will now be described. This
example application relates to de-duplication performed in the “service user”
(e.g. patient) database of the UK's National Health Service (NHS), and
assurance of data integrity.

Various reasons may make it difficult to match up data records in the
NHS patient database with specific patients, and this can increase the risk of
duplicate entries being created and the risk of data being entered in respect of
the wrong patient. For example, in patient names the relationship between the
position of a word within the name and the status of that word as a forename or
surname can be different, bearing in mind that different cultures have different
practices in this regard.

NHS staff members who enter information in the patient database have
instructions that are intended to prevent duplicate data records from being
created in the database. For example, in a case where a staff member intends
to register a “new” patient in the database the staff member is expected to
check a patient index of the database to see whether or not a data record
already exists for someone having the name as the “new” patient, or a similar
name, or a name in which the same forename and surname have been
reversed. Nevertheless it happens that duplicate data records become created,
and the database also contains duplicates as a result of the acquisition of
legacy data. (The expression “duplicate” is used here to denote data records
which, whether or not they are identical, relate to the same patient. The
“duplicate” records may exist because of spelling mistakes in the contents of
one or some fields of the data records and these mistakes may render the
“duplicate” data records non-identical.)

In order to seek and eradicate duplicate data records in the patient
database the NHS needs to stop its systems (e.g. go offline) for a few hours

during several nights. Typically, duplicate data records are identified by
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generating reports of data records which have the same data in certain selected
fields (e.g. NHS number, date of birth, last name, first name, address, etc.).
Eradication of duplicates can take different forms, e.g. deletion of one data
record, inactivation of a data record, merging of data records, and so on. This
process for finding and eradicating duplicate data records is slow and labour
intensive.

Example entity-resolution methods according to the present disclosure
may be applied to enable de-duplication in an NHS patient database and one
example implementation will now be described.

In the example implementation a classifier that makes use of an indexing
space of reduced dimensions may be set up according to the process of Fig.1,
using a group of data records from the patient database. Measures that may
enhance data integrity and may prevent data-record duplication, based on use
of the classifier and its indexing space, may be implemented in an ongoing
fashion as NHS staff members use the patient database (see below).

In this example implementation, during classifier set-up according to the
method of Fig.1, the clusters of data records may be determined using
weighted-string similarity. For example, for each data record in the group a
weighted string may be formed using the values of N attributes. Then the
weighted strings may be clustered (in a space having a number N of dimensions
that corresponds to the number of attributes represented in the weighted
strings). The clustefing may be performed for example by calculation of Jaccard
index values (also known as Jaccard similarity coefficients), for instance based
on the attributes “name”, “address”, “age”, “NHS patient humber” and “doctor”,
i.e. N=5. In this application each cluster is expected to correspond to a different
patient.

In this example implementation, it may be decided, for example by
explicit choice made by the system designer, or automatically (e.g. via a
machine learning process), that principal components analysis (PCA) is to be
used as the dimensionality-reduction technique. Application of PCA may
determine that the attributes “name”, “address” and “age” are the most relevant

attributes for defining a reduced-dimension space in which the different clusters
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are well-separated from one another, in which case the reduced-dimension
space has a number of dimensions D that equals 3.

In this example implementation, when an NHS staff member inputs data
in a patient database system equipped to implement the entity-resolution
method according to the present example, the input data may be treated as an
updated data record. The system may transform the input patient data (i.e. the
updated data record) into the reduced-dimension space (taking into account
only the patient's name, address and age) and compare the location of the
transformed data with the cluster centroid positions in the reduced-space.

If the location of the transformed data for the updated data record is close
to a cluster centroid in the reduced-dimension space then it is likely that the
NHS staff member is inputting data relating to an existing patient already
registered in the patient database. Thus measures may be taken to prevent the
NHS staff member from creating a duplicate data record for this patient (e.g. an
appropriate informational message may be displayed on a display screen to the
NHS staff member, a processor running database manager software may
prevent creation of a new data record automatically, etc.). In a similar way,
measures may be taken {o ensure that the data that the NHS staff member is
inputting becomes recorded in the database in respect of the correct patient.

If the location of the transformed updated data record in the reduced-
dimension space is not close to the centroid of a cluster then this may indicate
an undesired lack of certainty regarding the identity of the patient. (In view of
the fact that there should be a relationship between specific patients and their
data records, in the present example implementation it may be undesirable for
transformed data to lie near the boundary between two regions). In such a case
a notification may be given to the NHS staff member to prompt the staff member
to obtain extra information to resolve the uncertainty regarding patient identity.
For example, a message could be displayed to the staff member, on a display
screen, saying “Did you mean X, Y or Z patients instead?”. The prompt may
lead the staff member to realise that a typographical error has been made or
that another factor causing ambiguity may be present (e.g. use of a foreign

naming schema) and may input corrected data on the spot. However, it is also
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possible that the relevant updated data record relates to a new patient having,
for example, the same name as an existing patient. In such a case the staff
member may be offered the possibility of defining within an existing indexing
region, a new sub-cluster corresponding to the new patient, The “adaptivity” of
the system makes it possible to create a subcluster within the relevant
hyperspace “cell” and remember that part of the hypergrid is subdivided. In this
case merge and reassignment may also be manually supervised by the staff
member, with the system only suggesting possible options.

The above-described streaming approach may eliminate NHS downtime
and may make staff members creating a new record aware that they are
actually making a mistake or that the patient could already be in the system.
Detection of likely error at the time of data input, when the patient may still be
present, may be beneficial because the patient can be asked for information to
solve ambiguity or avoid mistakes.

Although the present document describes various implementations of
example methods, systems and computer-readable media for performing
automated entity-resolution, it will be understood that the present disclosure is
not limited by reference to the details of the specific implementations and
variations and adaptations may be made within the scope of the appended
claims.

For example, features of the various example methods may be combined
with one another in substantially any combinations and sub-combinations.

The above description refers to examples in which the input data records
are analysed to determine whether or not they relate to a common subject.
There may be contexts in which data records have more than one type of
subject. For example: on Twitter®, tweets might mention a person and an event
and in a given application it might be desired to be able to identify tweets that
relate to the same person as well as being able to identify tweets that relate to
the same event. Example methods, non-transitory computer-readable media
and systems according to the present disclosure may be applied in contexts
where the data records being processed have more than one type of subject. In

such contexts, one approach may involve applying a separate entity resolution
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process to analyse data records with reference to each type of subject. For
instance, a first entity-resolution process may analyse tweets by reference to the
people they mention and a second entity resolution process may analyse tweets
by reference to places they mention, and so on. |

An example application of entity resolution methods according to
examples of the present disclosure has been described above in the context of
performing “deduplication” in a database. However, the methods may be sued
in numerous other applications.

Entity resolution methods according to examples of the present
disclosure may be applied, for example, to facilitate merging of two, three or
more than three data sets from different sources that may be organized
according to different schema (e.g. to facilitate merging of databases that may
not have all the same fields). In response to an example entity-resolution
method assigning data records from different data sources to a portion of the
reduced-dimension space that is associated with a single entity, the data of the
two different data records may be merged based on an assumption that all the
information in the two data records relates to the same entity.

Entity resolution methods according to examples of the present
disclosure may be applied, for example, to enable identification of subjects that
are trending in messages, tweets, online discussions and so on. In response to
an example entity-resolution method assigning different data records to various
regions defined in the reduced-dimension space, the relative numbers of data
records assigned to particular regions (and, hence, relating to different particular
subjects), may be evaluated. |



10

15

20

25

30

WO 2016/184498 PCT/EP2015/060913
40

CLAIMS

1. A non-transitory computer-readable medium with machine-readable
instructions stored thereon that, when executed by a processor:

obtain a group of data records of a data-set;

assess similarity between data records in the group, based on a humber
N of plural attributes of said data records;

identify clusters of similar data records in the group based on the
assessed similarity;

determine, in a multidimensional space having a number D of dimensions
less than the number N, respective regions corresponding to different clusters
determined by the identifying, wherein a selected dimensionality-reduction
method transforms data records into said multidimensional space; and

set up a classifier to identify correspondences between entities and
updated data records compared to said group, based on the regions in said
multidimensional space that contain said updated data records after
transformation thereof according to the selected dimensionality-reduction

method.

2 The non-transitory computer-readable medium according to claim 1
wherein, in the similarity evaluation, similar data records are identified using an
unsupervised similarity-evaluation method and, in the cluster identification,

clusters are identified using an unsupervised cluster-identification method.

3. The non-transitory computer-readable medium according to claim 2,
wherein the processing to determine said regions in the multidimensional space
comprises:

transforming centroids of respective clusters into the multidimensional
space using the selected dimensionality-reduction method, and

computing a set of boundaries for said regions so the transformed

centroids are in different regions.
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4. The non-transitory computer-readable medium according to claim 3,
wherein the processing to determine said regions in the multidimensional space
comprises:

for each cluster centroid, using a selected method to determine an
associated range in the multidimensional space, based on the spread of data
records in the corresponding cluster,

wherein the computing of the boundaries of the regions is constrained by
a first condition, and the first condition requires each cluster centroid and its

associated range to be in the same region.

5. The non-transitory computer-readable medium according to claim 4,
wherein the computing of the associated range for each cluster centroid
comprises:

taking a sample of the data records in the cluster,

transforming the data records of the sample into the multidimensional
space using said selected dimensionality-reduction method, and

selecting, as the associated range for a transformed centroid in the
multidimensional space, a distance that extends from the transformed centroid
to the position of the furthest transformed data record of the sample of the

corresponding cluster.

6. The non-transitory computer-readable medium according to claim 3,
wherein the processing to determine said regions in the multidimensional space
comprises:

using plural different dimensionality-reduction methods to transform the
centroids of respective clusters into the multidimensional space,

for each dimensionality-reduction method, computing a respective set of
boundaries for said regions so the transformed centroids are in different regions,

for each dimensionality-reduction method, evaluating the separation
between the regions according to the boundaries computed for the respective

dimensionality-reduction method, and
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selecting the dimensionality-reduction method that is evaluated as
providing the greatest separation between regions to be said selected

dimensionality-reduction method.

7. The non-transitory computer-readable medium according to claim 4,
wherein the processing to determine said regions in the multidimensional space
comprises:

selecting plural different combinations of a dimensionality-reduction
method to transform centroids into the multidimensional space and an
associated-range-determination method to determine a set of values of the
associated ranges of the cluster centroids in the multidimensional space,

for each combination of associated-range-determination method and
dimensionality-reduction method, computing a respective set of boundaries for
said regions,

evaluating the separation between regions according to the computed set
of boundaries for each combination of dimensionality-reduction  method
associated-range-determination method, and

selecting, to be said selected dimensionality-reduction method and said
selected method for determining associated ranges, the combination of
dimensionality-reduction method and associated-range-determination method
that is evaluated as providing the best separation between said regions in the

multidimensional space.

8. The non-transitory computer-readable medium according to claim 2, and
further comprising instructions to:

determine occurrence of cases where transformed data of updated data
records is outside all said regions in the multidimensional space, and

in a case in which the quantity of transformed data of the updated data
records determined to be outside all said regions in the multidimensional space
exceeds a threshold amount, re-run the similarity-evaluation, cluster

identification and region identification using a modified group of data records
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including updated data records whose transformed data was determined, before

the rerun, to be outside all said regions in the multidimensional space.

9. The non-transitory computer-readable medium according to claim 2, and
further comprising instructions to:

evaluate, for each region, the quantity of data records whose transformed
data is determined to be within the region but proximate a boundary with an
adjacent region; and

in a case in which the evaluation indicates that the transformed data of a
specified quantity of data records are proximate the boundary between a pair of
adjacent regions, perform a virtual merge of said pair of regions so that data
records whose transformed data is determined to be in either of the pair of
regions ié classified as corresponding to the same entity but the boundaries of
the adjacent regions are unchanged and separate counts are maintained of the
numbers of data records whose transformed data is in each of the adjacent

regions.

10. The non-transitory computer-readable medium according to claim 9,
wherein the data-set comprises streaming data and said evaluation takes into

account a windowed set of the most recent data records of the stream.

11.  The non-transitory computer-readable medium according to claim 2, and
further comprising instructions to:

evaluate, for each region, the number of data records whose transformed
data is determined to be proximate the boundaries of the region and the number
of data records whose transformed data is determined to be proximate the
center of the region; and

reassign portions of a given region to the regions adjacent to the given
region responsive to the evaluation indicating that, for the given region, the
number of data records whose transformed data is proximate the boundaries of
the region exceeds, by a threshold amount, the number of data records whose

transformed data is proximate the center of the region.
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12.  An automated entity-resolution system comprising:

a classifier module to identify the correspondence between different
entities and data records of a data set, said data records having plural
attributes, wherein the classifier module stores definitions of respective regions
in a multidimensional space;

an updating module to supply update data to add, modify or delete data
records of the data-set; and

a data-transformation module to transform updated data records into said
multidimensional space by application of a selected dimensionality-reduction
method to plural attributes of said updated data records;

wherein the classifier module comprises:

a region-identification module to determine the respective
locations of the transformed updated data records in said
multidimensional space, and to determine which of said regions
contain(s) the respective locations, and

an entity identification module to determine the correspondence
between entities and updated data records based on: the region which
contains the location of the transformed updated data record, and on an

assignment of entities to the regions in the multidimensional space.

13. The automated entity-resolution system according to claim 12, wherein
the classifier module further comprises a counting module to evaluate the
numbers of transformed updated data records that are located proximate the
center and proximate the boundaries of said different regions, and wherein the
entity identification module is responsive to the evaluation made by the counting
module to change the assignment of entities to said regions in the

multidimensional space in cases in which specified criteria are satisfied.

14. The automated entity-resolution system according to claim 12, wherein
old data records are left out of the evaluation made by the counting module
upon satisfaction of a condition selected in the group consisting of: the old data

records were updated before a current sliding time window, the old data records
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were updated before a current tumbling time window, the number of updated
data records taken into account in the evaluation made by the counting module
exceeds a specified number and the old data records are the oldest of the data
records taken into account, and the number of updated data records taken into
account in the evaluation made by the counting module for a given region
exceeds a number specified for the given region and the old data records are

the oldest data records taken into account for said given region.

15. A non-transitory computer-readable medium with machine-readable
instructions stored thereon that, when executed by a processor:

obtain update data of a dynamically-updating data set, the update data
defining at least one change selected in the group consisting of: addition of a
new data record to the data-set, modification of a data record in the data-set,
and deletion of a data record in the data-set;

map updated data records of the data-set into different regions of a multi-
dimensional space based on attributes of said updated data records,

identify correspondences between updated data records and entities
based on the regions in said multidimensional space that contain the mapped
updated data records,

evaluate, for each region, the number of updated data records mapped
into said region but proximate a boundary with an adjacent region, and

in a case in which the counting indicates that a specified quantity of
mapped data records are proximate the boundary between a pair of adjacent
regions, perform a virtual merge of said pair of regions so that updated data
records mapped into either of the pair of regions is classified as corresponding
to the same entity but the boundaries of the adjacent regions are unchanged
and separate statistics are still maintained on the quantity of updated data

records mapped into each of the adjacent regions.
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