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Apparatus for Processing Media Signal and

Method Thereof

TECHNICAL FIELD

The present invention relates to an apparatus for

processing a media signal and method thereof.

BACKGROUND ART

In the present invention, media signals include an
audio signal and a video signal. And, the audio signal is
explained as an example in the following description.

Currently} 2-channel signal 1is most frequently
generated and user. Yet, the use of multi-channel signals
gradually increases. In the /following description, an
audio signal including at least three channels 1is called a
multi-channel signal to be discriminated from the 2-channel
signal. In general, an encoder compresses a multi-channel
signal into a mono- or stereo-type downmix signal instead
of compressing channels of the multi-channel signal
individually. A downmixing unit of the encoder extracts
spatial information by downmixing multi-channels. The
encoder transfers the compressed downmix signal and the
spatial information to a decoder or stores them in a

storage medium. The spatial information 1is used 1in
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reconstructing an original multi-channel signal from the
compressed downmix signal. In case of using an encoder and
decoder for 2-channel signal compression and reconstruction,
the encoder generates a downmix signal and spatial
information from a 2-channel signal and then transfers a
pbitstream including them to the decoder. The decoder
upmixes the transferred bitstream to generate the original
2-channel signal. In case that the encoder and decoder are
used for compression and reconstruction of a multi-channel
signal, the encoder generates a downmix signal and spatial
information from the multi-channel signal and then
transfers a bitstream including the downmix signal and
spatial information to the decoder. The decoder then
upmixes the transferred bitstream to generate the original

multi-channel signal.

DISCLOSURE OF THE INVENTION

TECHNICAL OBJECTS )

Accordingly, the present invention is directed to an
apparatus for processing a media signal and method thereof
that substantially obviate one or more of the problemsjdue
to limitations and disadvantages of the related art.

An object of the present invention is to provide an

encoding method and apparatus, by which spatial information
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for audio signal reconstruction having an audio quality
close to an audio signal prior to downmixing can be
generated.

Another object of the present invention is to provide
an encoding method and apparatué, by which a bitstream
including both spatial information used in generating a 2-
channel signal and spatial information used in generating a
multi-channel signal can be provided and generated.

Another object of the present invention is to provide
a decoding method and apparatus, by which a 2-channel
signal or a multi-channel signal can be selectively

generated.

TECHNICAL SOLUTION

The present invention extracts a downmix signal from
a bitstream and also extracts at ieast one of first spatial
information and second spatiai information from the
bitstream. And, the present invention provides a method and
apparatus for generating specific multi-channels using the
extracted spatial information and the extracted downmix

signal.

ADVANTAGEOUS EFFECTS

The present invention can provide an encoding method
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and apparatus for generating spatial information to
reconstruct an audio signal having an audio quality close
to a former audio signal prior to downmixing.

The present invention can provide a bitstream
including both spatial information used in generating a 2-
channel signal and spatial information used in generating a
multi-channel signal. And, the present invention can
provide an encoding method and apparatus for generating the
bitstream.

And, the present invention can provide a decoding
method and apparatus capable of generating a 2-channel

signal or a multi-channel signal selectively.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a first encoding
apparatus -%ccording to one embodiment of the present
invention.

FIG. 2 1is a block diagram of a second encoding
apparatus according to another embodiment of the present
invention.

FIG. 3 1s a Dblock diagram of a third encoding
apparatus for generating spatial information using a

decoded downmix signal according to one embodiment of the

present invention.
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FIG. 4 1is a block diagram of a fourth encoding
apparatus for generating spatial information using a
decoded downmix signal according to another embodiment of
the present invention.

FIG. 5 is a diagram of a bitstream of an audio signal
according to one embodiment of the present invention.

FIG. 6 is a block diagram of a first decoding
apparatus according to one embodiment of the present
invention.

FIG. 7 1is a Dblock diagram of a second encoding
apparatus according to another embodiment of the present

invention.

BEST MODE FOR CARRYING OUT THE INVENTION

To achieve these and other advantages and in
accordance with the purpose of the present invention, as
embodied and broadly described, a method of processing a
media signal includes extracting a downmix signal from a
bitstream, extracting at least one of first spatial
information and second spatial information from the
bitstream, and generéting multi-channels using the
extracted spatial information and the downmix signal.

To further achieve these and other advantages and in

accordance with the purpose of the present invention, a
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method of pfocessing a media signal includes generating a
first downmix signal from multi-channels, generating a
second downmix signal from the first downmix signal,
generating first spatial information wusing the multi-
channels and the first downmix signal or the multi-channels
and the second downmix signal, generating second spatial
information using the first downmix signal and the second
downmix signal, and generating a bitstream including the
first spatial informatiocon and the second spatial
information.

To further achieve these and other advantages and in
accordance with the purpose of the present invention, a
method of processing a media signal includes generating a
first downmix signal from multi-channels, generating a
second downmix signal from the first downmix signal,
encoding the second downmix signal, decoding the encoded
second downmix signal, generating second spatial
information using the first downmix signal and the decoded
second downmix signal, and generating first spatial
information using the multi-channels and the decoded second
downmix signal.

To further achieve these and other advantages and in
accordance with the purpose of the present invention, a

method of processing a media signal includes generating a
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first downmix signal from multi-channels, generating a
second downmix signal from the first downmix signal,
encoding the second downmix signal, decoding the encoded
second downmix signal, generating second spatial
information using the first downmix signal and the decoded
second downmix signal, generating a modified first downmix
signal using the decoded second downmix signal and the
second spatial information, and generatiﬁg first spatial
information using the modified first downmix signal and the
multi-channels.

To further achieve these and other advantages and in
accordance with the purpose of the present invention, an
apparatus for processing a signal includes a downmix signal
extracting unit extracting a downmix signal from a
bitstream, an binformation extracting unit extracting at
least one of second spatial information fa} generating two
channels from the downmix signal andj first spatial
information for generating at least three channels from the
downmix signal from the bitstream, and a channel generating
unit generating either the two channels or the at least
three channels using the extracted information and the
downmix signal.

To further achieve these and other advantages and in

accordance with the purpose of the present invention, a
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pitstream structure includes first spatial information
extracted in the course of generating a first downmix
signal including at least two channels from multi-channels
and second spatial information extracted in the course of
generating a second downmix signal from the first downmix
signal.

To further achieve these and other advantages and in
accordance with the purpose of the present invention, a
storage medium including the bitstream structure.

To further achieve these and other advantages and in
accordance with the purpose of the present invention, a
signal processing apparatus includes a first downmixing
unit generating a first downmix signal from multi-channels,
a second downmixing unit generating a second downmix signal
from the first downmix signal, a first spatial information
generating unit gené}ating first spatial information using
the multi-channels énd the first downmix signal or the
multi-channels and the second downmix signal, a second
spatial information generating unit generating second
spatial information using the first downmix signal and the
second downmix signal, and a multiplexing unit generating a
bitstream including the first spatial information and the
second spatial information.

To further achieve these and other advantages and in
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accordance with the purpose of the present invention, a
signal processing apparatus includes a downmixing unit
generating a downmix signal from multi-channels, an
encoding unit encoding the downmix signal, a decoding unit
decoding the encoded downmix signal, and a spatial
information generating unit generating spatial information

using the multi-channels and the decoded downmix signal.

MODE FOR INVENTION

Reference will now be made in detail to the preferred
embodiments of the present invention, examples of which are
illustrated in the accompanying diawings. For facilitation
in understanding the present invention, an audio signal
encoding method and apparatus are explained prior to an
audio signal decoding method and apparatus. Yet, the
decoding method and apparatus according to the present
invention are not limited by an encoding method and
apparatus that will ©be explained in the following
description. And, the present invention is applied to a
coding scheme for generating two channels using spatial
information and a coding scheme for generating multi-
channels using spatial information as well as MP3 (MPEG *z—
layer III) and AAC (advanced audio coding) .

An encoding apparatus for compressing a 2-channel
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signal receives the 2-channel signal, downmixes  the
received signal into a moo signal, and extracts spatial
information indicating a relation with the 2-channel signal.
An encoding apparatus for compressing a multi-channel
signal downmixes the multi-channel signal into one or two
audio signals and extract information indicating a relation
with the multi-channel signal. An encoding apparatus 1is
cable to generates a 2-channel signal by downmixing a
multi-channel signal or (generates a mono signal by
downmixing the 2-channel signal again. In this case, the
encoding apparatus extracts spatial information from the
relation between the multi-channel signal and the 2-channel
signal in downmixing the multi-channel signal into the 2-
channel signal or extracts spatial information from the
relation between the 2-chanel signal and the mono signal.in
downmixing the 2-channel signal into the mono signal. An
encoding apparatus 1s able to separately transfer spatial
information for reconstructing 2-channel signal and spatial
information for reconstructing multi-channel signal to a
decoding apparatus. Alternatively, the encoding apparatus
generates a bitstream including spatial information for
reconstructing 2-channel signal and spatial information for
reconstructing multi-channel signal and then transfer the

bitstream to the decoding apparatus. In case that a signal

10
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the decoding apparatus is able to generate is either the 2~
channel signal or the multi-channel signal, the decoding
apparatus having received the Dbitstream including the
spatial information for reconstructing the 2-channel signal
and the spatial information for reconstructing the multi-
channel signal extracts the spatial information for
reconstruct the generatable channel signal from the
bitstream only and is then able to reconstruct the channel
signal using the extracted spatial information. In case
that the decoding apparatus is capable of reconstruct both
of the 2-channel signal and the multi-channel signal, the
decoding apparatus extracts spatial information required
for generating a channel signal selected by a user from the
bitstream only and is then able to generate the channel

signal selected by the user using the extracted spatial

information.

An encoding method and apparatus for generdting a
bitstream including spatial information for reconst}ucting
2-channel signal and spatial information for reconstructing
multi-channel signal are explained with reference to FIG. 1
and FIG. 2 as follows.

FIG. 1 is a block diagram of a first encoding
apparatus according to one embodiment of the present

invention.

11
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Referring to FIG. 1, a first encoding apparatus
includes a first downmixing unit 100, a second downmixing
unit 110, a downmix signal encoding unit 120, a first
spatial information generating unit 130, a second spatial
information generating unit 140, and a multiplexing unit
150.

The first downmixing wunit 100 receives a multi-
channel signal and then downmixes the received signal into
a first downmix signal having channels less than those of
the multi-channel signal. And, the second downmixing unit
110 downmixes the first downmix signal into a second
downmix signal having channels less than those of the first
downmix signal.

Each of the downmixing units 100 and 110 can use an
OTT (one-to-two) box or a TTT (two-to-three) box to
transform two channels into o%e channel or transform three
channels into two channels.j The OTT or TTT box 1is a
conceptional box included in an audio signal decoding
apparatus to be used in generating multi-channels using a
downmix signal and spatial  information. The OTT box
transforms one signal into two signals wusing spatial
information. The TTT box transforms two signals into three

signals using spatial information. In the following

description, the OTT or TTT box 1is <called a signal

12
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transforming unit. To correspond the OTT or TTT box used
for the audio signal decoding apparatus, an OTT or TTT box
is included in the downmixing unit 100 or 110 of the audio
signal encoding apparatus to be used in outputting one or
two down mix signals from inputted multi-channels.

The first/second downmix signal can be artificially
generated instead of being generated by the downmixing unit
100/110. Since the second downmix signal is a signal
including channels less than those of the first downmix
signal, in case that the second downmix signal is a mono
signal, the first downmix signal should include at least
two channels. In case that the first downmix signal is a 2-
channel signal, the multi-channel signal should include at
least three channels.

The downmix signal encoding unit 120 compresses the
second éownmix signal and then sends the compressed downmix
signal jto the multiplexing unit 150. The first spatial
information generating unit 130 generates first spatial
information using the multi-channel signal and the second
downmix-signal and then sends the first spatial information
to the multiplexing unit 150.

Spatial information is the information indicating a
relation with a channel in downmixing a channel signal. And,

the spatial information is used for a decoding apparatus to

13
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reconstruct an original channel signal from a downmix
signal. First spatial information generated from downmixing
a multi-channel signal includes CLD (channel level
differences), ICC (interchannel correlations), CPC (channel
prediction coefficients), or the like. The CLD indicates an
energy difference between audio signals. The ICC indicates
correlation or similarity between audio signals. And, the
CPC indicates a coefficient for predicting an audio signal
using another signal. The second spatial information
generating unit 140 generates second spatial information
using the first downmix signal and the second downmix
signal and then sends the second spatial information to the
multiplexing unit 150. In case that the first downmix
signal is a 2-channel signal, the second spatial
information can include I1ID (interchannel intensity
difference) indicating an energy difference between two
channels, IPD (interchannel phase difference) indicating a
phase difference between two channels, ICC (interchannel
correlation) indicating correlation between two channels,
and the like.

Spatial information is the information extracted in
the course of downmixing a channel signal according to a
predetermined tree structure. In this case, the

predetermined tree structure means the tree structure

14
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agreed between a decoding apparatus and an encoding
apparatus. Spatial information 1is able to include tree
structure information. In this case, the tree structure
information is the information for a type of a tree
structure. According to the type of the tree structure, the
number of multi-channels, a per channel downmix sequence,
and the like can be changed.

The multiplexing wunit 150 generates a Dbitstream
including the first spatial information and the second
spatial information and then transfers the generated
bitstream to the decoding apparatus together with or
separately from a downmix signal.

The encoding apparatus is able to transfer the second
downmix signal in a PCM signal format to the decoding
apparatus. In this case, the multiplexing unit 150
generates a bitstream including the first spatial
information and the second spatial information and then
transfers the generated bitstream to the decoding apparatus
together with or separately from a PCM signal. In case of
transferring both of the PCM signal and the spatial
information to the decoding apparatus, the multiplexing
unit 150 generates one bitstream by embedding the first
spatial information and the second spatial information in

the PCM signal and then transfers the generated bitstream

15
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to the decoding apparatus.

And, the encoding apparatus 1s able to insert an
identifier in the bitstream, In this case, the identifier
indicates whether the transferred bitstream includes the
second spatial information for the 2-channel signal
generation, the first spatial information for the multi-
channel signal generation, or both of the first spatial
information and the second spatial information.

FIG. 2 1is a block diagram of a second encoding
apparatus according to another embodiment of the present
invention.

Referring to FIG. 2, a second encoding apparatus
includes a first downmixing unit 200, a second downmixing
unit 210, a downmix signal encoding unit 220, a first
spatial information generating unit 230, a second spatial
information generating unit 240, and % multiplexing unit
250.

The first downmixing unit 200 " receives a multi-
channel signal and then downmixes the received signal into
a first downmix signal having channels less than those of
the multi-channel signal. And, the second downmixing unit
210 downmixes the first downmix signal into a second
downmix signal having channels less than those of the first

downmix signal.

16
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The downmix signal encoding unit 220 compresses the
second downmix signal and then sends the compressed signal
to the multiplexing unit 250. The second downmix signal can
be transferred in a PCM signal format to a decoding
apparatus without passing through the downmix signal
encoding unit 220.

The first spatial information generating unit 230
generates first spatial information using the multi-channel
signal and the first downmix signal. The second spatial
information generating unit generates second spatial
information using the first downmix signal and the second
downmix  signal. And, the first spatial information
generating unit 230 and the second spatial information
generating unit 240 send the first spatial information and

the second spatial information to the multiplexing unit 250,

respectively.

The Hmltiplexing unit 150 generates a bitstream by
multiplexing the compressed downmix signal, the first
spatial information, and the second spatial information
together and then transfers the generated bitstream to the
decoding apparatus.

The encoding apparatus separately generates a stream
of the downmix signal, a stream for the first spatial

information, and a stream for the second spatial

17
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information and then respectively transfers the separate
streams to the decoding apparatus. Alternatively, the
encoding apparatus generates a bitstream including the
first spatial information and the second spatial
information and then transfers the generated bitstream to
the decoding apparatus together with the downmix signal.

The second encoding apparatus differs from the first
encoding apparatus, which generates the first spatial
information using the multi-channel signal and the second
downmix signal, in generating the first spatial information
using the multi-channel signal and the first downmix signal.
So, the first spatial information generated by the first
encoding apparatus differs from the first spatial
information generated by the second encoding apparatus.

The decoding apparatus, which has received the
downmix signal and the spatial information generated by the
encoding apparatus explained in FIG. 1 or FIG. Z,
reconstructs the 2-channel signal or the multi-channel
signal using the spatial information and the downmix signal.
The decoding apparatus decodes the downmix signal encoded
and transferred by the encoding apparatus and then
reconstructs the 2-channel signal or the multi-channel
signal using the decoded downmix signal and the spatial

information. So, an audio signal reconstructed by the

18
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decoding apparatus differs from an audio signal prior to
downmixing in an audio quality. To prevent this, the
encoding apparatus is able to generate spatial information
using the downmix signal used for the decoding apparatus to
reconstruct the audio signal.

An encoding method and apparatus for generating
spatial information wusing a downmix signal user for a
decoding apparatus to reconstruct an audio signal are
explained with reference to FIG. 3 and FIG. 4 as follows.

FIG. 3 1is a Dblock diagram of a third encoding
apparatus for generating spatial information wusing a
decoded downmix signal according to one embodiment of the
present invention.

Referring to FIG. 3, a third encoding apparatus
includes a first downmixing unit 300, a second downmixing
unit 310, a downmix signal encoding unit 320, a downmix
signal decoding unit 330, a first spatial information
generating unit 350, a second spatial information
generating unit 340, and a multiplexing unit 360.

The third encoding apparatus differs from the first
encoding apparatus in including the downmix signal decoding
unit 330.

The first downmixing wunit 300 downmixes a multi-

channel signal into a first downmix signal and the second

19
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downmixing unit 310 downmixes the first downmix signal into
a second downmix signal. The downmix signal encoding unit
320 encodes the second downmix signal. The downmix signal
decoding unit 330 decodes the encoded second downmix signal.
The second spatial information generating “unit 340
generates second spatial information using the first
downmix signal and the decoded second downmix signal.

The first encoding apparatus has a common feature
with the third encoding apparatus 1in that the second
spatial information is generated using the relation between
the first downmix signal and the second downmix signal. Yet,
the third encoding apparatus differs from the first
encoding apparatus, which generates the second spatial
information using the second downmix signal downmixed by
the second downmixing unit 110, in encoding the second
downmix signal, decoding the encoded second downﬁix signal,
and then generating the second spatial informaﬁion using
the decoded second downmix signal. And, the second spatial
information generated by the first encoding apparatus
differs from the second spatial information generated by
the third encoding apparatus.

The first spatial information generating unit 350
generates first spatial information using the multi-channel

signal and the decoded second downmix signal. Unlike the
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first encoding apparatus generates the first spatial
information using the second downmix signal, the third
encoding apparatus encodes the second downmix signal,
decodes the encoded signal again, and then generates the
second spatial information using the decoded second downmix
signal. Thus, the first encoding apparatus and the third
encoding apparatus differ from each other. And, the first
spatial information of the first encoding apparatus differs
from that of the third encoding apparatus as well.

The multiplexing unit 360 multiplexes the encoded
downmix signal, the first spatial information, and the
second spatial information together and then transfers the
multiplexed signal to the decoding apparatus.

The decoding apparatus decodes the second downmix
signal encoded and transferred by the encoding apparatus
and then reconstructs thg:2—channel signal or the multi-
channel signal by applying at least one of the first
spatial information and the second spatial information to
the decoded downmix signal. So, the channel signal
reconstructed by the decoding apparatus has an audio
quality closer to the audio signal prior to being downmixed
by the encoding apparatus.

FIG. 4 1is a Dblock diagram of a fourth encoding

apparatus for generating spatial information wusing a

21
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decoded downmix signal according to another embodiment of
the present invention.

Referring to FIG. 4, a fourth encoding apparatus
includes a first downmixing unit 400, a second downmixing
unit 410, a downmix signal encoding unit 420, a downmix
signal decoding wunit 430, a first spatial information
generating unit 460, a second spatial information
generating unit 440, a first downmix signal generating unit
450, and a multiplexing unit 470.

The fourth encoding apparatus differs from the second
encoding apparatus in including the downmix signal decoding
unit 430 and the first downmix signal génerating unit 450.

The first downmixing unit 400 downmixes a multi-
channel signal into a first downmix signal and the second
downmixing unit 410 downmixes the first downmix signal into
a sécond downmix signal. The downmix signal encoding unit
420jencodes the second downmix signal and then sends it to
the downmix signal decoding unit 430. The downmix signal
decoding unit 430 decodes the encoded downmix signal and
then sends it to the second spatial information generating
unit 440. The second spatial information generating unit
440 generates second spatial information using the first
downmix signal and the decoded second downmix signal.

The fourth encoding apparatus differs from the second

22
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encoding apparatus, which generates the second spatial
information using the second downmix signal without being
encoded and decoded, in generating the second spatial
information using the downmix signal encoded by the downmix
signal encoding unit 420 and then decoded by the downmix
signal decoding unit 430 again.

The first downmix signal generating unit 450
generates a modified first downmix signal using the second
downmix signal decoded by the downmix signal decoding unit
430 and the second spatial information. The modified first
downmix signal differs from the first downmix signal
downmixed by the first downmixing unit 400 in being
generated from the encoded and re-decoded second downmix
signal and the second spatial information generated using
the encoded and re-decoded second downmix signal.

The first spatial information generating unit 460
generates first spatial information using the modified
first downmix signal and the multi-channel signal. The
first spatial information generating unit 460 differs from
the second encoding apparatus, which generates the first
spatial information using the first downmix signal intactly,
in generating the first spatial dinformation using the
modified first downmix signal generated by the first

downmix signal generating unit 450. And, the first spatial
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information generated by the first spatial information
generating unit 460 differs from the first spatial
information generated by the second encoding apparatus. The
multiplexing unit 470 generates a bitstream including both
of the first spatial information and the second spatial
information.

And, the fourth encoding apparatus transfers the
bitstream including the spatial information to the decoding
apparatus together with or separately from the second
downmix signal.

FIG. 5 is a diagram of a bitstream of an audio signal
according to one embodiment of the present invention.

Referring to FIG. 5, an audio signal according to the
present invention includes a downmix signal 500 and a
spatial information signal 600. The audio signal exists in
an ES elementary stream) form having frames arrangéa
therein.

The downmix signal 500 and the spatial information
signal 600 can be transferred in different ES forms to a
decoding apparatus, respectively. Alternatively, they can
be transferred in one ES form having the downmix and
spatial information signals 500 and 600 combined together.
In case of transferring the downmix signal 500 and the

spatial information signal 600 in a combined form to the
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decoding apparatus, the spatial information signal 600 can
be included in a location of ancillary data or extension
data of the downmix signal 500.

The audio signal can include a codec identifier to
enable a decoding apparatus to recognize basic information
for audio codec without interpreting the audio signal. The
codec identifier is the information indicating what kind of
coding scheme is used in encoding the audio signal. The
codec identifier can be included in a header 610 or spatial
information 620 of the spatial information signal 600. And,
the codec identifier can include a spatial information
identifier. In this case, the spatial information
identifier is the information indicating whether a
bitstream includes second spatial information to generate
2-chanel signal from the audio signal, first spatial
information to generate multi—channél signal from the audio
signal, or both of the first Spatial information and the
second spatial information. so, the decoding apparatus 1is
able to detect a type of the audio signal generatable from
the downmix signal and the like and the like using the
spatial information identifier.

The spatial information signal 600 can include the
header 610 and the spatial information 620. Alternatively,

the spatial information signal 600 can include the spatial
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information 620 only without including the header 610.
Namely, the spatial information signal 600 is able to use a
frame including the header 610 or a frame not including the
header 610 together.

In case that the audio signal includes spatial
information to generate multi-channel signal and spatial
information to generate 2-channel signal, the header 610
can include a 2-channel signal header 611 and a multi-
channel signal header 613.

In case that a signal reconstructible by the decoding
apparatus is the 2-channel signal, the decoding apparatus
decodes second spatial information 623 to generéte the 2-
channel signal using the 2-channel signal header 611 and
then reconstructs the 2-channel signal using the decoded
second spatial information 623.

In case:that a signal reconstructible by the decoding
apparatus ié the multi-channel signal, the decoding
apparatus decodes spatial information to generate the
multi-channel signal using the multi-channel signal header
613. The spatial information for the multi-channel signal
reconstruction can include the second spatial information
623 as well as the first spatial information 621. In case
that the decoding apparatus reconstructs the 2-channel

signal and then reconstructs the multi-channel signal from
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the reconstructed 2-channel signal, the multi-channel
signal can be reconstructed using the second spatial
information 623 for the 2-channel signal reconstruction and
the first spatial information 621 for reconstructing the
muiti—channel signal from the 2-channel signal step by step.
And, the spatial information signal can include the
aforesaid tree structure information as well.

FIG. 6 is a block diagram of a first decoding
apparatus according to one embodiment of the present
invention.

Referring to FIG. 6, a first decoding apparatus
includes a demultiplexing unit 700, a downmix signal
decoding unit 720, a 2-channel signal generating unit 710,
and a multi-channel signal generating unit 730.

The demultiplexing unit 700 parses a downmix signal
and then sends the parsed signal to the downmix signal
decoding unit 720. The downmix signal can be a mono signal.
And, the downmix signal can be a signal on a frequency
domain. The frequency domain can be a QMF domain.

The downmix signal decoding unit 720 decodes the
downmix signal and then oufputs the decoded downmix signal
intactly. The downmix signal decoding unit 720 upmixes the
downmix signal into a 2-channel signal or a multi-channel

signal using spatial information and then outputs the
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upmixed signal. In case that the downmix signal is a PCM
signal, the downmix can be outputted intact without passing
through the downmix signal decoding unit 720.

A decoding apparatus is able to detect what kind of
spatial information is included in a bitstream using a
spatial information identifier included in the bitstream.

If a downmix signal is a mono signal and if a signal
generatable by the first decoding apparatus is one of a 2-
channel signal and a multi-channel signal, the decoding
apparatus decides whether the downmix signal is a signal
capable of generating the 2-channel signal or the multi-
channel signal using a spatial information identifier. If
the decoding apparatus decides that both spatial
information for 2-channel signal generation and spatial
information for multi-channel signal generation are
included in a bitstream, the decoding apparatus extracts
spatial information for specific signal generation from the
spatial information for 2-channel signal generation and the
spatial information for multi-channel signal generation
only and is then able to generate a channel signal using
the extracted information.

If a downmix signal is a PCM signal, the first
spatial information 621 and the second spatial information

623 can be transmitted by being embedded in the downmix
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signal. In this case, the demultiplexing unit 700 1is able
to extract the first spatial information 621 and the second
spatial information 623 from the downmix signal.

In case that the decoding apparatus is capable of
generating 2-chanel signal only, the demultiplexing unit
700 of the decoding apparatus parses the second spatial
information 623 for 2-channel signal generation in the
transferred spatial information and then sends the parsed
information to the 2-channel signal generating unit 710. In
case that the decoding apparatus 1s capable of generating
multi-channel signal only, the demultiplexing unit 700 of
the decoding apparatus parses the first spatial information
621 for multi-channel signal generation in the transferred
spatial information and then sends the parsed information
to the multi-channel signal generating unit 730. Namely, if
the decoding apparatus generates a multi—éhannel signal
directly from a downmix signal and spatial information
instead of generating multi-channel signal from 2-channel
signal, the decoding apparatus need not use the second
spatial information 623. So, the decoding apparatus
extracts the first spatial information 621 only to use.

In case that the decoding apparatus 1is able to
generate both 2-channel signal and multi-channel signal,

the decoding apparatus 1s able to extract spatial
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information for user-selected channel signal generation by
receiving control information from a user.

In case that a signal generatable by the decoding
apparatus is 2-channel signal or a user selects 2-channel
signal generation, the 2-chanel signal generating unit 710
generates 2-channel signal using the second spatial
information 623 parsed and sent by the demultiplexing unit
700 and the decoded downmix signal and then outputs the
generated signal. The 2-channel signal generating unit 710
generates the 2-channel signal by upmixing a mono downmix
signal using a signal transforming unit (not shown in the
drawing), and more particularly, an OTT box. In this case,
the multi-channel signal generating unit 730 needs not to
operate. The demultiplexing unit 700 can generate an
identifier controlling an operation of the multi-channel
signal generating ugit 730 and send the generated
identifier to the multi—channel signal generating unit 730.
Hereinafter, the identifier controlling an operation of the
2-channel signal generating unit 710 or the multi-channel
signal generating unit 730 is named an operation control
identifier. The multi-channel signal generating unit 730
does not operate according to the operation control
identifier received from the demultiplexing unit 700. And,

it is unnecessary to consider the first spatial information

30



10

15

20

WO 2007/114594 PCT/KR2007/001560

621.

In case that a signal generatable by the decoding
apparatus is multi-channel signal or a user selects multi-
channel signal generation, the multi-channel signal
generating unit 730 generates multi-channel signal using
the first spatial information 621 and then outputs the
generated signal. The multi-channel signal generating unit
730 upmixes a downmix signal using a plurality of signal
transforming units. As mentioned in  the foregoing
description, the signal transforming unit includes an OTT
box or a TTT box. In this case, since the 2-channel signal
generating unit 710 needs not to operate, the
demultiplexing unit 700 generates an operation control
identifier and then sends the generated operation control
identifier to the 2-channel signal generating unit 710 to
Eontrol an operation of the 2-channel signal generating
ﬁnit 710. The 2-channel signal generating unit 710 does not
Bperate according to the operation control identifier. And,
it is unnecessary to <consider the second spatial
information 623.

The decoding apparatus can further include a modified
spatial information generating wunit (not shown in the
drawing). The modified spatial information generating unit

identifies a type of modified spatial information using
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spatial information and generates modified spatial
information of the type identified based on the spatial
information. In this case, the modified spatial information
means the spatial information that is newly generated using
spatial information. The modified spatial information can
be generated by combining spatial information. The modified
spatial information generating unit 1is able to generate
modified spatial information using tree  structure
information, output channel information and the like
included in the spatial information. The output channel
information is the information for a speaker
interconnectiﬁg with the decoding apparatus and can include
the number of output channels, position information for
each output channel, and the 1like. The output channel
information is inputted to the decoding apparatus in
advance by a manufacturer or can be inputted by a user.

The decoding apparatus decides whether the number of
original multi-channels downmixed by the encocding apparatus
is equal to the number of channels to be generated using
the tree structure information and the output channel
information. Hereinafter, the original multi-channels
downmixed by the encoding apparatus are named first multi-
channels. If the number of the first multi-channels

downmixed by the encoding apparatus 1is different from the
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number of multi-channels to be generated, the decoding
apparatus is able to modify spatial information using the
modified spatial information generating unit. In this case,
the modified spatial information can be generated Dby
combining the aforesaid CLD, ICC, CPC, IPC, and the like.
The decoding apparatus is able to generate multi-channels
of which number differs from the number of the first multi-
channels using the modified spatial information and the
downmix signal.

FIG. 7 1is a block diagram of a second encoding
apparatus according to another embodiment of the present
invention.

Referring to FIG. 7, a second decoding apparatus
includes a demultiplexing unit 800, a downmix signal

decoding unit 810, a 2-channel signal generating unit 820,

and a multi-channel signal generating unit 830.

The demultiplexing unit 800 parses a downmix signal
from a bitstream transferred from an encoding apparatﬁs or
a bitstream recorded in a storage medium and then sends the
parsed signal to the downmix signal decoding unit 810.-

The downmix signal decoding unit 810 decodes the
downmix signal and outputs the decoded signal as a mono
signal or generates 2-channel signal or multi-channel

signal using spatial information.
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In case that the decoding apparatus 1s able to
generate 2-channel signal or that 2-channel signal
generation is selected by a user despite that the decoding
apparatus is able generate both 2-channel signal and multi-
channel signal, the demultiplexing unit 800 extracts second
spatial information 623 for 2-channel signal generation and
then sends the extracted information to the 2-channel
signal generating unit.

The 2-channel signal generating unit 820 generates 2-
channel signal using the second spatial information 623 and
the decoded downmix signal.

Since the second spatial information 623 is applied
to the downmix signal on a frequency domain, the Z-chanel
signal should be converted to a signal on a time domain in
order for the decoding apparatus to output the 2-channel
signal. The decoding apparatugzis able to use FFT (fast
Fourier transform), DFT (discréte Fourier transform), QMF
or hybrid function, or the like in converting a time domain
to a frequency domain, and vice versa. And, the decoding
apparatus output a domain-converted 2-chanel signal.

In case that the decoding apparatus generates the 2-
channel signal only, it is unnecessary to generate multi-
channel signal. So, the demultiplexing unit 800 generates

an operation control identifier in order for the multi-
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channel signal generating unit 830 not to operate and then
sends the generated identifier to the multi-channel signal
generating unit 830. The multi-channel signal generating
unit 830 does not operate according to the operation
control identifier. And, it is unnecessary to consider the
first spatial information 621 for the multi-channel signal
generation.

In case that the decoding apparatus 1is able to
generate multi-channel signal or that multi-channel signal
generation 1is selected by a user, the demultiplexing unit
800 extracts spatial information for the multi-channel
signal generation. Since the second decoaing apparatus
generates multi-channel signal using 2-channel signal
unlike the first decoding apparatus, the demultiplexing
unit 800 extracts both second spatial information 623 for
2—channef signal generation and first spatial information
621 for generating multi-channel signal from the 2-channel
signal. §o, the first spatial information used by the first
decoding apparatus is discriminated from the first spatial
information used Dby the second decoding apparatus. In
particular, the second spatial information used by the
second decoding apparatus 1s the spatial information
required for generating the multi-channel signal from the

2-channel signal, whereas the first spatial information
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used by the first decoding apparatus 1is the spatial
information required for generating multi-channels from the
downmix signal.

The 2-chanel signal generating unit 820 generates 2-
channel signal using the second spatial information 623 and
the decoded downmix signal and then sends the generated
signal to the multi-channel signal generating unit 830.

The multi-channel signal generating unit 830 1is able
to generate multi-channel signal using the 2-channel signal
sent by the 2-channel signal generating nit 820 and the
first spatial information 621 extracted by the
demultiplexing uﬁit 800. In case that the 2-channel signal
generation and the multi-channel signal generation are
carried out on the same domain, i.e., a frequency domain,
the multi-channel signal generating unit 830 1is able to
generate multi-channel signal using 2-channel signal on the
frequency domain. In this case, the frequency domain
includes a QMF domain, a hybrid domain, or the like. In
particular, the multi-channel signal generating unit 830 is
able to generate multi-channel signal by applying the first
spatial information 621 to the 2-channel signal having a
domain not converted to a time domain. In this case, it is
unnecessary to convert the 2-channel signal to a signal on

the time domain. And, a user is able to select and use the
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2-channel signal or the multi-channel signal using the

first decoding apparatus, the second decoding apparatus, or

the like.
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WHAT IS CLAIMED IS:

1. A method of processing a media signal,
comprising:

extracting a downmix signal from a bitstream;

extracting at least one of first spatial information
and second spatial information from the bitstream; and

generating multi-channels using the extracted spatial

information and the downmix signal.

2. The method of claim 1, wherein the first
spatial information is information for generating at least
three channels '‘and wherein the second spatial information
is information for generating two channels.

3. The method of claimA 2, whérein each of the
first and second spatial informations ¢omprises at least
one selected from a group consistingg of channel level
differences, interchannel correlations, channel prediction

coefficients, and interchannel phase differences.

4, The method of claim 1, wherein the downmix

signal comprises a mono signal.
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5. The method of claim 4, wherein the downmix

signal comprises a signal on a frequency domain.

6. The method of claim 2, wherein the generating
multi-channels is generating two channels by upmixing the
downmix signal using a signal transforming unit if the
extracted spatial information is the second spatial

information.

7. The method of <c¢laim 1, further comprising
modifying the spatial information, wherein the generating
multi-channel 1is carried out using the modified sbatial

information and the downmix signal.

8. The method of c¢laim 7, wherein the modified
spatial informatién is generated by combining the spatial

information.

9. The method of c¢laim 8, wherein the downmix
signal is a signal generated from downmixing first multi-
channels and wherein a number of the multi-channels
reconstructed using the modified spatial information and
the downmix signal differs from a number of the first

multi-channels.
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10. The method of claim 4 or claim 7, wherein the
generating multi-channel 1is performed by upmixing the
downmix signal using a plurality of signal transforming

units.

11. The method of claim 2, wherein the generating
multi-channels comprises generating the two channels using
the downmix signal and the extracted second spatial
information or generating the at least three channels using
the generated two channels and the extracted first spatial

information.

12. The method of claim 11, wherein the two
channels or the at least three channels are generated on a
same domain and wherein the same domain is a frequency

domain.

13. The method of claim 2, wherein the generating
multi-channels comprises generating the two channels using
the downmix signal and the extracted second spatial
information or generating the at least three channels using
the downmix signal and the extracted first spatial

information.

40



10

15

20

WO 2007/114594 PCT/KR2007/001560

14. The method of any one of claim 1, claim 11, and
claim 13, wherein the extracting the spatial information
and the generating the multi-channels are carried out
according to a wuser’s selection or a channel type

generatable by an apparatus for performing the method.

15. The method of claim 11, wherein the two
channels are generated on a frequency domain,

the method further comprising:

converting the generated two channels into a time
domain; and

outputting the two channels on the time domain,

wherein the at least three channels are generated
using the two channels on the frequency domain or the two

channels on the time domain.

l6. A  method of processing a media signal,
comprising:

generating a first downmix signal from multi-
channels;

generating a second downmix signal from the first
downmix signal;

generating first spatial information using the multi-
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channels and the first downmix signal or the multi-channels
and the second downmix signal;
generating second spatial information using the first
downmix signal and the second downmix signal; and
generating a bitstream including the first spatial

information and the second spatial information.

17. The method of c¢laim 16, wherein the first
downmix signal is a 2-channel signal and wherein the second

downmix signal is a mono signal.

18. A method of processing a media signal,
comprising:

generating a first downmix signal from multi-
channels;

generating a second downmix signal fronl‘%he first
downmix signal;

encoding the second downmix signal;

decoding the encoded second downmix signal;

generating second spatial information using the first
downmix signal and the decoded second downmix sighal; and

generating first spatial information using the multi-

channels and the decoded second downmix signal.
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19. A method of processing a media signal,
comprising:

generating a first downmix signal from multi-
channels;

generating a second ‘downmix signal from the first
downmix signal;

encoding the second downmix signal;

decoding the encoded second downmix signal;

generating second spatial information using the first
downmix signal and the decoded second downmix signal;

generating a modified first downmix signal using the
decoded second downmix signal and the second spatial
information; and

generating first spatial information wusing the

modified first downmix signal and the multi-channels.

20. The method of claim 18 or claim 19, further
comprising generating a bitstream including the first

spatial information and the second spatial information.

21. An apparatus  for processing a signal,
comprising:
a downmix signal extracting unit extracting a downmix

signal from a bitstream;
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an information extracting unit extracting at least
one of second spatial information for generating two
channels from the downmix signal and first spatial
information for generating at least three channels from the
downmix signal from the bitstream; and

a channel generafing unit generating either the two
channels or the at least three channels using the extracted

information and the downmix signal.

22. A bitstream structure comprising:

first spatial information extracted in the course of
generating a first downmix signal inclﬁding at least two
channels from multi-channels; and

second spatial information extracted in the course of
generating a second downmix signal from the first downmix
signgl.

" 23, A storage medium including the bitstream

structure of claim 22.

- 24. A signal processing apparatus-comprising:
a first downmixing unit generating a first downmix
signal from multi-channels;

a second downmixing unit generating a second downmix
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signal from the first downmix signal;

a first spatial information generating unit
generating first spatial information wusing the multi-
channels and the first downmix signal or the multi-channels
and the second downmix signal;

a second spatial information generating unit
generating second spatial information using the first
downmix signal and the second downmix signal; and

a multiplexing unit generating a bitstream including
the first spatial information and the second spatial

information.

25. A signal processing apparatus comprising:

a downmixing unit generating a downmix signal from
multi-channels;

an encoding unit encoding the downmix signal;

a decoding unit decoding the encoded downmix signal;
and

a spatial information generating unit generating
spatial information wusing the multi-channels and the

decoded downmix signal.
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