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A memory subsystem (200) includes a posted write buffer (204) for dynamic random access memories (DRAMs) (235). The posted
write buffer (204) includes read around logic to enable read accesses to be processed in advance of posted writes. Data are transferred
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the incoming read accesses on a timely basis. An improved write access buffer permits posted writes to be transferred to the DRAMs (235)

out of order without losing track of the skipped posted writes.
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MEMORY CONTROLLER WHICH EXECUTES READ AND WRITE
COMMANDS OUT OF ORDER

Background of the Invention
Field of the Invention

The present invention relates to memory control circuits for dynamic random
access memories in a microprocessor-based computer system which can post write
commands and continue processing without waiting for completion of such write

commands.

Description of the Related Art

Dynamic random access memories (DRAMSs) are used as the main memories of
most microprocessor-based computer systems because DRAMs provide a reasonable
compromise between storage capacity, access time, and cost. As is well known in the
art, DRAMs are controlled by first applying a row address to one or more DRAMs;
strobing the row address into the DRAMs by activating a row address strobe (RAS)
signal which precharges the selected row; waiting for at least a minimum duration of
a row access time; applying a column address to the DRAMSs; and then strobing the
column address into the DRAMs by acti\}ating a column address strobe (CAS) signal
to select the data from one column of the accessed row.

Most presently available DRAMs operate in the "page mode" wherein data
stored in the same row (i.e., page) but in a different column can be accessed by simply
changing the column address. It is not necessary to reapply the row address to the
DRAM because all the data in the row is aiready available to be read or changed.
Because of the speed advantage provided by this page mode feature, it is very
advantageous to access many storage locations in a single row before changing the row
address. For example, when large blocks of data are transferred to or from a DRAM-
based memory system, the sequential addresses typically access most or all of the
columns in a particular row before the row address is changed.

In a typical microprocessor-based computer system, data are read from and

written to a memory system at random addresses, particularly when instructions and
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data are stored in the same memory system or when operand data are read from one
range of memory locations and data results are stored in a different range of address
locations. Thus, the advantages of page mode operation often cannot be utilized
because of the "random" accessing of the memory system.

One feature of more recent microprocessors is to permit posted writes. That is,
a microprocessor may output data to be stored in a memory location. The address and
data are temporarily stored in a buffer in a memory controller, and the microprocessor
is permitted to continue with its next operation without waiting for the completion of
the write operation to the selected memory location. Sufficient buffering can be
provided to permit multiple write operations to be posted by the microprocessor before
it has to wait for completion of the write operations.

Systems utilizing the posted write feature include logic to compare read
addresses with write addresses to make sure that a subsequent read from the memory
system is not directed to a memory address which has posted write data which have not
already been written. If the read address corresponds to a posted write address, the
memory controller may wait to respond to the read request until the posted write
operation is completed, or, in the alternative, the memory controller may respond to the
read request by transmitting data directly from the posted write buffer. If the read
address is different from the addresses of all the posted writes, the memory controller
may include "read-around" logic to enable the memory controller to respond to the read
access to a different location before completing the posted write operations.

Known memory controllers which implement posted write operations operate on
a first-in, first out basis. That is, the posted writes are written to memory in the same
order in which the posted writes are received by the memory controller. If sequential
posted write operations are directed to addresses in different pages of the DRAMs, the
memory system incurs the time penalty caused by the row access time. Even if two
posted writes in the buffer are directed to the same memory page, a conventional
memory controller does not write the two posted writes in sequence if a third posted
write directed to a different page is posted between them. Furthermore, if the memory
controller permits read-around operations to occur, the read access may be from a

different page than a previous posted write or a subsequent posted write. This will
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again cause the row access time penalty to be incurred. If the microprocessor cannot
post further writes or has to wait for read data when the memory controller siows down
because of frequent page switching, the overall system performance will be degraded.

Thus, it can be seen that many of the advantages of memory controllers having
post write capability and read-around capability are offset by the time penalty caused
by changing the row address between memory accesses.

Summ of the Invention

The memory controller of the present invention is specifically designed to reduce
the memory access time for read and write cycle accesses in a memory system with
page mode accesses by rearranging the processing order of the read and write cycle
access requests. More specifically, the memory controller enables the rearrangement
of the read and write cycle access requests such that all of the read and write accesses
which require access to the current page (which is translated into a row address in a
page mode accessing scheme) are performed before the read and write cycle accesses
requests which require access to a different page (row). In alternative embodiments,
all reads are performed before any writes. In such embodiments, reads to a current
page are performed before reads to a new page, and writes to a current page are
performed before writes to a new page.

As discussed above, in a typical addressing scheme, the memory controller has
to wait between memory accesses which require a change in the row address for a
specified period of time for the new row of the DRAM to become fully charged before
the new row address can be strobed into the DRAM. This delay in the presentation of
the new row address is referred to as the row address precharge time. Advantageously,
the memory controller of the present invention rearranges the read and write cycle
accesses such that multiple accesses for the same page are performed together. Thus,
the memory controller of the present invention reduces the overall memory access time
by eliminating the row address precharge time between each of the cycle accesses for
the same row that would have occurred had the memory cycle requests been processed
in their original order.

One aspect of the present invention is a memory controller which controls a

dynamic random access memory (DRAM) system which receives a plurality of write
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access requests having respective addresses and associated data to be written to the
DRAM system at the addresses. Each of the write addresses has a row address portion
and a column address portion. The memory controller comprises a buffer having a
plurality of locations which temporarily store the write addresses and associated data
for each of the write access requests until the data can be written to the DRAM system.
The stored addresses and data are maintained in the buffer in an order corresponding
to an order in which the write access requests are received. An access sequence control
circuit selects address and data associated with one of the plurality of write access
requests as a next access to the DRAM system. The access sequence control circuit
comprises a comparator which compares the row address portion of each of the stored
addresses with the row address portion of a current access and identifies write access
requests having respective row address portions identical to the row address portion of
the current access. The access sequence circuit further includes an access selector
circuit responsive to the comparator. The access selector circuit selects one of the
identified write access requests as a next access to the DRAM system before selecting
a non-identified write access request having a row address portion different from the
row address portion of the current access. The selection of the one of the identified
write access request is made even if the non-identified write access request was made
prior to the identified write access request.

The memory controller can also receive a read access request having a read
address. The read address has a row address portion and a column address portion.
The comparator compares the row address portion of the read address and identifies
whether the row address portion of the read address is directed to the row address
portion of the current access. The access selector circuit selects the read access request
as a next access prior to selecting the non-identified write access request as a next
access. Also preferably, the comparator further comprises logic which compares at least
a portion of the column address portion of the read address with a corresponding
portion of the column address portions of the plurality of write addresses in the buffer.
The address selector circuit preferably selects the read access request before any write
access request when the row address portion of the read address is identical to the row

address portion of the current access and the portion of the column address portion of
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the read address is different from the corresponding portions of the column address
portions of the identified write access requests.

Another aspect of the present invention is a method for controlling access to a
dynamic random access memory (DRAM) system having a plurality of memory storage
locations. The DRAM system is accessed by applying a row address to the DRAM
system and then applying a column address to the DRAM system. The DRAM system
provides access to a plurality of locations having the same row address by changing
only the column address between accesses. The method comprises the step of storing
an address and associated data for each of a plurality of write access requests in a
buffer. Each address of the plurality of access requests comprises a row address portion
and a column address portion. Each address and associated data are stored in an order
in which the memory controller receives the access requests. The method includes the
further steps of performing a first access to the DRAM system at a first row address
and a first column address; and comparing the first row address portion with the row
address portion of each access request stored in the buffer. When at least one access
request in the buffer has a row address portion identical to the row address portion of
the first access, the method selects as a second access to the DRAM system an earliest
received access request of the at least one access request having a row address portion
identical to the row address portion of the first access. The access request having an
identical row address portion is selected before earlier access requests having non-
identical row address portions. When no access request in the buffer has a row address
portion identical to the row address portion of the first access, the method selects an
earliest received access request in the buffer as the second access. With respect to this
aspect of the invention, the method preferably includes the further steps of comparing
a row address portion and at least one bit of a column address portion of a read access
request to row address portions and a corresponding bit of column address portions of
the plurality of write access requests in the buffer. When the row address portion of
the read access is identical to a row address portion of at least one of the write access
requests, the method performs the read access prior to the write accesses having an
identical row address portion when the corresponding bits of the column address’

portions are different. Otherwise, the method performs a write access prior to the read
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access when the at least one bit of the column address portion of the read access is
identical to the at least one bit of the column address portion of one of the write
accesses.

Another aspect of the present invention is a method of selecting a next access
in a dynamic random access memory (DRAM) system having posted write requests to
the DRAM system when at least one of the posted writes has an address directed to a
storage location having a row address identical to a row address of a current access to
the DRAM system and at least one of the posted writes has an address directed to a
storage location having a row address different from the row address of the current
access. The method comprises the steps of selecting an earliest received write access
having an identical row address as a next access prior to selecting any write access
having a different row address; and when no write access has an identical row address,
selecting an earliest write access having a different row address as a next access.

A still further aspect of the present invention is a buffer circuit which permits
data to be received in a sequential order and stored in a plurality of locations in the
buffer circuit and which permits the data to be output from the buffer circuit non-
sequentially. The buffer circuit comprises an input pointer which identifies a next
empty one of the locations to receive a next data input; an output pointer which
identifies a next full one of the locations as a source of a next output; and a pointer
control circuit which controls the input pointer and the output pointer independently,
the pointer control circuit including a priority scheduler responsive to a predetermined
characteristic of the data to select one of the full ones of the locations as the source of
the next output. Preferably, the data includes addresses which identify storage locations
in a dynamic random access memory (DRAM) system, and the predetermined
characteristic of the data comprises a result of a comparison as to whether row address
portions of the addresses are identical to row address portions of a currently accessed

storage location in the DRAM system.

Brief Description of the Drawings

Figure 1 is a simplified block diagram of a computer system which includes a.

memory subsystem.
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Figure 2 is a simplified block diagram of the memory subsystem of Figure 1.

Figure 3 illustrates a timing diagram of a read access in an exemplary DRAM
system.

Figure 4 illustrates a timing diagram of a write access in an exemplary DRAM

system.

Figure 5 illustrates the timing of successive write operations to different rows
of a DRAM.

Figure 6 illustrates the timing of successive write operations to the same row of
a DRAM.

Figure 7 illustrates a block diagram of a memory subsystem which incorporates
a posted write FIFO buffer.

Figure 8 illustrates a block diagram of a memory subsystem which incorporates
a posted write buffer and memory controller in accordance with the present invention.

Figure 9 is a table illustrating one embodiment of the selections of the next
access address for the combinations of row address portions of read access requests and

posted writes in comparison with the current row address.

Figure 10 is a table illustrating an alternative embodiment of the selections of
the next access address for the combinations of row address portions of read access

requests and posted writes in comparison with the current row address.

Figure 11 is a table illustrating the selections of the next write access address
for the combinations of posted writes which may include page (i.e., row) hits; page

misses; or page hits and page misses.

Figure 12 illustrates a more detailed block diagram of the comparison and
pointer logic of Figure 8.

Figure 13 illustrates a high level functional representation of the posted write
buffer of Figures 8 and 12. '

Figure 14 illustrates the functional logic of the pointer control logic of Figure
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12 which generates the base entry pointer.

Figure 15 illustrates the functional logic of the pointer control logic of Figure
12 which generates the output pointer.

Figure 16 illustrates the functional logic of the pointer control logic of Figure
12 which generates the input pointer.

Detailed Description of the Preferred Embodiment

Figure 1 depicts portions of an exemplary computing system 100 pertinent to the
present invention. The computing system 100 includes a CPU module 110 which
includes a microprocessor 113 and a cache memory 115, for example. As is well
understood in the art, the CPU module 110 includes other conventional circuitry such
as a bus controller, a bus interface, and the like, which are not shown here. The CPU
module 110 communicates with a memory subsystem 120 via a system bus 125. The
memory subsystem 120 additionally comprises a memory controller 130 and a plurality
of dynamic random access memories (DRAMSs) 135. A typical computer system 100
includes other components, such as an I/O interface, disk drives and disk drive
controllers, video displays, keyboards and the like, which are also not shown in Figure
1 in order to emphasize the present invention. It should be further understood that other
such components may access the memory subsystem 120 using direct memory access
(DMA) transactions via the system bus.

The system bus 125 in Figure 1 is illustrated as a composite bus. One skilled
in the art will appreciate that the system bus 125 includes a plurality of address lines,
a plurality of data lines and a plurality of control lines. The control lines may include,
for example, an IO/MEM line which selects between transfers between the CPU module
110 and /O devices (not shown) or transfers between the CPU module 110 and the
memory subsystem 120; and a read/write line which selects between transfers from the
memory subsystem 120 to the CPU module 110 (read) or from the CPU module to the
memory subsystem 120 (write). It may also include byte select lines which determine
which bytes of data in a multiple byte word to transfer; and one or more cycle initiation
signals which are activated by the microprocessor 113 in the CPU module 110 to start

an access cycle. For example, in an Intel® microprocessor, such as the 80486, the
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Pentium, or the like, the microprocessor activates an address strobe signal (ADS) to
initiate an access cycle.

The memory subsystem 120 responds to the respective signals on the address,
data and control lines to begin an access cycle, and, if a read access is selected by the
microprocessor 113, data are transferred from a memory location determined by the
address signals and the byte select signals to the microprocessor 113 via the data lines
of the system bus 125. If a write access is selected by the microprocessor 113, data are
transferred from the microprocessor 113 to the memory subsystem 120 via the data
lines.

Figure 2 is a simplified block diagram of an exemplary memory subsystem 120
to illustrate the basic operation of the DRAMs 135. Figures 3 and 4 illustrate
exemplary timing diagrams for a read access (Figure 3) and a write access (Figure 4)
to the DRAMs. As illustrated, the memory controller 130 comprises an address range
decoder 138, a timing generator 140, a row/column address multiplexer (MUX) 142 and
a bidirectional data buffer 144. The memory controller 130 receives a plurality of
address bits from the system bus 135 on a plurality of address lines 154, which for the
purposes of this illustration are the address bits AD2 through AD31. Byte select lines
are used by the memory controller in lieu of address bits ADO and AD]1 to select
particular bytes of an 4-byte memory word to be accessed. In some systems, a memory
word may have a larger number of bytes, and address bits AD2 or higher may be
replaced by additional byte select lines to select between the larger number of bytes.
In the embodiment described herein, address bits AD20-AD31 are used to select a
particular subsystem to respond to an access on the system bus 135, such as, for
example, the memory subsystem 120. Further, in the described embodiment, the
address bits AD2-AD21 are used to select a particular storage location within the
memory subsystem 120. It should be further understood that the allocation of the
address bits AD0-AD31 to the control of the memory subsystem 120 will vary in
accordance with the storage capacity and selected address range of the memory
subsystem 120.

The address lines 154 are applied to the row/column address multiplexer 142.°
It will be appreciated by a person skilled in the art that an address normalization circuit
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(not shown) may be advantageously included in the memory subsystem 120 to
normalize the addresses before the addresses are applied to the row/column address
multiplexer 142. In exemplary DOS-based systems using the Intel® family of
processors, the address space includes a number of "holes" caused by allocation of
portions of the address range to video RAM, for example. These addresses are not
directly addressed by the operating system as memory locations. Because the physical
memory locations corresponding to these "holes" would not otherwise be used, an
address normalization circuit translates logical addresses above the beginning of the
holes to redirect the accesses to physical addresses corresponding to the "hole"
locations. Such address normalization circuits are well known in the art and are not
shown in Figures 2, 7 and 8 and are not described herein.

The timing generator 140 is responsive to control signals from the system bus
125 to generate appropriate access signals to the DRAMs 135. The address range
decoder 138 decodes an address (comprising the address bits AD2-AD31) applied to
the memory controller 130 and determines whether the applied address is within an
address range allocated to the memory subsystem 120. The address range decoder 138
provides an active output signal to the timing generator 140 when the applied address
is within such an address range. When an address strobe (ADS) signal on a line 150
is activated while the output of the address range decoder 138 is active, the timing
generator 140 initiates an access to the DRAMs 135. If a R/W signal on a read/write
line 152 is selected for a read access, the access will be initiated as a read access.
Similarly, when the R/W signal is selected for a write access, the timing generator
initiates a write access to the DRAMs 135.

The memory controller 130 further receives a plurality of data signals (D0-D31)
on corresponding plurality of data lines 156. The exemplary system described herein
is a 32-bit system. It should be understood that the following description would apply
to systems having a larger number of bits per data word.

The timing generator 140 generates a row address strobe (RAS*) signal on a line
160, a column address strobe (CAS*) signal on a line 162, a write enable (WE*) signal
on a line 164, an output enable (OE*) signal on a line 166, and a multiplexer select
signal (S) on a line 168. (As used herein, an asterisk (*) after a signal name indicates
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an active low signal.) Multiple RAS* and CAS* signals may be provided to multiple
banks of DRAMSs such that only certain ones of the DRAMSs are controlled by each
RAS* and CAS* signal.

The operation of the exemplary memory subsystem 120 will be briefly described
in connection with the timing diagrams in Figures 3 and 4. One familiar with DRAMSs
will understand that DRAM circuits typically have only half the address lines needed
to fully address the memory locations in each circuit. For example, in order to address
a 1 Megabit DRAM having 1,048,576 memory locations, 20 address bits are required;
however, because of pin limitations and because of the operational characteristics of
DRAMSs, only 10 address pins are provided. The 20 address bits needed to fully
address the DRAM are multiplexed to the DRAM, 10 address bits at a time. In
particular, the muitiplexer select signal (S) is first applied to the row/column address
multiplexer 142 at a first logic level to apply a first 10 bits of the address from the
system bus 125 as a row address as illustrated by ROW portion of the address (ADDR)
signal in Figure 3. Historically, the most significant bits of the address bits are applied
as the row address, however, other combinations of address bits with a portion from the
most significant bits and a portion from the least significant bits can also be used. See,
for example, U.S. Patent No. 5,247,643, the teachings of which are incorporated by
reference herein. After selecting the address bits for the row address, the timing
generator 140 activates the RAS* signal, as illustrated in Figure 3. After a suitable
delay determined by the particular characteristics of the DRAMs 135, the timing
generator 140 switches the level on the select line 168 to cause the row/column address
multiplexer 142 to apply the remaining address bits as the column address bits as
illustrated by the COLUMN portion of the ADDR signal in Figure 3. The timing
generator 140 activates the CAS* signal to cause the column address to be strobed into
the DRAMs 135. Because this is a read access, the WE* signal on the line 164 is
inactive and the OE* signal on the line 166 is active so that valid data is output from
the DRAMs after a short delay determined by the column address access time. The
buffer 144 is also controlled by the OE* signal to transmit the data output from the
DRAMs 135 to the data lines 156 of the system bus 125. (In some systems, the’
DRAMSs 135 may be connected directly to the system bus 125 without using the buffer
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144.)

Figure 4 illustrates a similar timing sequence for a write access; however, prior
to applying the column address bits and activating the CAS* signal, the WE* signal on
the line 164 is activated, and the OE* signal on the line 166 is inactive. Thus, data are
transferred from the system bus 125 through the buffer 144 to the DRAMs 135 and
stored therein.

As illustrated in Figures 3 and 4, an access to the DRAMs 135 comprises a two-
part operation wherein a row address is applied to the DRAMs 135 and is strobed into
the DRAMs by activation of the RAS* signal. This causes the DRAMs to begin
accessing a plurality of data storage locations which share the common row address.
The data from the entire row are provided to an output multiplexer within each DRAM
after a delay referred to as the row access time. The plurality of data bits accessed in
a single row are said to be in columns within the row. Thereafter, when the column
address is applied to the DRAMs 135 and the CAS* signal is activated, the column
address selects one of the columns of data to be output from each of the DRAMs 135.
Alternatively, in a write access, the data applied to the input of each of the DRAMs 135
are stored in the selected row at the column specified by the selected column address.

If a new address is to be applied to the DRAM, the RAS* signal must be
deactivated for a sufficient time to allow the internal row addresses to precharge and
the applied again with the new row address. The delay corresponding to the row access
time is again incurred before the column address can be applied and the particular
column of data selected for reading or writing. Thus, as illustrated in Figure 5, a
substantial time penalty is incurred each time a new row access is initiated.

Most current DRAMs partially reduce the row access penalty by operating in the
so-called page mode wherein sequential accesses to multiple columns in the same row
of a DRAM can occur without further row accesses. In particular, as illustrated in
Figure 6, a number of accesses to the same row are initiated by applying a row address
to the DRAMs and activating the RAS* signal. Thereafter, a first column address is
applied to the DRAMs and the CAS* signal is activated. The RAS* signal is not
deactivated after the first access. Instead, only the CAS* signal is deactivated, a new

column address is applied, and the data from the new column is available or the data
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for the new column is stored only after the short column access time. Thus, when a
sequence of accesses occur in the same row, a substantial time benefit is obtained.

As discussed above, the time savings provided by the page mode operation of
a DRAM memory system cannot be obtained if the microprocessor 113 or other
memory access device applies addresses in a non-sequential manner. For example, the
microprocessor 113 may write data to an address corresponding to one particular row
of the DRAMs 135 and then read data from or write data to an address corresponding
to a different row of the DRAMs 135. In such cases, it is necessary to change the row
address and incur the row access time penalty discussed above.

The time penalty may be more significant in a microprocessor-based system
which permits posted writes to memory. As discussed above, in a system having posted
writes, such as a system 180 illustrated in Figure 7, the microprocessor 113 applies an
address, write data and appropriate control signals to the system bus 125 to initiate a
write access to the memory subsystem 120. Rather than wait for the completion of the
write access, as indicated by the activation and subsequent deactivation of a busy signal
from the memory subsystem 120, the microprocessor 113 continues issuing bus
transactions. In order to accommodate posted writes, a memory controller 182 in the
memory subsystem 180 includes a posted write buffer 184. The posted write buffer
184 stores the address and the data to be written to the DRAMs 135. In known posted
write systems, the posted write buffer 184 may include storage for more than one
posted write and operates as a first-in/first-out (FIFO) buffer. The memory controller
182 transfers the earliest posted write data to the DRAMs 135 by applying the address
on the output of the posted write buffer 184 to the DRAMs as a row address portion
and a column address portion as described above, with the difference that the address
and data are provided by the posted write buffer 172 rather than directly from the
system bus 125. The timing for storing write access request information into the FIFO
buffer 184 and for applying the address and data outputs from the FIFO buffer 184 to
the DRAMs 135 is provided by a timing generator and FIFO controller 186 via a
control bus 187. The timing generator and FIFO controller 186 controls a row/column
address multiplexer (MUX) 188 similar to that described above.

Generally, when the microprocessor 113 initiates a read access to the memory
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subsystem 120, the microprocessor 113 needs to have the responsive data before it
continues with its next operation. Thus, exemplary posted write memory systems
provide‘a read-around mode in which the memory controller 182 gives a read access
request on the system bus 125 priority over pending posted writes. That is, if a read
request is pending when a current access is completed, the read access is performed
regardless of whether a posted write is pending, unless the read access request is
directed to the same address location as a posted write. Because it is important that the
read access retrieve the most current data, known posted write systems do one of two
operations when a read request is directed to the same address as a posted write. The
posted write buffer is flushed to write the write data to the DRAMs 135, or,
alternatively, the read request is satisfied by outputting the requested data from the
posted write buffer 184 in a similar manner to a cache memory subsystem. The read
around mode is supported by a read/write address multiplexer (MUX) 190 which
receives address information from the output of the posted write FIFO buffer 184
during write accesses and which receives address information directly from the system
bus 125 during read accesses. A data output buffer 192 buffers the output data from
the DRAMSs 135 onto the system bus 125.

Conventional posted write systems retain the time penalty when sequential
posted writes are directed to different rows of the DRAMs 135. In particular, when the
memory controller 182 accesses the FIFO posted write buffer 184, it must change the
row address whenever two sequential posted writes are directed to different rows in the
DRAMs 135. Furthermore, when a read access occurs to different row than the row
of the current access, the row access time penalty is incurred. A conventional memory
controller partially reduces the time penalty by detecting when sequential addresses are
directed to the same page (i.e., row). As illustrated in Figure 7, a row latch and
comparator 194 is included which receives the row address portion of the output of the
read/write address multiplexer 190. The row latch and comparator 194 latches the row
address portion of a previous access on occurrence of an active RAS* signal. The
latched row address portion is compared with the row address portion of the current
access to determine whether the two row addresses are the same. If the two row

addresses are the same, the row latch and comparator 194 provides an active signal to
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the timing generator and FIFO controller to cause it to keep the current page (i.e., row)
open and to change only the column address by generating the CAS* signal for the new
current access. '

Figure 8 illustrates a memory subsystem 200 in accordance with the present
invention. In particular, the memory subsystem 200 comprises a memory controller 202
which incorporates an improved posted write buffer 204. The memory controller 202
further includes a timing generator and buffer controller 206 which will be described
in more detail below. The timing generator and buffer controller 206 is connected to
the posted write buffer 204 via a bidirectional control bus 208.

A read/write address multiplexer 210, a row/column address multiplexer 212 and
a data output buffer 214 operate in a manner similar to the corresponding elements
described above.

The memory controller 202 of Figure 8 further includes a row address latch 220
which receives and latches the row address portion of the output of the read/write
address multiplexer 210. The row address latch 220 is latched on occurrence of the
active RAS* signal such that the row address portion of a current access is saved each
time the row address is applied to the DRAMs. The latched output of the row address
latch 220 is provided as an input to the timing generator and buffer controller 206.

Like the conventional posted write memory controllers, such as the one
illustrated in Figure 7, the timing generator in the posted write memory controller 202
of Figure 8 keeps track of the row address of the current access via the row address
latch 220. Unlike conventional memory controllers, the timing generator and buffer
controller 206 includes comparison and pointer logic 230 which compares the row
address portions of the currently open page (i.e., row) stored in the posted write buffer
204 and determines whether any of the active posted write requests has an address
portion corresponding to the latched row address of the current access to the DRAMs
135. The comparison and pointer logic 230 further indicates the location within the
posted write buffer 204 into which to store the address and data of incoming write
requests via an input pointer and indicates the location from which to output the address
and data of a posted write selected as the next access to the DRAMs 135 via an output
pointer.
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The timing generator and buffer controller 202 further receives the current
address on the system bus 125, and, when the signal level on the read/write select line
152 indicates that the access request on the system bus 125 is a read access request, the
comparison and pointer logic 230 within the timing generator and buffer controller 206
compares the row address portion of the requested read address with the latched row
address to determine whether they are the same. The comparison and pointer logic 230
also compares the row address portion of the requested read address with the row
address portions of the posted writes to determine whether the row address portions
match. The results of the comparisons between the read address, the posted write
addresses and the latched row address determine which access to the DRAMs 135 will
be selected as the next access.

The selections of the next DRAM access are illustrated in a table 300 in Figure
9 for a first preferred embodiment of the present invention. Each line of the table 300
has three columns wherein the first (left-most) column labeled "READ" is the result of
the comparison of the row portion of the requested read access with the latched row
address (i.e., the row portion of the current access); the second (middle) column labeled
"WRITE" is the result of the comparison of the row portions of the posted writes with
the latched row address and with the row portion of the requested read access; and the
third (right-most) column labeled "ACCESS" identifies the request which will be
applied to the DRAMs 135 as the next access.

As illustrated by the first row 301 of the table 300, when the requested read
access does not match the current access, and the posted write buffer is empty, the read
access will be applied to the DRAMs 135 as the next access, requiring the RAS* signal
to be deactivated by the timing generator and buffer controller 206, and, after a
predetermined delay to allow the row addresses to precharge, applying the row address
portion of the read access request to the DRAMs, activating the RAS* signal and
continuing the access as prcviously described. No particular speed advantage is
provided for this access.

As illustrated in the second row 302, the third row 303 and the fourth row 304
of the table 300, when the requested read access does not match the current access, and

the posted write buffer 204 is not empty, the access chosen as the next access depends
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upon the row contents of the posted writes in the posted write buffer 204. In particular,
as illustrated in the fourth row 304, if one or more of the posted writes have row
address portions corresponding to the current latched row address, then the earliest
posted write having the corresponding row address portion may be selected as the next
access with the benefit of not having to change the row address and only having to
strobe in a new column address to perform the access. In particularly preferred
embodiments, the timing generator and buffer controller 206 provides two modes of
operation which are selectable via a programmable mode bit in a configuration register
(not shown). In a first mode described herein, posted writes having the same row
address portion as the current latched row address have priority over reads which have
a different row address portion. In a second mode, read accesses are always given
priority over posted writes. Depending upon the mix of addresses, different applications
will set the mode bit to select either the first mode/ or the second mode in accordance
with which mode provides the optimal overall execution time for a particular
application. Empirical run-time tests can be performed on various applications to
determine which mode is preferable for particular applications.

If no posted write has a row address portion matching the current latched row
address, then the row address portion of the requested read access is compared to the
row address portion of all the posted writes. If the row address portion of the requested
read access is different from the row address portions of all the posted writes as
indicated by the entry "NEW (DIF)" in the second row 302 of the table 300, then the
read access is selected as the next access. On the other hand, if the row address portion
of the requested read access does match the row address portion of one or more posted
writes, then the earliest posted write is applied as the next access. This decision is
made in order to assure that a read access to a recently written data location which may
still be posted in the posted write buffer 204 receives the correct data. As discussed
above, the timing generator and buffer controller 204 may include logic (not shown)
which supplies data posted in the posted write buffer 204 as output data when the read
request is directed to a location having a posted currently stored in the posted write
buffer 204.

As illustrated in the fifth line 305 and in the sixth line 306 of the table 300,
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when the row address portion of the read access request matches the latched row

"address portion, the read access will be performed as the next access when the posted

write buffer 204 is empty (line 305) or the posted write buffer 204 only contains posted
writes to locations having row address portions different from the current latched row
address portion. Thus, the speed advantage of not having to change the row address
between accesses is obtained.

As illustrated in the seventh line 307 of the table 300, when the row address
portion of the requested read access and the row address portion of one or more posted
writes matches the current latched row address portion, then the earliest matching
posted writes is selected as the next access.

The foregoing process is repeated at the end of each current access to determine
which of the requested read access and posted writes will be selected as the next access.
It should be understood that the timing generator and write buffer controller 206
includes logic to determine when the posted write buffer 204 is full such that one or
more of the posted writes may be selected as the next access to the DRAMs 135
regardless of the results of the comparisons of the row address portion of the read
access and the current latched row address portion.

It can be seen from the foregoing description that the embodiment represented
by the table 301 has a residual read latency when the row address portion of the
requested read access and the row address portion of one or more posted writes match.
However, although the read access may be to the same DRAM row, there is a
substantial probability that the read access may be to a different column within the row.
In such a case, it is not necessary to store the posted write data in one column prior to
reading data from the different column. Thus, if the comparison between the read
access address and the posted write addresses is extended to the column address portion,
a number of conflicts can be avoided such that the read access can be completed prior
to the posted writes. For example, by comparing one bit of the column address portion
of the requested read access and the posted writes, the probability of a conflict within
the same row can be reduced to approximately 50%. Each additional bit compared
further reduces the probability of conflict; however, a comparator must be provided for :
each additional bit for each of the posted writes. A tradeoff can be made between the
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additional logic required for the comparisons and the probable reduction in read latency
provided by each additional bit.

A table 310 in Figure 10 illustrates the alternative selections for the next DRAM
access when the comparison of the read request to the posted writes is extended into
the column address portion as just discussed. The table 310 is similar to the table 300
with row 311 of the table 310 corresponding to the row 301 of the table 300 and so
forth; however, the operation of the alternative embodiment with respect to the row 312,
the row 313 and the row 317 are different, and a new row 318 has been added.

In the second column of the row 312 and the row 313, the entries "NEW (DIF)"
and "NEW (SAME)" now refer to the extended comparison wherein the row address
portion of the requested read access and the row address portion of each posted write
are compared as before; however, a selected bit or bits of the column address portions
of the requested read access and the posted writes are also compared. Thus, a posted
write to a new row address will be selected over a requested read access to a new row
address only if the row address and the selected bit or bits of the column address are
the same. Otherwise, the requested read access will be selected as the next access.

In the row 317 and the row 318, when the requested read access and one or
more posted writes have row address portions which match the latched row address
portion, the selection of which access to apply as the next access is determined by
further comparison of the selected column bit or bits. As illustrated in the row 317, if
the row address portions are the same and the selected column bit or bits are different,
then the read access is selected as the next access in the same DRAM row as the
current access, thus reducing the read latency time. On the other hand, as illustrated
in the row 318, if the row address portions are the same and the selected bit or bits of
the column address portions are also the same, then the earliest posted write having the
same row address portion and the same selected bit or bits of the column address
portion is applied as the next éccess to the DRAMs 135.

The tables 300 and 310 illustrate the selections between read accesses and write
accesses. A table 320 in Figure 11 illustrates further detail of selections between posted
write accesses in accordance with whether any of the posted writes are directed to the

same row as the current access. The table 320 comprises four entry rows 321, 322, 323
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and 324. A first column in each of the rows 321-324 indicates whether the posted write
buffer includes at least one posted write access directed to the same row as the row
address portion of the current access (e.g., a page hit). A second column in each of the
rows 321-324 indicates whether the posted write buffer 204 includes at least one posted
write access directed to a row different from the row address portion of the current
access (e.g., a page miss). A third column indicates which write access is selected as
the next write access from the posted write buffer 204.

As illustrated in the first row 321, when no posted writes to either the current
row or to a new row are present, no write access will be performed. As illustrated in
the second row 322, when posted writes to one or more new rows (e.g., page misses)
are present but no posted writes are present for the current row, then the next write
access will be performed to a new row and the oldest posted write will be selected for
the next write access. As illustrated in the third row 323, when at least one posted
write to the current row (e.g. a page hit) is present, then the next write access will be
performed to the current row and the oldest posted write to the current row will be
selected for the next access. As further illustrated in the fourth row 324, even if a
posted write to a new row is present which is older than the posted writes to the current
row, the posted writes to the current row will be given priority and the next write
access will be performed to the current row. The oldest posted write to the current row
will be selected for the next write access.

Implementation of the embodiments of Figures 8-11 require a non-conventional
posted write buffer 204 because the posted writes are not necessarily output from the
buffer in the same order in which they are stored in the buffer. Thus, a conventional
first-in/first-out (FIFO) buffer cannot be used. Keeping track of the locations of the
active posted writes when the posted writes can be removed out of order and comparing
the row address portions and selected bits of the column address portions is performed
by the comparison and pointér logic 230 within the timing generator and buffer
controller 206. The comparison and pointer logic 230 is illustrated in more detail in
Figures 12-16.

Figure 12 illustrates an overall block diagram of the comparison and pointer |
control logic 230 and also illustrates additional detail of the posted write buffer 204.
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The posted write buffer 204 comprises a buffer array 400 which comprises a plurality
of buffer locations, which, in the preferred embodiment, comprises four locations 401-
404. Each of the buffer locations 401-404 provides storage for a plurality of data bits
(e.g., 32 bits), a plurality of address bits (e.g., addresses AD2-AD21), and a ready
(RDY) bit. The posted write buffer 204 is preferably a dual-port buffer which provides
independent addressing capabilities for data writes and data reads. In addition, the data
within the write buffer 204 are provided as output data directly to the comparison and
pointer control logic 230, as described below. For example, the posted write buffer 204
illustrated in Figure 12 includes a read select circuit 410 responsive to an output pointer
from the comparison and pointer control logic 230 to select the data in one of the buffer
locations 401-404 as the output data from the posted write buffer 204. The read select
circuit 410 is advantageously a 1-to-4 decoder, for example. Alternatively, the output
pointer may be used to address an output multiplexer (not shown).

The posted write buffer 204 also includes a write select circuit 412 which
generates a write signal to a selected one of the buffer locations 401-404 in response
to an input pointer and a buffer write signal from the comparison and pointer control
logic 230. When the buffer write signal is activated, write select circuit 412 decodes
the input point and writes the data and address information and the ready signal on the
input to the buffer array 400 to the decoded buffer location 401-404.

As illustrated in Figure 12, the address portion of each buffer location 401-404
is further apportioned as a row portion (e.g., ROW0, ROWI1, ROW2, ROWS3,
respectively) and a column portion (e.g., COLO, COL1, COL2, COL3, respectively).
The respective ready bits are similarly identified (e.g., RDY0, RDY1, RDY2, RDY3,
respectively).

The comparison and pointer control logic 230 comprises a pointer control logic
portion 420 and a plurality of comparators 430-438. The comparators 430-433 are read
comparators which compare thc row address portion and selected bits of the column
address portion of the read request on the system bus 125 with the address portions and
selected bits of the column portion of each of the posted writes in the buffer array 400.
For example, the comparator 430 compares the row address portion and selected column °
address portion of the read request with ROWO and selected bits of COLO from the
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buffer location 401. The output of the comparator 430 is a match signal (MATCHO0)
which indicates that the read request is directed to the same row address and possibly
the same column address as the posted write stored in the buffer location 401. (If the
comparator 430 is expanded to encompass all the column bits, then the comparator 430
can determine an exact match.) In like manner, the comparators 431, 432 and 433
provide respective MATCH1, MATCH2 and MATCH3 outputs to indicate matches
between the posted writes in the locations 402, 403 and 404, respectively.

The comparator 434 receives the row address portion of the current read request
and the latched row address from the row address latch 220 (Figure 8). The comparator
434 outputs an active READ HIT signal when the two row address portions are
identical to indicate that the read access request is directed to the currently open
memory page (i.e., the currently accessed row of the DRAMs 135).

The comparator 435 receives the row address portion (ROWO0) from the buffer
location 401 and the latched row address portion from the row address latch 220. The
comparator 435 provides an active HITO output when the two row address portions are
the same. Similarly, the comparators 436-438 provide respective HIT1, HIT2 and HIT3
outputs in response to a comparison between the latched row address and the ROW1,
ROW2 and ROW3 signals, respectively. In alternative embodiments, the MATCH and
HIT comparators can be time multiplexed to reduce the total amount of hardware
required.

The MATCHO, MATCHI1, MATCH2, MATCH3, READ HIT, HITO0, HIT],
HIT2 and HIT3 signals are provided as inputs to the pointer control logic 420 along
with the RDY0, RDY1, RDY2 and RDY3 signals. The ready signals are combined
with the match signals and the hit signals so that the pointer control logic 420 is
responsive. only to hits and matches to posted writes which have not yet been written
to the DRAMs 135. Thus, after storing the data associated with a posted write, only
the respective ready signal neéd be cleared to disable the respective hit and match
signals.

The pointer control logic generates a read select output signal on a line 450 to
control the read/write address multiplexer 210. The read select output signal is

activated when a read hit occurs and the read access is selected in accordance with the
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table 310 in Figure 10, as described above. The detailed logic diagrams or logic
equations for generating the read select output signal based upon the table 310 will not
be described herein as the generation of such logic diagrams or logic equations is well
within the purview of a person skilled in the art.

As discussed above, in order to reduce the latency of the memory subsystem 120
of the present invention, it is necessary to have the capability of transferring data from
the posted write buffer 204 to the DRAMs 135 in an order different than the order in
which the data are received from the system bus 125. Thus, a conventional FIFO
buffer cannot be used. Furthermore, by transferring data out of order, "holes" are left
in the posted write buffer 204 which must be taken into consideration when selecting
the next posted write to transfer to the DRAMs 135. Finally, as discussed above, when
two or more posted writes are directed to the same memory row, it is necessary to
transfer the data in the order in which they are received in order to make sure that later
data directed to the same column overwrites earlier data and not vice versa.

Figure 13 illustrates a high level functional representation of the posted write
buffer 204 to aid in understanding how the pointer control logic 430 of Figure 12
operates. The buffer 204 is a four-entry queue; however, a larger queue (i.e., buffer)
can readily be implemented in accordance with the present invention. The queue 204
is similar to a FIFO in some respects; however, the queue 204 allows entries to be
inserted and removed in any order, not just from the ends of the queue. The queue 204
utilizes pointers to fixed entry positions within the array in a manner similar to that of
a standard FIFO; however, unlike a standard FIFO, the queue 204 does not utilize a fill
count to keep track of which entry is available for storage. Instead, an entry-ready bit
is provided for each storage location (referred to as the RDY bits in Figure 13).

Pointers into the queue structure and the respective entry-ready bits for each
position define the state of the queue. A pointer is pointing to a particular position if
the pointer holds the respective position number shown to the left of each position in
Figure 13. In Figure 13, entry positions 1 and 2 are shown as having queued entries
(i.e., posted writes which have not been transferred to the DRAMs 135) and positions
0 and 3 are shown as being empty (i.e., any posted writes previously in those positions |
have already been transferred to the DRAMs). Thus, the entry-ready bits are set (e,
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have a value of 1) for positions 1 and 2 and are cleared (i.e., have a value of 0) for
positions 0 and 3).

An input pointer points to the next available empty slot in the queue. The entry
pointer is valid if the corresponding entry ready bit is not set (i.e., 0). Otherwise, if the
entry ready bit is set (i.e., 1), the input pointer is invalid because the position is already
occupied.

An output pointer points to the queue entry current being processed or about to
be processed. The output pointer is valid if the entry ready bit at the corresponding
position is set (i.e., 1) and is invalid if the entry ready bit is not set.

The base entry pointer generally points to the oldest unprocessed entry in within
the queue structure. The base entry pointer is not used to directly access the queue
structure, but is used to generate the input pointer and the output pointer, as described
below.

The pointers described herein are two-bit pointers encode the four positions of
the queue. If additional queue positions are provided, additional bits will also be
needed in the pointers.

When the queue 204 is empty, all the entry ready bits are inactive, and the input
pointer, the output pointer and the base entry pointer all point to the same position in
the queue.

When the queue 204 is processing entries in the order in which they are
received, the queue functions like a conventional, pointer-based FIFO with the base
entry pointer and the output pointer always pointing to the same location. In other
words, the next posted write to transfer to the DRAMs 135 will be the oldest entry
indicated by the base entry pointer. A new entry can be placed in the queue if the input
pointer is pointing to a location which has an inactive entry ready bit. If the input
pointer has progressed such that it points to the same position as the base entry pointer,
no further entries can be acccpfed. Each time a new entry is stored in the queue, the
entry ready bit of the position where the entry is stored is set and the input pointer is
moved to the next higher storage position number. The pointers count modulo-4 such
that when a pointer is incremented from a value of 3 (i.e., binary 11), the next value
will be 0 (i.e., binary 00). In other words, the pointer wraps around from 3 to 0.
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Entries are removed from the queue at the position indicated by the output
pointer. After an entry is removed, the entry ready bit is reset, and the base entry
pointer and the output pointer are both incremented, wrapping to 0 if the removed entry
was in location 3.

When an entry is removed from the queue in an order different from the input
order, holes are formed in the queue. The entry ready bits define where the holes are.
The queue is initialized by setting all the entry ready bits to an inactive state. The entry
ready bits are accessed as an array (entry ready array) with the bit number within the
array being the same as the position number of an entry in the queue structure. Queue
entries can be added or removed from the queue by setting or clearing the respective
entry ready bits.

In order to allow the entries to be removed from the queue in a different order
than they are stored, the output pointer is allowed to move independently from the base
entry pointer. The position number indicated by the output pointer is selected based
upon a priority scheduling function defined for the queue. The priority scheduling
function is selected for the particular application for which the queue is intended. The
priority scheduling function of the output pointer for the present invention will be
described herein.

The pointer control logic 230 is a state machine which determines the next state
of the queue 204 (i.e., the next input pointer, the next output pointer and the next base
pointer). The next state of the queue 204 is a function of the current base entry pointer
and the current entry ready bits, and is also a function of the priority scheduling
hardware, which, in the case of the present invention, includes the outputs of the hit
comparators.

The base entry pointer will change only when the output pointer points to the
same position as the base entry pointer and the entry at that position is removed by
transferring the data to the DRAMs 135. If the entry at the next queue position has
already been removed, logic is required to jump over that "hole." In particular, as
illustrated in Figure 14, the entry ready array (RDY3, RDY2, RDY1, RDYO from the
buffer array 400) is applied to the inputs of a four-bit barrel shifter 500 which is
controlled by the two-bit value (B1, B0) of the current base entry pointer 502. The
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inputs to the barrel shifter are circularly shifted right (i.e., rotated right) by an amount
equal to the value of the current base entry pointer. For example, if the current base
entry pointer has a value of 2, the entry ready array will shift to the right two places,
with the two least significant bits of the inputs to the barrel shifter 500 becoming the
two most significant bits of the output of the barrel shifter 502. A priority encoder 504
selects the bit number of the first active entry ready bit found in the rotated output.
This bit number is then added to the current base entry pointer in a modulo-4 adder 506
to obtain the next base entry pointer. The next base pointer becomes the current base
pointer when the next data are written out to the DRAMs 135 is illustrated by the write
signal clocking the current base entry pointer.

The foregoing can be understood by the following example in which the current
base entry pointer is equal to 1 and the entry ready array is equal to 1011 (i.e.,
RDY3=1, RDY2=0, RDY1=1 and RDY0=1). Thus, entries exist in positions 3, 1 and
0 and a hole exists at position 2. Removing the entry at position 1, changes the entry
ready array to 1001. When right rotated one bit (the value of the current base entry
pointer), the output of the barrel shifter 500 is 1100. The first active entry from the
right is bit 2. Adding 2 to 1 (modulo-4) results in a value of 3 for the new base entry
pointer, thus skipping over the hole.

As illustrated in Figure 15, one or more priority scheduling functions may be
used to screen the entry ready array for the next task to process. The output pointer is
formed by AND’ing the entry ready array with a priority screen mask comprising, in
the present invention, the hit bits (HIT3, HIT2, HIT1, HITO from the comparators 435-
438 in Figure 12) in a plurality of AND gates 521-524, as illustrated in Figure 15. The
masked outputs of the AND gates 521-524 are provided as respective first inputs to
corresponding two-to-one (2:1) muitiplexers (MUXes) 525-528. The respective second
inputs to the 2:1 multiplexers 525-528 are connected to receive the ready bits (RDY3,
RDY2, RDY1, RDYO0), respectively. The masked outputs of the AND gates 521-524
are also provided as inputs to a four-input OR gate 529 which provides an active
ENTRY RDY & PAGE_HIT output whenever one or more of the masked outputs of
the AND gates 521-524 are active. In other words, the OR gate 529 will provide an
active ENTRY_RDY & PAGE_HIT output whenever at least one of the active posted
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write entries is directed to the currently accessed row as indicated by its ready bit and
its corresponding hit bit both being active. The ENTRY_RDY-&-PAGE _HIT output
of the OR gate 529 is provided as the select input to each of the 2:1 multiplexers 525-
528. When the select input is active, the masked outputs of the AND gates 521-524
are selected as the outputs of the multiplexers. Thus, only the multiplexers
corresponding to entries having both an active entry bit and an active hit bit will have
an active output. Therefore, the generation of the output pointer, described below, will
be based only upon entries having page (i.e., row) hits and the oldest active entry with
a page hit will be selected. On the other hand, if none of the active entries has an
active hit bit, then the output of the OR gate 529 will be inactive to cause the 2:1
multiplexers 525-528 to select the unmasked ready bits. Thus, the output pointer will
be generated based upon all the active entries and the oldest active entry will be
selected.

The outputs of the 2:1 multiplexers 525-528 are provided as the inputs to a
barrel shifter 530. The barrel shifter 530 operates in a similar manner to the barrel
shifter 500 in Figure 14 in response to the current base entry pointer. The shifted
outputs from the barrel shifter 530 are provided as inputs to a priority encoder 532
which selects the bit number of the first entry ready bit from the right of the rotated
output. This bit number is added to the base entry pointer in a modulo-4 adder 534 to
generate the new output pointer (illustrated as a block 536).

The foregoing can be illustrated by the following example in which the base
entry pointer is 3, the entry ready array is 1101 and the priority screen mask (i.e., the
hit bits) are 0111 to indicate that only the row address portions in the positions 2, 1 and
0 match the latched row address portion and thus have a higher priority than the entry
in the position 3 which does not match the current row address portion. And’ing the
entry ready bits with the hit bits (i.e., 1101 AND 0111) results in an input 0101 to the
barrel shifter. Rotating the input of the barrel shifter by 3 results in a barrel shifter
output of 1010. The bit number of the first active bit from the right is 1. Adding this
bit to the base entry pointer (modulo-4) results in a value of 0 (1+3=4(modulo-4)=0).
Thus, for this example the new output pointer is 0 to point to the location of the

"oldest" posted write having the same row address portion as the current latched row
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address, thereby skipping over an older posted write which does not have the same row
address portion as the current latched row address.

It should be understood that if there are no page hits, the foregoing process
operates in the same manner except that all active entries are provided as inputs to the
barrel shifter via the multiplexers 525-528, and the output pointer will thus point to the
oldest posted write irrespective of its row address.

As illustrated in Figure 16, the next input pointer is formed by right rotating the
entry ready array by the value of the base entry pointer in a barrel shifter 550. The
right shifted outputs are applied as the inputs to a priority encoder 552 which, in this
particular case, selects the left-most (i.e., highest priority) active bit and generates an
output value representing the position of the selected bit. The output of the priority
encoder 552 is added to a value of 1 in a modulo-4 adder 554, and the resulting sum
is added to the value of the current base entry pointer in a modulo-4 adder 556. The
output of the modulo-4 adder 556 is the new input pointer, as illustrated by a block
558.

The foregoing can be illustrated by the following example in which the base
entry pointer is 1 and the entry ready array is 1010. Right rotating the entry ready
array by one generates an output of 0101 from the barrel shifter 550. The priority
encoder 552 generates an output of 2 to represent the left-most active bit in position 2.
Adding the value of 2 to a value of 1 generates a sum of 3, which, when added to the
value of the base entry pointer (i.e., 1 in this example), generates a sum of 4(modulo-4),
which generates a final value of 0. Thus, the next input entry will be placed in position
0, skipping over the hole in position 2.

The queue control logic described in connection with Figures 14, 15 and 16 are
preferably implemented in an ASIC to form the structure of the pointer control logic
420 of Figure 12.

Although described above in connection with the present invention for a posted
write buffer, it should be understood that the queue control logic described herein can
be used in other applications.

Although described above in connection with particular embodiments of
the present invention, it should be understood the descriptions of the embodiments are
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illustrative of the invention and are not intended to be limiting. Various modifications
and applications may occur to those skilled in the art without departing from the true
spirit and scope of the invention as defined in the appended claims.
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WHAT IS CLAIMED IS:

1. A memory controller which controls a dynamic random access memory

(DRAM) system which receives a plurality of write access requests having respective

addresses and associated data to be written to said DRAM system at said addresses,

each of said write addresses having a row address portion and a column address portion,

said memory controller comprising:

a buffer having a plurality of locations which temporarily store said write
addresses and associated data for each of said write access requests until said
data can be written to said DRAM system, said stored addresses and data being
maintained in said buffer in an order corresponding to an order in which said
write access requests are received; and

an access sequence control circuit which selects address and data
associated with one of said plurality of write access requests as a next access to
said DRAM system, said access sequence control circuit comprising:

a comparator which compares said row address portion of each
of said stored addresses with said row address portion of a current access
and identifies write access requests having respective row address
portions identical to said row address portion of said current access; and

an access selector circuit responsive to said comparator which
selects one of said identified write access requests as a next access to
said DRAM system before selecting a non-identified write access request
having a row address portion different from said row address portion of
said current access, said selection of said one of said identified write
access request being made even if said non-identified write access

request was made prior to said identified write access request.

2. The memory controller as defined in Claim 1, wherein:

said memory controller receives a read access request having a read
address, said read address having a row address portion and a column address
portion;

said comparator compares said row address portion of said read address

and identifies whether said row address portion of said read address is directed
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to said row address portion of said current access; and
said access selector circuit selects said read access request as a next

access prior to selecting said non-identified write access request as a next access.

3. The memory controller as defined in Claim 2, wherein:

said comparator further comprises logic which compares at least a portion
of said column address portion of said read address with a corresponding portion
of said column address portions of said plurality of write addresses in said
buffer; and

said address selector circuit selects said read access request before any
write access request when said row address portion of said read address is
identical to said row address portion of said current access and said portion of
said column address portion of said read address is different from said
corresponding portions of said column address portions of said identified write

access requests.

4, A method for controlling access to a dynamic random access memory

(DRAM) system having a plurality of memory storage locations, wherein said DRAM

system is accessed by applying a row address to said DRAM system and then applying

a column address to said DRAM system, said DRAM system providing access to a

plurality of locations having the same row address by changing only the column address

between accesses, said method comprising the steps of:

storing an address and associated data for each of a plurality of write
access requests in a buffer, each address of said plurality of access requests
comprising a row address portion and a column address portion, each address
and associated data stored in an order in which said memory controller receives
said access requests;

performing a first access to said DRAM system at a first row address
and a first column address;

comparing said first row address portion with said row address portion
of each access request stored in said buffer;

when at least one access request in said buffer has a row address portion

identical to said row address portion of said first access, selecting as a second
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access to said DRAM system an earliest received access request of said at least
one access request having a row address portion identical to said row address
portion of said first access, said at least one access request having an identical
row address portion being selected before earlier access requests having non-
identical row address portions; and

when no access request in said buffer has a row address portion identical
to said row address portion of said first access, selecting an earliest received

access request in said buffer as said second access.

5. The method as defined in Claim 4, further comprising the steps of:
comparing a row address portion and at least one bit of a column address
portion of a read access request to row address portions and a corresponding bit
of column address portions of said plurality of write access requests in said
buffer; and
when said row address portion of said read access is identical to a row
address portion of at least one of said write access requests:
performing said read access prior to said write accesses having an
identical row address portion when said corresponding bits of said
column address portions are different; and
performing a write access prior to said read access when said at
least one bit of said column address portion of said read access is
identical to said at least one bit of said column address portion of one of

said write accesses.

6. A method of selecting a next access in a dynamic random access memory

(DRAM) system having posted write requests to said DRAM system, wherein at least

one of said posted writes has an address directed to a storage location having a row

address identical to a row address of a current access to said DRAM system and at least

one of said posted writes has an address directed to a storage location having a row

address different from said row address of said current access, said method comprising

the steps of:

selecting an earliest received write access having an identical row address

as a next access, prior to selecting any write access having a different row
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address; and
when no write access has an identical row address, selecting an earliest

write access having a different row address as a next access.

7. A buffer circuit which permits data to be received in a sequential order
and stored in a plurality of locations in said buffer circuit and which permits said data
to be output from said buffer circuit non-sequentially, said buffer circuit comprising:

an input pointer which identifies a next empty one of said locations to
receive a next data input;

an output pointer which identifies a next full one of said locations as a
source of a next output; and

a pointer control circuit which controls said input pointer and said output
pointer independently, said pointer control circuit including a priority scheduler
responsive to a predetermined characteristic of said data to select one of said full

ones of said locations as said source of said next output.

8. The buffer circuit as defined in Claim 7, wherein said data includes
addresses which identify storage locations in a dynamic random access memory
(DRAM) system, and wherein, said predetermined characteristic of said data comprises
a result of a comparison as to whether row address portions of said addresses are
identical to row address portions of a currently accessed storage location in said DRAM

system.



WO 96/30838 PCT/US96/03877

1/13

100
170 e
CPU
MODULE | -
—773
sr5— BRI
CACHE
125
. T 4 3
/ SYSTEM_BUS J\
(
120
I_ ——————— den o —— — — — — — — — —— — —

|
735

| g |
[ LLL - MEMORY i
: DRAM < CONTROLLER l|
| |
| |
| |

L MEMORY SUBSYSTEM



PCT/US96/03877

WO 96/30838

||||||||||||||||||||||||||||| J
i 4ITIONINOD AMOWIN | ;
_ | 25/ |
_ | _
_ -
! 4OLVYINIO ONIAIL | WA
“ IMSVISVW 30 ! f say |
_
_ 0 | os/
Sl R /7 o7t i % "
| 19/ — ¥300930 | 1 _
L1~ 3oNvy K 1£av-02av
N Yy ! ss3aav | | _
8/~ r{w o ¥ ! %.Q\D _ “
30— | _ \
C 6VN—OVN m_wu 43 1Zav-2av
o Avda | s ¢ " |
S _
#51 _ |
. T zr1= | |
[ ] — " —
_
“ 991~ _ | |
I | _
_ 434408 | — _
S _ lsan-00n Yy viva K__tsa-0a ! >
oct ] ndmo |
. 1 /LNdNI " Py
Z 914 *t 2 | §z1-"



PCT/US96/03877

WO 96/30838

7777777777778 ¥4 Gk Y zzzzzzz: Na

1n0g

3LVIS-IdL |
N RE

77777700
7777772 7 +30
/ \ +SVO
A\ / \ WSV
MOY NRM00 Y0k wos X, 8V
—{Viva QInVA ) TP 1n0g
N Vo AR
777777707 7777772 *30
v \ +SY2
A Ve \ VSV

MOY

NRWI00_ WK mos X, 4aav

LAV S0l

v old

(LAY A0

¢ 9l

SUBSTITUTE SHEET (RULE 26)



PCT/US96/03877

WO 96/30838

VIVG VA )—rreer—((VIVD OVA FTOT= 1nog

7777777277772 L7722\ [z 3N
/ /" +SVD

____/ ) W

77222X ), LTI ), SN /) S /A
vivd_QIvA ) — STVieTL(Yva_arvA ) T 1noq
L7777 77 7000000z 2z L7770z 3

\ _/ \ +SVD

\ / | WY

NAN10D

N, LR, LI VL 7/




PCT/US96/03877

WO 96/30838

5/13

_ _
_ _
| \.Nh.\ |

“ YITIONINOD O4ld ® ~ y WY

_ W sos 30 YOLVYINI9 ONINIL - 9 —
_ I &6/~ Jy300903a|!

_ v r6/ A Jonvy Kisav-0zay
_ 99/ ~N | ss3yaav||
‘ _
L b ¥OLVIVJIWOD
ﬁ Iy 1 ® HOLV1 ¥ b |
SEI— _ S MOY K .y
im0 u| | XN W _
30 [—1 XNW e ss3AaAv
- Kevn-ovn | 100 K __tzav-zav | 3LiEM <izav-zav Zav-cav

WV | /Moy /avay 04l _ ¢
_ u._._~_>> _

| | &84 061~ @3lsod L2
. _
.. _
1 — _
| | 78/ '
_ 30 _
| |

¥344n8
rd ISON-00N A 1nd1no KU lca-0d >
08/ \” viva “ v

. /) | 964
N 0\ I-\ 28/ | Z61- _
L e e e e e —————— e ———————— J

SUBSTITUTE SHEET (RULE 26)



PCT/US96/03877

WO 96/30838

'Illlllll“ll(lll“llllll‘lll‘l

T T _
“ N_udoEzoo AOWIN )~ o “
_ ¥3TIONINOD ¥3ddng ® | _OI90T = £ 73
_ HOLVYINID ONINIL | ¥3LNlod B 05/ _
— 3M SYD N 30 I Zom_w_<n=zoo -— ! mQ<
_ ? . I &/ ~Ju3a0030a|!_—
| 39Nvy K1£0V-020Y
_ 902 os¥ SS3¥AAY||
_ 022 \l
L Nhovl g0z~ D 1
....l_...ﬁci.ﬁi._ e MOY S —/ ! e
_ _
SE2. s V.
~N. *o ¥ ! XN “ M
o | ss3yaav —
¢ VN—0oVN| XMW K 120v-2av] 3LIEM {lzav-zav lzav-cav_ =~
- Wvia _ 109 Jav3y ¥344ng : ¢ m
< V| A /mod 4 LM _ =
| |z /)74 a31sod | F5Y &
o , |
. _
“ _ _ roz~ __
“ 30 __ w
SON—00N | ¥344Nn8 lca-00 ) |
%w\ . —1 1nd1Lno - u
4 vivd |
A /| /] | 95/
294 202 | /204 _
: -~

llllllIlllIl‘llll\lllllll‘ll‘ll‘ll“lllll



WO 96/30838

7/13

PCT/US96/03877

J00
e

FIG.9

READ ROW WRITE ROW ACCESS

NEW EMPTY READ NEW 307
NEW NEW (DIF) READ NEW 302
NEW NEW (SAME) WRITE NEW 353
NEW CURRENT  WRITE CURRENT [~— 304
CURRENT EMPTY "READ CURRENT [—J305
CURRENT NEW READ CURRENT [—J306
CURRENT CURRENT WRITE CURRENT — 307

NEXT ACCESS SELECTION
37

FIG. 10 "
READ ROW WRITE ROW ACCESS

NEW EMPTY READ NEW 57/
NEW NEW (DIF) READ NEW 50
NEW NEW (SAME) WRITE NEW 373
NEW CURRENT WRITE CURRENT F—374
CURRENT EMPTY READ CURRENT [—J75
CURRENT NEW READ CURRENT [—J376
CURRENT CURRENT (DIF) READ CURRENT (——-377
CURRENT CURRENT (SAME)| WRITE CURRENT 378

ALTERNATIVE NEXT ACCESS SELECTION

WITH COLUMN BIT(S)



WO 96/308
. PCT/US96/03877

8/13

320

-

ENTR}’c RDY ENTRY RDY

&
oace HT? | PAGE Miss? | NEXT ACCESS

NO NO NO WRITE ACCESS T 327
NO YES WRITE OLDEST ENTRY T—322

WRITE OLDEST |
YES NO CURRENT ROW ENTRY T 325
vES VES WRITE OLDEST ]

CURRENT ROW ENTRY | 24

WRITE ACCESS SELECTION

FIG. 11



WO 96/30838 PCT/US96/03877

________ _4,25
FIG. |2 (" “sysTem BUS )
\ i
L00 204
r——————-"-" - f“.‘f ----- '/————1
| 210 — 404 a7z |
: Y _,—PFATASIROWS coLs RDH‘"‘_ L2 {
— 403
l READ DATAZ‘RQWZ COL2|RDY2 :‘;—0; Svgl!-g ET :
SELECT — c
| ———>|om1 rows!coLt | Rove f<+— |
| - Py |
7N : i
| I"iDATAO ROWO! COLO | ROYO| 407 l
I B T e ] I I
“WRITE_ADDRESS S
11
“WRITE_DATA S
(1]
=
230 &
rl-———————- [______} i
L OUTPUT POINTER |1 &
| =]
LATCHED ROW | __— %% %20 | || %
T —{HIT3 | :
437
W = = ﬁﬁz POINTER i
ST | — TTadd CONTROL |[INPUT POINTER 4;50
= LOGIC |
ROW1 T 435 READ SELECT
ROWO ' _— 454 «——+— RDY2
_ |READ HIT —~—t— Sgﬁ
- 433 YO
READ ROW I —(WATCH3 |
ROW3/COL3 — 432 |
/ !': — [MATCH2 |
ROWz/coL2|| | — 7 {
—{MATCH1 |
— 430 |
ROw1/coLt|| = ﬂTCHo |
ROWO/COLO | |

| COMPARISON & POINTER LOGIC |

SUBSTITUTE SHEET (RULE 26)



WO 96/30838 PCT/US96/03877

10/13

/204
LOCATION ENTRY DATA ENTRY—READY
NO.
3 PROCESSED ENTRY 0 <« INPUT POINTER
2 QUEUED ENTRY 1
1 1 «—— OUTPUT POINTER
QUEUED ENTRY e BASE ENTRY
0 PROCESSED ENTRY 0 POINTER

FIG. I3



WO 96/30838

11

: ENTRY READY ARRAY :
| |
(RDY3 RDY2 RDY1 RDYO,

/13

PCT/US96/03877

S00 /502
L CURRENT
BARREL SHIFTER 80 BASE ENTRY
POINTER
l 504
l l lf’ WRITE
PRIORITY
(LEAST)
P1 PO
506
MODULO-4 -~
ADDER -
NBll NBOl P
NEXT
BASE ENTRY
POINTER

FIG.

14



WO 96/30838 PCT/US96/03877

12/13
RDY3 RDY2 RDY1 RDYO HIT3 HIT2 - HITt  HITO

et ===}

_____.___f—————--—'-—— 529

525 526 527 528
4 /£ /£ 4

MUX MUX MUX MUX
l -l _l —l 1ENTRY_RDY & PAGE_HIT

R
NG

530
T i g 502
- CURRENT
BARREL SHIFTER BO BASE ENTRY
POINTER
Y l + { 532
PRIORITY
(LEAST)
P1 PO
534
MODULO-4 ~
ADDER I

OP1 l OPOl 536

OUTPUT POINTER

FIG. I5



WO 96/30838

13/13

RDY3 RDY2 RDY! RDYO

BARREL SHIFTER

PCT/US96/03877

L 4

550 S0z
B CURRENT
80 BASE ENTRY
POINTER
552

PRIORITY
(GREATEST)

P 11 POl 54
/

MODULO-4
ADDER -~ +1
T
MODULO—-4 -~
ADDER .
l l 558

INPUT POINTER

FIG. 16



INTERNATIONAL SEARCH REPORT International application No.
PCT/US96/03877

A. CLASSIFICATION OF SUBJECT MATTER
IPC(6) :GO6F 12/02
US CL :395/432, 481, 494
According to International Patent Classification (IPC) or to both national classification and IPC

B.  FIELDS SEARCHED

Minimum documentation searched (classificution systen followed by classification symbols)

U.S. . 395/432, 481, 494, 483, 484, 485

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic data base consulted during the mternational scarch (nane of data base and, where practicable, search terms used)

APS, Derwent
search terms: buffer, queue, register, DRAM, dynamic RAM, RAS, row address, CAS, column address, page mode,
posted write buffer

C. DOCUMENTS CONSIDERED T BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
X US, A, 5,022,004 (KURTZE ET AL) 04 JUNE 1991|1, 2,6

---- (04.06.91), column 1, lines 42-54, column 3, lines 1-23, | ----=-------

Y column 4, lines 1-14 and 20-27. 3-5,7,8

Y US, A, 5,379,379 (BECKER ET AL) 03 JANUARY 1995| 3-5, 7, 8
(03.01.95) column 1, lines 42-47, column 2, lines 13-23 and
38-47, column 9, lines 1-8, column 11, lines 1-11, column
12, lines 19-35, column 13, lines 16-21 and 33-53.

Y US, A, 4,538,226 (HORI) 27 AUGUST 1985 (27.08.85)| 7, 8
column 5, lines 32-42.

A US, A, 4,429,375 (KOBAYASHI ET AL) 31 JANUARY 1984 | 1-6
(31.01.84).

Further documents are listed in the continuation of Box C. D Sce patent family annex.

hd Special calegories of cited documents: . e later docwnent published after the intermational filing date or priority

eae . . L date and not in contlict with the application but cited to urderstand the
A documcnldcﬁnmg the generad state of the st which is not considered principle or theary undertying the invention
to be part of purticular relevance
epe . . s °\" cume articul ce; claimed invention cannot be
E carlier doc L he - atter the e : ate X document of particular rclcvnm.e.‘lhe clair ] n
cunent published on or ater the mtemational filing date considered novel or cannot be considered to involve an inventive step
"Lt document which may throw doubts on priority cluim(s) or which is when the document is taken alone
cited to establish the publication date of another cntation or other | . . . .
special reason (as specified) Y document of particular relevance; the claimed invention cannot be
considered 1o involve an inventive stiep when the docwmnent is
*0* document referring 10 an ol disclosure, use, exhibition or other combined with one or :noce other such d such binati
meana being vbvious to a person skilled in the ant
"p* document published prior to the intermational fiting date but laer than < g+ document member of the sume putent family
the priority date claimed
Date of the actual completion of the international scarch Date of mailing of the international search report

13 JUNE 1996 0 1 du,_ 1996

Name and mailing address of the ISA/US Authorized office
Commissioner of Patents and Trademarks ;
Box PCT CONLEY B KiNG

Washington, D.C. 20231
Facsimile No.  (703) 305-3230 Telephone No. (703) 306-2799

Form PCT/ISA/210 (second sheet)(July 1992)w



INTERNATIONAL SEARCH REPORT International application No.

PCT/US96/03877

C (Continuation). DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

A US, A, 4,926,385 (FUJISHIMA ET AL) 15 MAY 1990 1-6
(15.05.90).

A US, A, 5,034,917 (BLAND ET AL) 23 JULY 1991 (23.07.91). 1-6

A US, A, 5,072,420 (CONLEY ET AL) 10 DECEMBER 1991 1-8
(10.12.91).

A US, A, 5,206,834 (OKITAKA ET AL) 27 APRIL 1993 1-8
(27.04.93).

A US, A, 5,226,139 (FUJISHIMA ET AL) 06 JULY 1993 1-6
(06.07.93).

A US, A, 5,247,355 (FREDERIKSEN) 21 SEPTEMBER 1993 1-6
(21.09.93).

A US, A, 5,247,643 (SHOTTAN) 21 SEPTEMBER 1993 1-8
(21.09.93).

A Us, A, 5,278,967 (CURRAN) 11 JANUARY 1994 (11.01.94). 1-8

A US, A, 5,325,499 (KUMMER ET AL) 28 JUNE 1994 (28.06.94). | 1-8

A US, A, 5,388,247 (GOODWIN ET AL) 07 FEBRUARY 1995 1-8
(07.02.95).

AE US, A, 5,479,635 (KAMETANI) 26 DECEMBER 1995 1-6
(26.12.95).

AE US, A, 5,485,589 (KOCIS ET AL) 16 JANUARY 1996 1-6
(16.01.96).

AE US, A, 5,487,049 (HANG) 23 JANUARY 1996 (23.01.96). 1-8

AE US, A, 5,524,220 (VERMA ET AL) 04 JUNE 1996 (04.06.96). 7-8

A US, A, 5,265,236 (MEHRING ET AL) 23 NOVEMBER 1993 1-6

(23.11.93).

Form PCT/ISA/210 (continuation of second sheet)(July 1992)»




	Abstract
	Bibliographic
	Description
	Claims
	Drawings
	Search_Report

