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possible views according to a trigger. Switching between plural cameras may be achieved automatically
according to such triggering event data, e.g. the score at a sporting event. Movable cameras 106 may be
provided to track selected event participants, such as players on a tennis pitch 102, providing data to
control the choice of images from static cameras 104. Data such as the location, speed or direction of
motion of a person may be used to determine the final video output 114 by mixer 110. Participants may
be tracked by use of keying. Also disclosed is a method for producing a video sequence comprising
providing a series of images at a resolution higher than that desired, deriving image portions or parts
from these images and outputting the image portions to create a video stream at the desired, lower

resolution.
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Automated Video production

This invention relates generally to video production, and particularly but not
exclusively to vision mixing. The present invention is particularly applicable in
the field of television sports coverage.

The demand for sports coverage is high, and it is increasingly desirable to
provide the viewer with a large number and wide range of televised sporting
events. The increasing number of channels and introduction of interactive
television has created further capacity and demand for televised sporting
events. A potential drawback to covering a large number of events is that a

correspondingly large number of camera operators are typically required.

The use of automated cameras in video production is already known, for
example from the applicant’s co-pending patent application No. GB 0305926.8
where it is proposed to provide a number of slave cameras which are
automatically controlled to point and focus at a desired point, based on the
parameters of a master camera, which might typically be manually operated.
Such a system can provide a number of different views of a given point in
space. In many sports however it is desirable to have shots of, for example,

two or more players concurrently.

It is therefore an object of the present invention to provide an improved
method of producing video coverage of an event from multiple camera

sources.

Accordingly, in a first aspect the invention comprises a method for producing
video coverage of an event comprising selecting a camera view from a
plurality of available camera views based on detection of at least one trigger

event and according to at least one trigger rule.

In this way appropriate views can automatically be selected by gathering data
from the event and responding to that data according to certain rules. Trigger

events and associated rules are determined depending on the event, and can
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suitably be formulated from a knowledge of the typical or a predicted

sequence of actions which comprise the event.

Preferably detection of a trigger event includes monitoring one or more
selected participants in the event. Monitoring may be in the form of tracking
the location of the participant, analysing the movements of the participant or
both. This can be performed by providing one or more tracking cameras to
monitor the event, and estimating the location of the selected participant by
identifying that participant in the images produced by the tracking cameras.
Where certain assumptions can be made, such as a person’s feet remaining
at ground level, or a person’s head remaining a certain distance above the
ground, an estimate of position can be made using only one tracking camera.
More than one tracking cameras can be provided to give more accurate
results. Desirably a production camera to provide video footage may also be

used as a tracking camera in some applications.

In an embodiment where the location of participants is tracked, a trigger event
may be defined as a participant moving to a selected location or area, or by
movement in a particular direction, or even by movement at or above a

particular speed.

The motions or actions of a participant can similarly be monitored by
analysing camera images of the participant. Once an image of the participant
has been obtained it can be analysed or compared to a reference to
determine a trigger event. For example, the action of a tennis player reaching
up to serve may comprise a trigger event. Alternatively the bending down to
the table of a snooker player may comprise a trigger event.

It can be seen that in this way, certain motions and actions of participants in
an event can be used to automatically select a corresponding appropriate
camera view of that event, without the necessity of user intervention to

determine when and which view changes should be made.
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An advantageous method of identifying a selected participant in a camera
image is by keying. This enables an outline of the participant to be
determined. Where a participant moves against a substantially still
background, difference keying may be employed. Other types of keying are
equally possible, and include chroma keying (eg. to identify a sportsperson
against a grass background) and motion detection. Examples of keying
methods can be found in Applicant’s co-pending Patent Application No. GB
0305294.1

It is preferable that participants of interest can be identified and selected
automatically. In certain applications this may be realised by monitoring a
particular area for a participant, or identifying the motion of a participant. This
is possible where the participant’s location may be anticipated, or where the
participant is substantially isolated in view, for example in a particular service
court in tennis. Motion may be used to identify a participant such as a bowler
approaching the wicket in a cricket game. Alternatively participants may be
identified for tracking by a user. This can be performed either directly on an
image of the event, or from the point of focus of a master camera, as
determined from pan, tilt and zoom information.

Preferably the event is a sports event, and detection of a trigger event may be
based on scoring information from that sports event. Scoring information may
include the actual score in a Sports event, and also further sports statistics,
such as the identity of the server in tennis, the number of balls remaining in an
over in cricket etc. More preferably the scoring information can be obtained
automatically, for example from an on screen scoring system, or electronic

scoreboard.

It will be appreciated that in this embodiment of the invention scoring
information is used as a readily available and, in many instances automatically
updated, source of information for the sports event on which a view selection

can be based.
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Preferably the trigger event is a change in the score of the sports event, or

equally preferably a change in an event related sports statistic.

Trigger events may also be actively incorporated into the event, for example
by positioning sensors to detect certain actions or motions. Sensors could be
positioned in a linesman’s flag to detect an offside in football, or in a snooker
cue to determine the angle of a shot in a snooker match. A trigger event may
also be sound based. Microphones could be used to detect the sound of a
racquet striking a ball. In many sports events such microphones are already
used and therefore this information is readily available, eg. to detect a thin

edge in a cricket match.

Preferably more than one camera is provided. A range of views can be
provided by one or more cameras. It is particularly useful to be able to
automatically pan and tilt a camera, especially in close up or mid shots, to
follow a particular participant. In one embodiment therefore, there is further
provided one or more automated cameras, the camera parameters for which
are adjusted based on data gathered from the event. Preferably all of pan tilt
zoom and focus may be adjusted automatically. In more advanced
embodiments, cameras may be moved, for example driven on rails or booms,
in response to data gathered from the event. It will be understood that this
may provide a very wide range of available views at the expense of increased

mechanical and control complexity.

In a preferred embodiment a trigger rule may comprise switching between
zoom settings for a particular camera. This may suitably comprise selecting
between a close up view, mid view or a wide angle view provided by a
camera. A trigger rule may also comprise switching between cameras. A
trigger rule may equally comprise moving or adjusting the parameters of one
or more automated cameras, either between predetermined settings or
according to location information gathered from the event. Trigger rules may

also be a combination or sequence of rules including for example time delays.
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Thus the action of selecting a camera view may comprise any of the view
selection operations described above. It should be understood though, that
although in many cases only one view may be selected at a time for an output
signal, movement or adjustment of more than one camera may be made

simultaneously, regardless of which view is being selected as an output.

In an embodiment where the location of participants are tracked, a particular
camera view of that participant may track the participant's motion through the
use of an automated pan and/or tilt mounting in response to location
information derived for the participant, as described above. Zoom and focus
controls may also be automated based on location information, or using an
automatic picture framing algorithm. Thus mid shots and close ups with
relatively narrow fields of view may be available for selection, provided over a
period of time when a participant (eg. a sports payer) is tracked by the
camera. Even when the location of a participant cannot accurately be
predicted, a close up view can be provided based on the tracked location.
This feature of the invention may be extended to provide virtual camera views,
as described in the applicant’s co-pending Application No. GB 0305926.8. In
such an embodiment, real images from one or more cameras can be used, in
conjunction with data about the location of a participant, to provide a virtual

view along a desired view line.

Automated cameras can be driven so as to produce optimal, or at least
sufficient real images to be able to create a desired virtual view, eg. a player's
line of sight or a view from the ball in a football match. Cameras can be
controlled in groups from which virtual views can be derived, and can be
continually updated with information concerning which real views are
necessary or desirable to create a particular virtual view. When the view of a
selected participant is occluded in one camera image, another camera can be
automatically driven to compensate, or could even be driven pre-emptively in
anticipation of a particular view being required. This would obviously be very
difficult to achieve with conventional user operated cameras, and is
significantly more involved that simply providing a number of slave cameras to

point at the average centre of a manually operated camera
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In a variation on this embodiment, where the event is a sports event,
automated cameras can be controlled based on scoring information. Scoring
information and statistics will often dictate the location of payers, and by
deriving a rule or set of rules based on scoring or statistics, an automated
camera can be driven to provide a predetermined view. For example, after a
point is decided in tennis, scoring information can be used to determine the
portion of the baseline to which the server will return. In snooker, after a break

has ended, a player will often retumn to his seat.

This feature may be provided independently, and therefore in a further aspect
of the invention there is provided a method for producing video coverage of a
sports event comprising automatically controlling the camera parameters of an

automated camera based on scoring information for the event.

It should be appreciated that various combinations of event data can be used
to drive automated cameras. A further alternative for controlling automated
cameras is to use data from one or more manually controlled cameras.
Although this involves at least one camera operator, automated cameras can
be provided with additional data from scoring and/or participant location as
described above and, where a particular desired view is already being
provided by a user operated camera, provide the ‘next most useful view’ of the
event. This method can be used to increase the number of available views
with automated cameras, without introducing the possible redundancy of

having two cameras providing substantially the same view.

In a more advanced embodiment of the invention, prediction algorithms can
be used to determine a point of interest within the event and automatically
drive a camera to provide a view of that point. This may be based on
predictable patterns of events such as a ball being thrown back to the wicket
keeper by a fielder, or from data derived directly from the event such as the

measured trajectory of a ball.
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In an application in which a fast moving event is filmed, it may be difficult to
provide a desired view in a sufficiently quick response time. It may even be
desired to provide a particular view retrospectively. This is particularly the
case when a mid or close up shot is provided by panning and tilting a

particular camera.

In a still further aspect of the invention therefore, there is provided a method of
producing a moving video sequence at a desired resolution comprising
providing a series of images at a first resolution higher than said desired
resolution, deriving a series of image portions from said series images
corresponding respectively to portions of the images at selected positions
within the images, and outputting the series of image portions to create a

video stream at the desired resolution.

The source series of images may advantageously be provided by a wide
angle, or high resolution camera, for example an HDTV camera, preferably
providing a greater number of pixels than required for the desired output.
Preferably the desired resolution is suitable for a television broadcast output.
This effectively provides a degree of spatial oversampling, and portions of the
images obtained can be used as lower resolution sub-images to provide a
video output. This method beneficially allows detail from the edges of the
source images to be captured and made the centre of focus in the resulting

output.

This aspect has particular benefit when the camera providing the source
images is panned or tilted. In a first application, the pan or tilt speed of the
camera can effectively be increased by taking a series of sub-images from a
window which scans across the image space of the camera output in the
direction of movement of the camera. In this way, where there is a lag in the
response of the camera movement caused by mechanical and drive
limitations, the speed of response of the system can be augmented, allowing
fast moving objects, such as balls in sports, to be tracked more effectively. In
a second application, a series of sub-images can be taken from a window

which scans across the image space of the camera output in a direction
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opposite to the direction of pan or tilt. This can be performed to give the
appearance of a still camera image at a particular location. A key advantage
to this application is that the location can be away from the centre of the field
of view of the first camera. In many situations this will allow a still image to be
produced of a location which can be determined retrospectively, for example

the point where a ball lands on a court.

This aspect extends to providing an output series of images by taking zoomed
in portions of the source series of images and interpolating these smaller
portions to provide an output of a required size. A number of known

techniques may be used to interpolate the images.

It is desirable that the event is a live event, and that camera views are
selected in real time. This is particularly beneficial in that a live broadcast can

be output with automatic editing decisions.

The invention will now be described by way of example only with reference to
the following drawings in which:

Figure 1is a schematic illustration of a system according to one aspect of the

present invention.

Figure 2 illustrates a series of sub-images being derived from an input series

of images

With reference to Figure 1 there is shown a tennis court 102, two fixed
position wide angle cameras 104 and two automated cameras 106 which may
be adjusted for pan and tilt and zoom. Images from cameras 104 are fed to a
motion analyser 108, which can provide estimates of the positions of players
on the court. Scoring information is also fed to the motion analyser from
electronic scoreboard 112. Motion analyser 108 may also analyse the actions
of the players. Location, action and scoring information are used to provide
drive signals to cameras 106 to track the players, and cameras 106 can
provide close up or mid shots of the players. Cameras 106 may also be able
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to correctly frame the players automatically. Images from all four cameras are
provided to mixer unit 110. Also provided to the mixer unit is data representing
the locations and actions of the players from motion analyser 108, and scoring

information from scoreboard 112.

Mixer 110 uses data gathered from the court to select between camera
images to produce a video output 114. The mixer detects trigger events which
occur and follows a predetermined set of rules in selecting a camera view. In
the current example of a tennis match, before the start of a game the mixer
selects a wideshot of the court from either of cameras 104. When the players
arrive on court they are detected from images from cameras 104 by difference
keying and their positions are estimated and tracked, and cameras 106 are
driven to follow the player on their respective side of the court to provide a
constantly available midshot from the side. The scoring system provides
information regarding where the first service will be made from, and when a
player moves to this area the mixer receives this information, and
automatically switches to the midshot of the server. As the player prepares to
serve the action of extending his racquet up in the air is recognised by motion
analyser 108 and triggers the mixer to switch back to a wideshot from the
camera 104 at the opposite end of the court from the server. The mixer can
detect from the scoring system when the point is won and who by. The mixer
automatically selects a close up of the winning player for two seconds,
followed by a close up of the losing player for two seconds, before returning to

a wideshot of the court.

Figure 2 shows two examples of providing a sequence of images
corresponding to a desired view in a desired resolution from a sequence of
images of a different view in a higher resolution. In Figure 2a a series on input
images 201, 202, 203 are provided from a camera panning across a scene in
a left-to-right direction. Sub-images 204, 205, 206 are selected from various
areas of the input image and extracted to form a video output 208. In this
example sub-image 204 is selected from the left of image 201, 205 from the
centre of 202, and 206 from the right of 203, thus amplifying the motion of the
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input sequence. It can be seen that the effect of this process is to produce an

output 208 with an increased pan speed from left to right.

In Figure 3b, input images 201, 202, 203 are again provided from a camera
panning across a scene. This time sub-images 214, 215, 216 are selected
from different areas of the input images: 214 from the right, 215 from the
centre and 216 from the left, thus compensating for the motion of the input
sequence. The effect this time is to produce an output 210 which is a

substantially still image.

It will be appreciated that although the invention has been described with
respect to a number of particular examples of events, a wide range of events
both sporting and non sporting may applicable for the present invention.
Whereas a number of specific combinations of features have been described,
these are not intended as limiting, and further different combinations of
features may be employed. Features may be provided either in combination or

independently as defined by the scope of the accompanying claims.
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CLAIMS

. A method for producing video coverage of an event comprising

selecting a camera view from a plurality of available camera views
based on detection of at least one trigger event and according to at

least one trigger rule.

. A method according to Claim 1, wherein detection of a trigger event

includes monitoring one or more selected participants in the event.

. A method according to Claim 2, wherein monitoring comprises

monitoring the location of a participant.

. A method according to Claim 2, wherein monitoring comprises

monitoring the actions of a participant.

. A method according to any one of Claims 2 to 4, wherein monitoring is

performed by identifying the participant in an image produced by one or

more tracking cameras.

. A method according to Claim 5, wherein the participant is identified in

the image by keying.

. A method according to any preceding claim, wherein a trigger event is

based on the location of a participant.

. A method according to any preceding claim, wherein a trigger event is

based on the speed and/or direction of motion of a participant.

. A method according to any preceding claim, wherein a trigger event is

based on the outline form of a participant derived from an image
produced by one or more tracking cameras.
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10.A method according to any preceding claim, wherein an image of a
participant is compared to a reference image to determine a trigger

event.

11.A method according to any preceding claim, wherein the event is a
sports event, and detection of a trigger event is based on scoring

information from that sports event.

12.A method according to Claim 11, wherein the trigger event is a change

in the score.

13.A method according to Claim 11, wherein the trigger event is a change

in an event related sports statistic.

14.A method according to any preceding claim, wherein selecting a view
according to a trigger rule comprises making a camera switch.

15.A method according to any preceding claim, wherein selecting a view
according to a trigger rule comprises switching between types of shot

including close-up shots, mid shots and wide shots.

16.A method according to any preceding claim, wherein a trigger rule

includes a time delay.

17.A method according to any preceding claim, including controlling one or

more automated cameras in response to a trigger event.

18.A method according to Claim 17, wherein controlling comprises moving

said cameras.

19.A method according to Claim 17, wherein controlling comprises
controlling the pan, tilt and/or zoom of said cameras.
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20.A method for producing video coverage of a sports event comprising
automatically controlling the camera parameters of an automated

camera based on scoring information for the event.

21.A method according to Claim 20, wherein the pan, tilt and zoom of the

camera are automated.

22.A method according to claim 20 or Claim 21, wherein the camera has a
plurality of preset settings, and wherein the camera automatically
switches between said settings based on scoring information from the

event.

23.A method of producing a moving video sequence at a desired
resolution comprising providing a series of images at a first resolution
higher than said desired resolution, deriving a series of image portions
from said series images corresponding respectively to portions of the
images at selected positions within the images, and outputting the
series of image portions to create a video stream at the desired

resolution.

24.A method according to Claim 23, wherein the series of images at a first

resolution are provided by an HD camera.

25.A method according to Claim 23, wherein the series of images at a first

resolution are provided by a wide angle camera.

26.A method according to any one of Claims 23 to 25, wherein the series
of images at a first resolution are provided by a panning and/or tilting

camera.

27.A method according to Claim 26, wherein series of image portions are
derived from positions of the images which scan across the images

substantially in the direction of pan and/or tilt.
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28.A method according to Claim 26, wherein series of image portions are
derived from positions of the images which scan across the images

substantially in the direction opposite to the direction of pan and/or tilt.

29.A method according to any one of Claims 23 to 28, wherein the image

portions are interpolated.



35 D

3 o
Sy The %
< Patent - %fag
3 Ofbce # /
“ &~ >
/C’/, i L{_{@V INVESTOR IN PEOPLE
Application No: GB 0311595.3 Examiner: Matthew Males

Claims searched: 1-19

Date of search: 7 October 2003

Patents Act 1977 : Search Report under Section 17

Documents considered to be relevant:

Category | Relevant | Identity of document and passage or figure of particular relevance
to claims
X i4‘ 51,777 18§ WO 02/03702 A1 MULLER SPORTS GROUP - see abstract, Fig
z;t least 1.
X 1-5,7,8,1 GB 2368482 A HEWLETT-PACKARD - whole document but
14,17 at see abstract; pg 1, lines 11 - 15; pg 9, lines 7 -
least
13.
X [1-4.7.8,1 US 20020105578 A1l HEWLETT-PACKARD - see abstract; pg 1,
14, 17 at
i para [0010].
east
Categories:

X Document indicating lack of novelty or inventive step

Y  Document indicating lack of inventive step if combined
with one or more other documents of same category.

&  Member of the same patent family

A Document indicating technological background and/or state of the art.

P Documentpublished on or after the declared priority date but before the
filing date of this invention.

E Patent document published on or after, but with priority date carlier
than, the filing date of this apphcation.

Field of Search:

Search of GB, EP, WO & US patent documents classified in the following areas of the UKC":

H4F

Worldwide search of patent documents classified in the following areas of the IPC’:

HO04N

WPI, EPODOC, JAPIO

The following online and other databases have been used in the preparation of this search report:

An Executive Agency of the Department of Trade and Industry




