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[ABSTRACT]

According to the present invention, an image encoding/decoding method
comprises the steps of: performing an intra prediction on a current block so as to generate
a prediction block; performing filtering on a filtering target pixel in the prediction block
5  on the basis of the intra prediction mode of the current block so as to generate a final
prediction block; and generating a reconstructed block on the basis of a reconstructed
differential block corresponding to the current block and on the final prediction block.

According to the present invention, image encoding/decoding efficiency can be improved.
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[DESCRIPTION]

[Invention Title]
PREDICTION FILTERING BASED ON THE INTRA PREDICTION MODE OF THE CURRENT BLOCK

This application is a divisional application of Canadian Patent Application
No. 2,910,612 filed on June 20, 2012, which is a divisional application of Canadian Patent
Application No. 2,828,462 filed on June 20, 2012.

[Technical Field}

The present invention relates to image processing, and more particularly, to an

intra prediction method and apparatus.
[Background Art]

Recently, in accordance with the expansion of broadcasting services having high
definition (HD) resolution in the country and around the world, many users have been accustomed
to a high resolution and definition image, such that many organizations have attempted to develop
the next-generation video devices. In addition, as the interest in HDTV and ultra high definition
(UHD) having a resolution four times higher than that of HDTV have increased, a compression

technology for a higher-resolution and higher-definition image has been demanded.

For image compression, an inter prediction technology of predicting pixel values
included in a current picture from a picture before and/or after the current picture, an intra
prediction technology of predicting pixel values included in a current picture using pixel
information in the current picture, and entropy encoding technology of allocating a short code to
symbols having a high appearance frequency and a long code to symbols having a low appearance

frequency, or the like, may be used.
[Disclosure]

According to an aspect of the present invention, there is provided a video decoding
apparatus comprising: a prediction block generating unit to generate a prediction block by

performing intra prediction on a current block by performing filtering on a filtering
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target pixel in the prediction block using a plurality of different filters for a plurality of
different intra prediction modes of the current block, respectively, and by using a
predetermined filter shape, a predetermined filter tap and a predetermined plurality of filter
coefficients fixed regardless of a size of the current block for the filtering when intra
prediction mode of the current block is a DC mode; and a reconstructed block generating unit
to generate a reconstructed block based on the prediction block and a reconstructed residual
block corresponding to the current block, wherein the filtering target pixel comprises a left
vertical prediction pixel line that is one vertical pixel line positioned at a leftmost side of the
prediction block and an upper horizontal prediction pixel line that is one horizontal pixel line
positioned at an uppermost side of the prediction block, and the plurality of different intra

prediction modes include the DC mode, a horizontal mode and a vertical mode.

According to another aspect of the present invention, there is provided a video
decoding apparatus comprising: a prediction block generating unit to generate a prediction
block by performing prediction on a prediction target pixel in a current block based on an
intra prediction mode of the current block; and a reconstructed block generating unit to
generate a reconstructed block based on a final prediction block and a reconstructed residual
block corresponding to the current block, wherein the prediction block generating unit
performs the prediction on the prediction target pixel based on a first offset when the intra
prediction mode of the current block is a vertical mode and the prediction target pixel is a
pixel on a left vertical pixel line, and performs the prediction on the prediction target pixel
based on a second offset when the intra prediction mode of the current block is a horizontal
mode and the prediction target pixel is a pixel on an upper horizontal pixel line, the left
vertical pixel line being one vertical pixel line positioned at a leftmost side of the current
block and the upper horizontal pixel line being one horizontal pixel line positioned at an

uppermost side of the current block.

According to another aspect, there is provided a video decoding apparatus
comprising: a prediction block generating unit to generate a prediction block by performing
intra prediction on a current block using a DC mode and to generate a final prediction block

by performing filtering on a filtering target pixel in the prediction block; and a reconstructed
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block generating unit to generate a reconstructed block based on the final prediction block and
a reconstructed residual block corresponding to the current block, wherein a filtering target

region comprises a left vertical prediction pixel line that is one vertical pixel line positioned at
a leftmost side of the prediction block and an upper horizontal prediction pixel line that is one

horizontal pixel line positioned at an uppermost side of the prediction block.

According to another aspect, there is provided a video decoding method
comprising: generating a prediction block by performing intra prediction on a current block
using a DC mode; generating a final prediction block by performing filtering on a filtering
target pixel in the prediction block; and generating a reconstructed block based on the final
prediction block and a reconstructed residual block corresponding to the current block,
wherein a filtering target region comprises a left vertical prediction pixel line that is one
vertical pixel line positioned at a leftmost side of the prediction block and an upper horizontal
prediction pixel line that is one horizontal pixel line positioned at an uppermost side of the

prediction block.

According to another aspect, there is provided a video encoding apparatus
comprising: a prediction block generating unit to generate a prediction block by performing
intra prediction on a current block using a DC mode and to generate a final prediction block
by performing filtering on a filtering target pixel in the prediction block; and a reconstructed
block generating unit to generate a reconstructed block based on the final prediction block and
a reconstructed residual block corresponding to the current block, wherein a filtering target
region comprises a left vertical prediction pixel line that is one vertical pixel line positioned at
a leftmost side of the prediction block and an upper horizontal prediction pixel line that is one

horizontal pixel line positioned at an uppermost side of the prediction block.

According to another aspect, there is provided a video encoding method
comprising: generating a prediction block by performing intra prediction on a current block
using a DC mode; generating a final prediction block by performing filtering on a filtering
target pixel in the prediction block; and generating a reconstructed block based on the final

prediction block and a reconstructed residual block corresponding to the current block,
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wherein a filtering target region comprises a left vertical prediction pixel line that is one
vertical pixel line positioned at a leftmost side of the prediction block and an upper horizontal
prediction pixel line that is one horizontal pixel line positioned at an uppermost side of the

prediction block.

According to another aspect, there is provided a video decoding apparatus
comprising: a prediction block generating unit to generate a prediction block by performing
prediction on a prediction target pixel in a current block based on an intra prediction mode of
the current block; and a reconstructed block generating unit to generate a reconstructed block
based on the prediction block and a reconstructed residual block corresponding to the current
block, wherein the prediction block generating unit performs the prediction on the prediction
target pixel based on a first offset when the intra prediction mode of the current block is a
vertical mode and the prediction target pixel is a pixel on a left vertical pixel line, and
performs the prediction on the prediction target pixel based on a second offset when the intra
prediction mode of the current block is a horizontal mode and the prediction target pixel is a
pixel on an upper horizontal pixel line, the left vertical pixel line being one vertical pixel line
positioned at a leftmost side of the current block and the upper horizontal pixel line being one

horizontal pixel line positioned at an uppermost side of the current block.

According to another aspect, there is provided a video decoding method
comprising: generating a prediction block by performing prediction on a prediction target
pixel in a current block based on an intra prediction mode of the current block; and generating
a reconstructed block based on the prediction block and a reconstructed residual block
corresponding to the current block, wherein in the generating of the prediction block, the
prediction on the prediction target pixel is performed based on a first offset when the intra
prediction mode of the current block is a vertical mode and the prediction target pixel is a
pixel on a left vertical pixel line, and the prediction on the prediction target pixel is performed
based on a second offset when the intra prediction mode of the current block is a horizontal
mode and the prediction target pixel is a pixel on an upper horizontal pixel line, the left
vertical pixel line being one vertical pixel line positioned at a leftmost side of the current

block and the upper horizontal pixel line being one horizontal pixel line positioned at an
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uppermost side of the current block.

According to another aspect, there is provided a video encoding apparatus
comprising: a prediction block generating unit to generate a prediction block by performing
prediction on a prediction target pixel in a current block based on an intra prediction mode of
the current block; and a reconstructed block generating unit to generate a reconstructed block
based on the prediction block and a reconstructed residual block corresponding to the current
block, wherein the prediction block generating unit performs the prediction on the prediction
target pixel based on a first offset when the intra prediction mode of the current block is a
vertical mode and the prediction target pixel is a pixel on a left vertical pixel line, and
performs the prediction on the prediction target pixel based on a second offset when the intra
prediction mode of the current block is a horizontal mode and the prediction target pixel is a
pixel on an upper horizontal pixel line, the left vertical pixel line being one vertical pixel line
positioned at a leftmost side of the current block and the upper horizontal pixel line being one

horizontal pixel line positioned at an uppermost side of the current block.

According to another aspect, there is provided a video encoding method
comprising: generating a prediction block by performing prediction on a prediction target
pixel in a current block based on an intra prediction mode of the current block; and generating
areconstructed block based on the prediction block and a reconstructed residual block
corresponding to the current block, wherein in the generating of the prediction block, the
prediction on the prediction target pixel is performed based on a first offset when the intra
prediction mode of the current block is a vertical mode and the prediction target pixel is a
pixel on a left vertical pixel line, and the prediction on the prediction target pixel is performed
based on a second offset when the intra prediction mode of the current block is a horizontal
mode and the prediction target pixel is a pixel on an upper horizontal pixel line, the left
vertical pixel line being one vertical pixel line positioned at a leftmost side of the current
block and the upper horizontal pixel line being one horizontal pixel line positioned at an

uppermost side of the current block.
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According to another aspect of the present invention, there is provided a video
decoding apparatus comprising: a prediction block generating unit to generate a prediction
block by performing prediction on a current block based on an intra prediction mode of the
current block; and a reconstructed block generating unit to generate a reconstructed block
based on the prediction block and a reconstructed residual block corresponding to the current
block, wherein the prediction block comprises prediction pixels, the prediction pixels are
pixels on a left vertical pixel line, the prediction pixels are filtered based on an offset when the
intra prediction mode of the current block is a vertical mode, and the left vertical pixel line is
one vertical pixel line positioned at a leftmost side of the current block.

According to another aspect, there is provided a video encoding apparatus
comprising: a prediction block generating unit to generate a prediction block by performing
prediction on a current block based on an intra prediction mode of the current block; and a
reconstructed block generating unit to generate a reconstructed block based on the prediction
block and a reconstructed residual block corresponding to the current block, wherein the
prediction block comprises prediction pixels, the prediction pixels are pixels on a left vertical
pixel line, the prediction pixels are filtered based on an offset when the intra prediction mode
of the current block is a vertical mode, and the left vertical pixel line is one vertical pixel line
positioned at a leftmost side of the current block.

According to another aspect, there is provided a computer-readable medium
storing a bitstream, the bitstream comprising: prediction mode information indicating an intra
prediction mode for a current block on which filtering is performed; wherein a prediction
block is generated by performing prediction on the current block based on the intra prediction
mode of the current block which the prediction mode information indicates, a reconstructed
block is generated based on the prediction block and a reconstructed residual block
corresponding to the current block, the prediction block comprises prediction pixels,
the prediction pixels are pixels on a left vertical pixel line, the filtering is performed on the
prediction pixels based on an offset when the intra prediction mode of the current block is a
vertical mode, and the left vertical pixel line is one vertical pixel line positioned at a leftmost

side of the current block.
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Some embodiments provide an image encoding method and apparatus capable

of improving image encoding/decoding efficiency.

Some embodiments also provide an image decoding method and apparatus
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capable of improving image encoding/decoding efficiency.

Some embodiments provide a-prediction block generating method and apparatus

capable of improving imaging encoding/decoding efficiency.

Some embodiments provide an intra prediction method and apparatus capable of

improving image encoding/decoding efficiency.

' Some embodiments provide a filtering performing method and apparatus capable

of improving image encoding/decoding efficiency.

In another aspect, an image decoding method is provided. The picture decoding method

includes: generating a prediction block by performing intra prediction on a current block;
generating a final prediction block by performing filtering on a filtering target pixel in the
prediction block based on an intra prediction mode of the current block; and generating a
reconstructed block based on the final prediction block and a reconstructed residual block
corresponding to the current bléck, wherein the filtering target pixel is a prediction pixel
included in a filtering target region in the-prediction block, and a filter type applied to the
filtering target pixel and the filtering target region are determined based on the intra
prediction mode of the current block. '

In the case in which the intra prediction mode of the current block is a DC mode,
the filtering target region may include a left vertical prediction pixel line that is one
vertical pixel line positioned at the leftmost portion in the prediction block and an upper
horizontal prediction pixel line that is one horizontal pixel line positioned at the uppermost
portion in tvhe prediction block.-

In the generating of the final prediction block, the filtering may be performed in
the case in which the current block is a luma component block and may not be performed

in the case in which the current block is a chroma component block.

CA 3011863 2018-07-19



84381136

10

15

20

25

The filter type may include information on a filter shape, a filter tap, and a
plurality of filter coefficients, and in the generating of the final prediction block, the
filtering may be performed based on a predetermined fixed filter type regardless of a size
of the current block.

In the case in which the filtering target pixel is a left upper prediction pixel
positioned at the leftmost upper portion in the prediction block, in the generating of the
final prediction block, the filtering on the filtering target pixel may be performed by
applying a 3-tap filter based on the filtering target pixel, an above reference pixel adjacent
to an upper portion of the filtering target pixel, and a left reference pixel adjacent to the
left of the filtering target pixel, the above reference pixel and the left reference pixel may
be reconstructed reference pixels adjacent to the current block, respectively, and in the 3-
tap filter, a filter coefficient allocated to a filter tap corresponding to the filtering target
pixel may be 2/4, a filter coefficient allocated to a filter tap corresponding to the above
reference pixel may be 1/4, and a filter coefficient allocated to a filter tap corresponding to
the left reference pixel may be 1/4.

In the case in which the filtering target pixel is a prediction pixe! included in the
left vertical prediction pixel line and the filtering target pixel is not a left upper prediction
pixel positioned at the leftmost upper portion in the prediction block, in the generating of
the final prediction block, the filtering on the filtering target pixel may be performed by
applying a horizontal 2-tap filter based on the filtering target pixel and a left reference
pixel adjaccnf to the left of the filtering target pixel, the left reference pixel may be a
reconstructed reference pixel adjacent to the current block, and in the horizontal 2-tap
filter, a filter coefficient allocated to a filter tap corresponding to the filtering target pixel
may be 3/4 and a filter coefficient allocated to a filter tap corresponding to the lcft

reference pixel may be 1/4.
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In the case in which the filtering target pixel is a prediction pixel included in the
upper horizontal prediction pixel line and the filtering target pixel is not a left upper
prediction pixel positioned at the leftmost upper portion in the prediction block, in the
generating of the final prediction block, the filtering on the filtering target pixel may be
performed by applying a vertical 2-tap filter based on the filtering target pixel and an
above reference pixel adjacent to an upper portion of the filtering target pixel, the above
reference pixel may be a reconstructed reference pixel adjacent to the current block, and in
the vertical 2-tap filter, a filter coefficient allocated to a ﬁ]tel" tap corresponding to the
filtering target pixel may be 3/4 and a filter coefficient allocated to a filter tap
corresponding to the above reference pixel may be 1/4.

In another aspect, a picture decoding method is provided. The picture decoding
method includes: generating a prediction block by performing prediction on a prediction
target pixel in a current block based on an intra prediction mode of the current block; and
generating a reconstructed block based on the prediction block and a reconstructed

residual block corresponding to the current block, wherein in the generating of the

prediction block, the prediction on the prediction target pixel is performed based on a first

offset in the case in which the intra prediction mode of the current block is a vertical mode
and the prediction target pixel is a pixel on a left vertical pixel line, and the prediction on
the prediction target pixel is performed based on a second offset in the case in which the
intra prediction mode of the current block is a horizontal mode and the prediction target
pixel is a pixel on a upper horizontal pixel line, the left vertical pixel line being one
vertical pixel line positioned at the lefimost portion in the current block and the upper
horizontal pixel line being one horizontal pixel line positioned at the uppermost portion in
the current block.

In the generating of the prediction block, a prediction value of the prediction
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target pixel may be derived by adding a value of the first offset to a pixel value of a first
reference pixel present on the same vertical line as a vertical line on which the prediction
target pixel is present among reconstructed reference pixels adjacent to an upper portion of
the current block in the case in which the intra prediction mode of the current block is the
vertical mode and the prediction target pixel is the pixel on the left vertical pixel line,
wherein the value of the first offset is determined based on a difference value between a
pixel value of a second reference pixel adjacent to the left of the prediction target pixel
and a pixel value of a third reference pixel adjacent to the left of the first reference pixel.

In the generating of the prediction block, it may be determined that the pixel value
of the first reference pixel is the prediction value of the prediction target pixel in the case
in which the current block is a chroma component block.

In the generating of the prediction block, a prediction value of the prediction
target pixel may be derived by adding a value of the second offset to a pixel value of a
first reference pixel present on the same horizontal line as a horizontal line on which the
prediction target pixel is present among reconstructed reference pixels adjacent to the left
of the current block in the case in which the intra prediction mode of the current block is
the horizontal mode and the prediction target pixel is the pixel on the upper horizontal
pixel line, wherein the value of the second offset is determined based on a difference value
between a pixel value of a second reference pixel adjacent to an upper portion of the
prediction target pixel and a pixel value of a third reference pixel adjacent to an upper
portion of the first reference pixel.

In the generating of the prediction block, it may be determined that the pixel value
of the first reference pixel is the prediction value of the prediction target pixel in the case
in which the current block is a chroma component block.

In still another aspect, an image decoding apparatus is provided. The picture
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decoding apparatus includes: a prediction block generating unit generating a prediction
block by performing intra prediction on a current block; a filter unit generating a final
prediction block by performing filtering on a filtering target pixel in the prediction block
based on an intra prediction mode of the current block; and a reconstructed block
generating unit generating a reconstructed block based on the final prediction block and a
reconstructed residual block comresponding to the current block, wherein the filtering
target pixel is a prediction pixel included in a filtering target region in the prediction block,
and a filter type applied to the filtering target pixel and the filtering target region are
determined based on the intra prediction mode of the current block

In the case in which the intra prediction mode of the current block is a DC mode,
the filtering target region may include a left vertical prediction pixel line that is one
vertical pixel line positioned at the leftmost portion in the prediction block and an upper
horizontal prediction pixel line that is one horizontal pixel line positioned at the uppermost
portion in the prediction block.

In the case in which the filtering target pixel is a left upper prediction pixel
positioned at the leftmost upper portion in the prediction block, the filter unit may perform
the filtering on the filtering target pixel by applying a 3-tap filter based on the filtering
target pixel, an above reference pixel adjacent to an upper portion of the filtering target
pixel, and a left reference pixel adjacent to the left of the filtering target pixel, the above
reference pixel and the left reference pixel may be reconstructed reference pixels adjacent
to the current block, respectively, and in the 3-tap filter, a filter coefficient allocated to a
filter tap corresponding to the filtering target pixel may be 2/4, a filter coefficient allocated
to a filter tap corresponding to the above reference pixel may be 1/4, and a filter
coefficient allocated to a filter tap corresponding to the left reference pixel may be 1/4.

In the case in which the filtering target pixel is a prediction pixel included in the
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left vertical prediction pixel line and the filtering target pixel is not a left upper prediction
pixel positioned at the leftmost upper portion in the prediction block, the filter unit may
perform the filtering on the filtering target pixel by applying a horizontal 2-tap filter based
on the filtering target pixel and a left reference pixel adjacent to the left of the filtering
target pixel, the left reference pixel may be a reconstructed reference pixel adjacent to the
current block, and in the horizontal 2-tap filter, a filter coefficient allocated to a filter tap
corresponding to the filtering target pixel may be 3/4 and a filter coefficient allocated to a
filter tap corresponding to the left reference pixel may be 1/4.

In the case in which the filtering target pixel is a prediction pixel included in the
upper horizontal prediction pixel line and the filtering target pixel is not a left upper
prediction pixel positioned at the lefimost upper portion in the prediction block, the filter
unit may perform the filtering on the filtering target pixel by applying a vertical 2-tap filter
based on the filtering target pixel and an above reference pixel adjacent to an upper
portion of the filtering target pixel, the above reference pixel may be a reconstructed
refercﬂce pixel adjacent to the current block, and in the vertical 2-tap filter, a filter
coefficient allocated to a filter tap corresponding to the filtering target pixel may be 3/4
and a filter coefficient allocated to a filter tap corresponding to the above reference pixel
may be 1/4.

In still another aspect, a picture decoding apparatus is provided. The picture
decoding apparatus includes: a prediction block generating unit generating a prediction
block by performing prediction on a prediction target pixel in a current block based on an
intra prediction mode of the current block; and a reconstructed block generating unit
generating a reconstructed block based on the prediction block and a reconstructed
residual block corresponding to the current block, wherein the prediction block generating

unit performs the prediction on the prediction target pixel based on a first offset in the case
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in which the intra prediction mode of the current block is a vertical mode and the
prediction target pixel is a pixel on a left vertical pixel line and performs the prediction on
the prediction target pixel based on a second offset in the case in which the intra
prediction mode of the current block is a horizontal mode and the prediction target pixel is
5  a pixel on a upper horizontal pixel line, the left vertical pixel line being one vertical pixel

line positioned at the lefimost portion in the current block and the upper horizontal pixel
line being one horizontal pixel line positioned at the uppermost portion in the current
block.

The prediction block generating unit may derive a prediction value of the

10  prediction target pixel by adding a value of the first offset to a pixel value of a first
reference pixel present on the same vertical line as a vertical line on which the prediction
target pixel is present among reconstructed reference pixels adjacent to an upper portion of
the current block in the case in which the intra prediction mode of the current block is the
vertical mode and the prediction target pixel is the pixel on the left vertical pixel line,

15 wherein the value of the first offset is determined based on a difference value between a
pixel value of a second reference pixel adjacent to the left of the prediction target pixel
and a pixel value of a third reference pixel adjacent to the left of the first reference pixel.

The prediction block generating unit may derive a prediction value of the
prediction target pixel by adding a value of the second offset to a pixel value of a first

20  reference pixel present on the same horizontal line as a horizontal line on which the
prediction target pixel is present among reconstructed reference pixels adjacent to the left
of the current block in the case in which the intra prediction mode of the current block is
the horizontal mode and the prediction target pixel is the pixel on the upper horizontal
pixel line, wherein the value of the second offset is determined based on a difference value

25  between a pixel value of a second reference pixel adjacent to an upper portion of the
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prediction target pixel and a pixel value of a third reference pixel adjacent to an upper

portion of the first reference pixel.

With the image encoding method agcording to the exemplary embodiment of the
prcseni invention, image encoding/decoding efficiency may be improved.
With the image decoding method according to the exemplary embodiment of the
present invention, image encoding/decoding efficiency may be improved.
| With the prediction block generating method according to the exemplary
emb'odiment of the present invention, image encoding/decoding efficiency may be
improved.
With the intra prediction method according to the exemplary embodiment of the
present invention, image encoding/decoding efficiency may be improved.
With the ﬁltéring performing method according to the exemplary embodiment of
the present invention, image encoding/decoding efficiency may be improved.
[ Description of Drawings] ﬁ
| FIG. 1 is a block diagram showing a configuration of an image encoding
apparatus according to an exemplary embodiment of the present invention.
FIG. 2 is a block diagram showing a configuration of an image decoding
apparatus according to an exemplary embodiment of the present invention.
. FIG. 3 is a conceptual diagrﬁm schematically showing an example in which a
single unit is divided into a plurality of subunits. |
FIGS. 4A and 4B are diagrams describing an example of an intra predicﬁon
process.
FIG. 5 is a diagram schematically showing an example of an intra prediction

method in a planar mode.
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FIG. 6 is a flow chart schematically showing an example of an image encoding

method according to the exemplary embodiment of the present invention.

FIG. 7 is a diagram schematically showing an example of a process of generating
a residual block.

FIG. 8 is a flow chart schematically showing an example of an image decoding
method according to the exemplary embodiment of the present invention.

FIG. 9 is a diagram schematically showing an example of the process of

generating a reconstructed block.

FIG. 10 is a flow chart schematically showing an example of a filtering
performing method according to the exemplary embodiment of the present invention.

FIG. 11 is a diagram schematically showing an example of a method of
determining whether or not filtering is performed based on encoding parameters of
neighboring blocks adjacent to a current block.

FIG. 12 is a diagram schematically showing an example of a method of
dctcmlixiing whether or not filtering is performed based on information on whether or not
the neighboring blocks adjacent to the current block is present (and/or whether or not the
neighboring blocks are an available block).

FIG. 13 is a diagram schematically showing an example of a method of
determining a filtering performing region based on-an intra prediction mode of the current
block.

FIG. 14 is a diagram schematically showing an example of a method of
determining a filtering performing region based on a size and/or a depth of the cusrent
block.

FIG. 15 is a diagram schematically showing an example of a method of

determining a filtering performing region based on an encoding mode of the neighboring
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blocks ﬁj acent to the current block.

FIGS. 16A and 16B are diagrams showing an example of a filter type determining
method according to the intra prediction mode of the current block.

FIG. 17 is a diagram schemétically showing the filter type determining method
according to the example of FIGS. 16A and 16B.

- FIG. 18 is a diagram schematically showing an example of a filter type applied in
the case in which a prediction mode of the current block is a vertical mode and/or a
horizontal mode.
| FIG. 19 is a diagram schematically showing another example of a filter type
according to the exemplary embodiment of the present invention. .

FIG. 20 is a diagram describing an intra prediction mode and a filter type applied
to Table 9.

[Description of Embodiments]

Hereinafter, exemplary embodiments of the present invention will be described in
detail with reference to the accompahying drawings. In describing exemplary
embodiments of the present invention, well-known functions or constructions will not be
described in detail since they may unnecessarily obscure the understanding of the present
invention.

It will be understood that when an element is simply referred to as being
‘connected to’ or ‘coupled to’ another element without being “directly connected to’ or
‘directly co-uplcd 1o’ another element in the present description, it may be ‘directly
connec_ted_to’ or ‘directly coupled to’ another element or be connected 16 or coupled to
another element, having the other element intervening therebetween, Further, in the
present invention, “comprising” a specific configuration will be understood that additional

configuration may also be included in the embodiments or the scope of the technical idea
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of the present invention.

Terms used in the specification, first’, ‘second’, etc. can be used to describe
various components, but the components are not to be construed as being limited to the
terms. The terms are only used to differentiate one component from other components, For

5 example, the ‘first’ component may be named the ‘second’ component and the ‘second’
component may also be similarly named the “first’ component, without departing from the
scope of the present invention.

Furthermore, constitutional parts shown in the embodiments of the present
invention are independently shown so as to represent different characteristic functions.

10 Thus, it does not mean that each constitutional part is constituted in a constitutional unit of
separated hardware or one software. In other words, each constitutional part includes each
of enumerated constitutional parts for convenience of explanaticn. Thus, at least two
constitutional parts of each constitutional part may be combined to form one constitutional
part or one constitutional part may be divided into a plurality of constitutional parts to

15  perform each function. The embodiment where each constitutional part is combined and
the embodiment where one constitutional part is divided are also included in the scope of
the present invention, if not departing from the essence of the present invention.

In addition, some of constituents may not be indispensable constituents
performing essential functions of the present invention but be selective constituents

20  improving only performance thereof. The present invention may be implemented by
including only the indispensable constitutional parts for implementing the essence of the
present invention except the constituents used in improving performance. The structure
including only the indispensable constituents except the selective constituents used in
improving only performance is also included in the scope of the present invention.

25 FIG. 1 is a block diagram showing a configuration of an image encoding
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apparatus according to an exemplary embodiment of the present invention.

Referring to FIG. 1, the image encoding apparatus 100 includes a motion
estimator 111, a motion compensator 112, an intra predictor 120, a switch 115, a
subtracter 125, a transformer 130, a quantizer 140, an entropy encoder 150, a dequantizer

5 160, an inverse transformer 170, an adder 175, a filter unit 180, and a reference picture
buffer 190.

The image encoding apparatus 100 may perform encoding on input pictures In an
intra-mode or an inter-mode and output bit streams. The intra prediction means intra-
picture prediction and the inter prediction means inter-picture prediction. In the case of the

10  intra mode, the switch 115 may be switched to intra, and in the case of the inter mode, the
switch 115 may be switched to inter. The image encoding apparatus 100 may generate a
prediction block for an input block of the input pictures and then encode a residual
between the input block and the prediction block.

In the case of the intra mode, the intra predictor 120 may perform spatial

15  prediction using pixel values of blocks encoded in advance around a current block to
generate the prediction block.

In the case of the inter mode, the motion estimator 111 may search a region
optimally matched with the input block in a reference picture stored in the reference
picture buffer 190 during a motion prediction process to obtzin a motion vector. The

20  motion compensator 112 may perform motion compensation using the motion vector to
generate the prediction block. Here, the motion vector may be a two dimensional vector
used for inter prediction and represent an offset between a current encoding/decoding
target picture and the reference picture.

The subtracter 125 may generate a residual block by the residual between the

25  input block and the generated prediction block. The transformer 130 may perform
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transform on the residual block to output transform coefficients. Further, the quantizer 140
may quantize the input transform coefficient according to quantization parameters to
output a quantized coefficient. .

The entropy encoder 150 may perform entropy encoding based on values
calculated in the quantizer 140 or encoding parameter values, or the like, calculated during
the encoding process to output bit streams.

When the entropy encoding is applied, symbols are represented by allocating a
small number of bits to symbols having high generation probability and allocating a large
number of bits to symbols having low generation probability, thereby making it possible
to reduce a size of bit streams for the encoding target symbois. Therefore, the compression
performance of the image encoding may be improved through the entropy encoding. The
entropy encoder 150 may use an encoding method such as exponential golomb, context-
adaptive variable length coding (CAVLC), context-adaptive binary arithmetic coding
(CABAC), or the like, for the entropy encoding.

Since the image encoding apparatus according to the exemplary embodiment of
FIG. 1 performs inter prediction encoding, that is, inter-picture prediction encoding, a
current encoded picture needs to be decoded and stored in order to be used as a reference
picture. Therefore, the quantized coefficient is dequantized in the dequantizer 160 and
inversely transformed in the inverse transformer 170. The dequantized and inversely
transformed coefficient is added to the prediction block through the adder 175, such that a
reconstructed block is generated.

The reconstructed block passes through the filter unit 180 and the filter unit 180
may apply at least one of a deblocking filter, a sample adaptive offset (SAO), and an
adaptive loop filter (ALF) to a reconstructed block or a reconstructed picture. The filter

unit 180 may also be called an adaptive in-loop filter. The deblocking filter may remove
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block distortion generated at an inter-block boundary. The SAO may add an appropriate
offset value to a pixel value in order to compensate an encoding error. The ALF may
perform the filtering based on a comparison value between the reconstructed picture and
the original picture. The reconstructed block passing through the filter unit 180 may be
stored in the reference picture buffer 190.

FIG. 2 is a block diagram showing a configuration of an image decoding
apparatus according to an exemplary embodiment of the present invention.

Referring to FIG. 2, an image decoding apparatus 200 includes an entropy
decoder 210, a dequantizer 220, an inverse transformer 230, an intra predictor 240, a
motion compensator 250, an adder 255, a filter unit 260, and a reference picture buffer
270.

The image decoding apparatus 200 may receive the bit streams output from the
encoder to perform the decoding in the intra mode or the infer mode and output the
reconstructed picture, that is, the reconstructed picture. In the case of the intra mode, the
switch may be switched to the intra, and in the case of the inter mode, the switch may be
switched to the inter. The image decoding apparatus 200 may obtain a residual block from
the received bit streams, generate the prediction block, and then add the residual block to
the prediction block to generate the reconstructed block, that is, the reconstructed block.

The entropy decoder 210 may entropy-decode the input bit streams according to
the probability distribution to generate symbols including a quantized coefficient type of
symbols. The entropy decoding method is similar to the above-mentioned entropy
encoding method.

When the entropy decoding method is applied, symbols are represented by
allocating a small number of bits to symbols having high generation probability and

allocating a large number of bits to symbols having low generation probability, thereby
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making it possible to reduce a size of bit streams for each symbol. Therefore, the image
decoding compression performance may be improved through the entropy decoding
method.

The quantized coefficients may be dequantized in the dequantizer 220 and be
inversely transformed in the inverse transformer 230. The quantized coefTicients are
dequantized/inversely transformed, such that the residual block may be generated.

In the case of the intra mode, the intra predictor 240 may perform spatial
prediction using pixel values of blocks encoded in advance around a current block to
generate the prediction block. In the case of the inter mode, the motion compensator 250
may perform the motion compensation by using the motion vector and the reference
picture stored in the reference picture buffer 270 to generate the prediction block.

The residual block and the prediction block may be added to each other through
the adder 255 and the added block may pass through the filter unit 260. The filter unit 260
may apply at least one of the deblocking filter, the SAO, and the ALF to the reconstructed
block or the reconstructed picture. The filter unit 260 may output the reconstructed
pictures, that is, the reconstructed picture. The reconstructed picture may be stored in the
reference picture buffer 270 to thereby be used for the inter prediction.

Hereinafter, a unit means a unit of picture encoding and decoding. At the time of
the picture encoding and decoding, the encoding or decoding unit means the divided unit
when the picture is divided and then encoded or decoded. Therefore, the unit may be
called a coding unit (CU), a prediction unit (PU), a transform unit (TU), or the like. .
Further, in examples to be described below, the unit may also be called a block. A single
unit may be subdivided into subunits having a smaller size.

FIG. 3 is a conceptual diagram schematically showing an example in which a

single unit is divided into a plurality of subunits.
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A single unit may be hierarchically divided using depth information based on a
tree structure. The respective divided sub-units may have depth information. Since the
depth information indicates the number and/or the degree of unit divisions, it may include
information on a size of the sub-unit.

Referring to 310 of FIG. 3, an uppermost node may be called a root node and
have a smallest depth value. Here, the uppermost node may have a depth of level 0 and
indicate an initial unit that is not divided.

A lower node having a depth of level 1 may indicate a unit divided once from the
initial unit, and a lower node having a depth of level 2 may indicate a unit divided twice
from the initial unit. For example, in 320 of FIG. 3, a unit a corresponding to a node a may
be a unit divided once from the initial unit and have a depth of level 1.

A leaf node of level 3 may indicate a unit divided three times from the initial unit.
For example, in 320 of FIG. 3, a unit d corresponding to a node d may be a unit divided
three times from the initial unit and have a depth of level 3. The leaf node of level 3,
which is a lowermost node, may have a deepest depth.

Hereinafter, in examples to be described below, an encoding/decoding target
block may also be called a current block in some cases. Further, in the case in which the
intra prediction is performed on the encoding/decoding target block, the
encoding/decoding target block may alsa be called a prediction target block.

Meanwhile, a video signal may generally include three color signals representing
three primary color components of light. The three color signals representing the three
primary color components of light may be a red (R) signal, a green (G) signal, and a blue
(B) signal. The R, G, and B signals may be converted into one luma signal and two
chroma signals in order to reduce a frequency band used for image processing. Here, one

video signal may include one luma signal and two chroma signals. Here, the luma signal,
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which is a component indicating brightness of a screen, may correspond to Y, and the
chroma signal, which is a compenent indicating color of the screen, may correspond to U
and V or Cb and Cr. Since human visual system(HVS) is sensitive to the luma signal and
insensitive to the chroma signal, in the case in which the R, G, and B signals are converted
into the luma signal and the chroma signal using these characteristics, a frequency band
used to process an image may be reduced. In examples to be described below, a block
having the luma component will be called a luma block, and a block having the chroma
component will be a chroma block.

FIGS. 4A and 4B are diagrams describing an example of an intra prediction
process. 410 and 420 of FIG. 4A show examples of prediction directions of an intra
prediction mode and mode values allocated to each of the prediction directions. In
addition, 430 of FIG. 4B shows positions of reference pixels used for intra prediction of an
encoding/decoding target block. A pixel may have the same meaning as that of a sample.
In examples to be described below, the pixel may also be called thé sample in some cases.

As described in the examples of FIGS. 1 and 2, the encoder and the decoder may
perform the intra prediction based on the pixel information in the current picture to
generate the prediction block. That is, at the time of performing the intra prediction, the
encoder and the decoder may perform directional and/or non-direction prediction based on
at least one reconstructed reference pixel. Here, the prediction block may mean a block
generated as a result of performing the intra prediction. The prediction block may
correspond to at least one of a coding unit (CU), a prediction unit (PU), and a transform
unit (TU). In addition, the prediction block may be a square block having a size of 2x2,
4x4, 8x8, 16x16, 32x32, 64x64, or the like, or be a rectangular block having a size of 2x8,
4x8, 2x16, 4x16, 8x16, or the like.

Meanwhile, the intra prediction may be performed according an intra prediction
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mode of the current block. The number of intra prediction modes that the current block
may have may be a predetermined fixed value or a value changed according to a size of
the prediction block. For example, the number of intra prediction modes that the current
block may have may be 3, 5, 9, 17, 34, 35, 36, or the like.

410 of FIG. 4A show an example of the prediction directions of the intra
prediction mode and the mode values allocated to each of the prediction directions. In 410
of FIG. 4A, numbers allocated to each of the intra prediction modes may indicate the
mode values.

Referring to 410 of FIG. 4A, for example, in the case of a vertical mode having
the mode value of 0, prediction may be performed in a vertical direction based on pixel
values of reference pixels, and in the case of a horizontal mode having the mode value of I,
prediction may be performed in a horizontal direction based on pixel values of reference
pixels. Also in the case of a directional mode other than the above-mentioned modes, the
encoder and the decoder may perform the intra prediction using reference pixels according
to corresponding angles.

In 410 of FIG. 4A, an intra prediction mode having a mode value of 2 may be
called a DC mode, and an intra prediction mode having a mode value of 34 may be called
a planar mode. The DC mode and thé planar mode may correspond to a non-directional
mode. For example, in the case of the DC mode, the prediction block may be generated by
an average of pixel values of a plurality of reference pixels. An example of a method of
generating each prediction pixel of the prediction block in the planar mode will be
described below with reference to FIG. 5.

The number of intra prediction modes and/or the mode values allocated to each of
the intra prediction modes are not limited to the above-mentioned example, but may also

be changed according to an implementation and/or as needed. For example, the prediction
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directions of the intra prediction modes and the mode values allocated to each of the
prediction modes may be defined to be different from 410 of FIG. 4A, as shown in 420 of
FIG. 4A. Hereinafter, in examples to be described below, unless particularly described, it
is assumed that the intra prediction is performed in the intra prediction mode as shown in
410 of FIG. 4A for convenience of explanation.

In addition, hereinafter, an intra prediction mode positioned at the right of the
vertical mode is called a vertical right mode, and an intra prediction mode positioned at a
lower portion of the horizontal mode is called a horizontal below mode. For example, in
410 of FIG. 4A, an intra prediction mode having mode values of 5, 6, 12, 13, 22, 23, 24,
and 25 may correspond to the vertical right mode 413, and an intra prediction mode
having mode values of 8, 9, 16, 17, 30, 31, 32, and 33 may correspond to the horizontal
below mode 416.

Meanwhile, referring to 430 of FIG. 4B, as reconstructed reference pixels used for
intra prediction of the current block, for example, there may be below-left reference pixels
431, left reference pixels 433, above-left comer reference pixels 435, above reference
pixels 437, above-right reference pixels 439, and the like. Here, the left reference pixels
433 may mean reconstructed reference pixels adjacent to the left of an outer portion of the
current block, the above reference pixels 437 may mean reconstructed reference pixels
adjacent to an upper portion of the outer portion of the current block, and the above-left
comner reference pixels 435 may mean reconstructed reference pixels adjacent to a left
upper corner of the outer portion of the current block. In addition, the below-left reference
pixels 431 may mean reference pixels position at a lower portion of a left pixel line
configured of the left reference pixels 433 among pixels positioned on the same line as the
left pixel line, and the above-right reference pixels 439 may mean reference pixels

position at the right of an upper pixel line configured of the above reference pixels 437
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among pixels positioned on the same line as the upper pixel line. In the present
specification, the names of the reference pixels described above may be similarly applied
to other examples to be described below.
The reference pixels used for the intra prediction of the current block may be

5  changed according to the intra prediction mode of the current block. For example, in the
case in which the intra prediction mode of the current block is the vertical mode (the intra
prediction mode having the mode value of 0 in 410 of FIG. 4A), the above reference
pixels 437 may be usea for the intra prediction, and in the case in which the intra
prediction mode of the current block is the horizontal mode (the intra prediction mode

10 having the mode value of 1 in 410 of FIG. 4A), the left reference pixel 433 may be used
for the intra prediction. Further, in the case in which an intra prediction mode having a
mode value of 13 is used, the above-right reference pixel 439 may be used for the intra
prediction, and in the case in which an intra prediction mode having a mode value of 7 is
used, the below-left reference pixel 431 may be used for the intra prediction.

15 In the case in which positions of the reference pixels determined based on
prediction directions and prediction target pixels of the intra prediction mode are integer
positions, the encoder and the decoder may determine that reference pixel values of the
corresponding positions are prediction pixel values of the prediction target pixels. In the
case in which the positions of the reference pixels determined based on the prediction

20  directions and the prediction target pixels of the intra prediction mode are not the integer
positions, the encoder and the decoder may generate interpolated reference pixels based on
the reference pixels of the integer positions and determine that pixel values of the
interpolated reference pixels are the prediction pixel values.

According to the example described above, the encoder and the decoder may

25  perform the intra prediction on the encoding/decoding target block based on the
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reconstructed or generated reference pixels. However, as described above, the reference
pixels used for the intra prediction may be changed according to the intra prediction mode
of the current block and discontinuity between the generated prediction block and the
neighboring blocks may be generated. For example, in the case of the directional intra
prediction, the farther the distance from the reference pixel, the larger the prediction errors
of the prediction pixels in the prediction block. In the case, the discentinuity may be
generated due to the prediction error and there may a limitation in improving encoding
efficiency.

Therefore, in order to solve the above-mentioned problem, an encoding/decoding
method of performing filtering on the prediction block generated by the intra prediction
may be provided. For example, filtering may be adaptively applied to a region having a
large prediction error within the prediction block generated based on the reference pixels.
In this case, the prediction error is reduced and the discontinuity between the blocks is
minimized, thereby making it possible to improve the encoding/decoding efficiency.

FIG. 5 is a diagram schematically showing an example of an intra prediction
method in a planar mode.

510 of FIG. 5.shows an example of an intra prediction method in a planar mode,
and 530 of FIG. 5 shows another example of an intra prediction method in a planar mode.
515 and 535 of FIG. 5 show an encoding/decoding target block (hereinafier, the
encoding/decoding target block has the same meaning as the current block), and each of
the sizes of blocks 515 and 535 is nS x nS.

In FIG. 5, positions of pixels in the current block may be represented by a
predetermined coordinate. For convenience, a coordinate of the left uppermost portion in
the current block is (0,0). In this case, on a coordinate axis, a y value may increase toward

a downward direction, and an x value may increase toward a right direction. In examples
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to be described below, coordinates of pixels may be represented by the same coordinate
axis as the coordinate axis used in FIG. 5.

As an example, referring to 510 of FIG. 5, the encoder and the decoder may
derive a pixel value of a prediction pixel for a pixel (nS-1, nS-1) positioned at the right
lowermost portion in the current block, that is, a right lower prediction pixel 520. The
encoder and the decoder may derive pixel values of prediction pixels for pixels ona
vertical line positioned at the rightmost portion in the current block, that is, right vertical
line prediction pixels, based on a reference pixel 523 positioned at the rightmost portion
(nS-1, -1) among the above reference pixels and the right lower prediction pixel 520, and
derive pixel values of prediction pixels for pixels on a horizontal line positioned at the
lowermost portion in the current block, that is, lower horizontal line prediction pixels,
based on a reference pixel 526 positioned at the lowermost portion (-1, nS-1) among the
left reference pixels and the right lower prediction pixel 520.

Here, prediction values for remaining pixels except for the pixels on the right
vertical line and the pixels on the lower horizontal line among the pixels in the current
block may be obtained by applying weights based on the above reference pixel, the left
reference pixel, the right vertical line prediction pixel, and the lower horizontal line
prediction pixel.

As another example, the encoder and the decoder may also derive a prediction
value for a prediction target pixel 540 in the current block 535 by a method shown in 530
of FIG. 5. In 530 of FIG. 5, a coordinate of the prediction target pixel 540 is (x,y).
Referring to 530 of FIG. S, the encoder and the decoder may derive the prediction value of
the prediction target pixel 540 by performing the averaging and/or the weight averaging
based on a reference pixel (-1, nS) 541 positioned at the uppermost portion among the

below-left reference pixels, a reference pixel (-1, y) 543 positioned on the same horizontal
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line as the prediction target pixel 540 among the left reference pixels, a reference pixel (x,
-1) 545 positioned on the same vertical line as the prediction target pixel 540 among the
above reference pixels, and a reference pixel (nS, -1) positioned at the leftmost portion
among the above-right reference pixels.

FIG. 6 is a flow chart schematically showing an example of an image encoding
method according to the exemplary embodiment of the present invention.

Referring to F1G. 6, the encoder may perform the intra prediction on the encoding
target block to generate the prediction block (S610). Since the specific example of the
prediction block generating method has been described with reference to FIGS. 4A and 4B,
a description thereof will be omitted.

Again referring to FIG. 6, the encoder may perform the filtering on the prediction
block based on the encoding target block and/or the encoding parameters of the
neighboring. blocks adjacent to the encoding target block (S620). Here, the encoding
parameter may include information that may be inferred during an encoding or decoding
process as well as information that is encoded in the encoder and transmitted to the
decoder, such as a syntax element, and means information required when the image is
encoded or decoded. The encoding parameter may include, for example, information on an
intra/inter prediction mode, a motion vector, a reference picture index, a coded block
pattern (CBP), whether or not there is a residual signal, a quantization parameter, a block
size, block partition, and the like.

As an example, the encoder may pefform the filtering on the prediction block
based on information on an intra prediction mode of the encoding target block, whether
the encoding target block is the luma block or the chroma block, a size (and/or a depth) of
the encoding target block, the encoding parameters (for example, encoding modes of the

neighboring blocks) of the neighboring blocks adjacent to the encoding target block,
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whether or not there are the neighboring blocks (and/or whether or not the neighboring
blocks are available blocks), and the like.

Although the case in which the encoder always performs the filtering is described
in the filtering performing process described above, the encoder may also not perform the
filtering on the prediction block. For example, the encoder may determine whether or not
the filtering is performed based on the encoding target block and/or the encoding
parameters of the neighboring blocks adjacent to the encoding target block and may not
;;erform the filtering on the prediction block in the case in which it is determined that the
filtering is not performed.

Meanwhile, the filtering process described above may be an independent process
separate from the prediction block generating process. However, the filtering process may
also be combined with the prediction block generating process to thereby be performed as
a single process. That is, the encoder may also generate the prediction block by applying a
process corresponding to the filtering performing process based on the encoding target
block and/or the encoding parameters of the neighboring blocks in the prediction block
generating process. A specific example of the filtering performing method will be
described below.

Again referring to FIG. 6, the cncode( may generate a residual block based on an
original block corresponding to the position of the encoding target block and the
prediction block (S630). Here, the prediction block may be the prediction block on which
the filtering is performed or the prediction block on which the filtering is not performed.

FIG. 7 is a diagram schematically showing an example of a process of generating
a residual block. 710 of FIG. 7 shows an example of a process of generating a residual
block based on the original block and the prediction block on which the filtering is

performed. In 710 of FIG. 7, a block 713 indicates the original block, a block 716
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indicates the prediction block on which the filtering is performed, and a block 719
indicates the residual block. Referring to 710 of FIG. 7, the encoder and the decoder may
generate the residual block by subtracting the prediction block on which the filtering is
performed from the original block. 720 of FIG. 7 shows an example of a process of
generating a residual block based on the original block and the prediction block on which
the filtering is not performed. In 720 of FIG. 7, a block 723 indicates the original block, a
block 726 indicates the prediction block on which the filtering is not performed, and a
block 729 indicates the residual block. Referring to 720 of FIG. 7, the encoder and the
decoder may generate the residual block by subtracting the prediction block on which the
filtering is not performed from the original block.

The generated residual block may be subjected to processes such as a transform
process, a quantization process, an entropy encoding process, and the like, and be then
transmitted to the decoder.

FIG. 8 is a flow chart schematically showing an example of an image decoding
method according to the exemplary embodiment of the present invention.

Referring to FIG. 8, the decoder may perform the intra prediction on the decoding
target block to generate the prediction block (S810). Since the specific example of the
prediction block generating method has been described with reference to FIGS. 4A and 4B,
a description thereof will be omitted.

Apain referring to FIG. 8, the decoder may perform the filtering on the prediction
block based on the decoding target block and/or encoding parameters of the neighboring
blocks adjacent to the decoding target block (S820). Here, the encoding parameter may
include information that may be inferred during an encoding or decoding process as well
as information that is encoded in the encoder and transmitted to the decoder, such as a

syntax element, and means information required when the image is encoded or decoded.
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The encoding parameter may include, for example, information on an intra/inter prediction
mode, a motion vector, a reference picture index, a coded block pattern (CBP), whether or
not there is a residual signal, a quantization parameter, a block size, block partition, and
the like.

As an example, the decoder may perform the filtering on the prediction block
based on information on an intra prediction mode of the decoding target block, whether
the decoding target block is the luma block or the chroma block, a size (and/or a depth) of
the decoding target block, the encoding parameters (for example, encoding modes of the
neighboring blocks) of the neighboring blocks adjacent to the decoding target block,
whether or not there are the neighboring blocks (and/or whether or not the neighboring
blocks are available blocks), and the like.

Although the case in which the decoder always performs the filtering is described
in the filtering performing process described above, the decoder may also not perform the
filtering on the prediction block. For example, the decoder may determine whether or not
the filtering is performed based on the decoding target block and/or the encoding
parameters of the neighboring blocks adjacent to the decoding target block and may not
perform the filtering on the prediction block in the case in which it is determined that the
filtering is not performed.

Meanwhile, the filtering process described above may be an independent process
separate from the prediction block generating process. However, the filtering process may
also be combined with the prediction block generating process to thereby be performed as
a single process. That is, the decoder may also generate the prediction block by applying a
process corresponding to the filtering performing process based on the decoding target
block and/or the encoding parameters of the neighboring blocks in the prediction block

generating process. In this case, the decoder may not perform a separate filtering process
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on the prediction block.

The filtering performing method in the decoder may be the same as the filtering
performing methed in the encoder. A specific example of the filtering performing method
will be described below.

Again referring to FIG. 8, the decoder may generate a reconstructed block based
on a reconstructed residual block corresponding to the position of the decoding target
block and the prediction block (S830). Here, the prediction block may be the prediction
block on which the filtering is performed or the prediction block on which the filtering is
not performed.

FIG. 9 is a diagram schematically showing an example of the process of
generating the residual block. 910 of FIG. 9 shows an example of a process of generating
a reconstructed block based on the reconstructed residpal block and the prediction block
on which the filtering is performed. In 910 of FIG. 9, a block 913 indicates the
reconstructed residual block, a block 916 indicates the prediction block on which the
filtering is performed, and a block 919 indicates the reconstructed block. Referring to 910
of FIG. 9, the encoder and the decoder may generate the reconstructed block by adding the
reconstructed residual block and the prediction block on which the filtering is performed
to each other. 920 of FIG. 9 shows an example of a process of generating a reconstructed
block based on the reconstructed residual block and the prediction block on which the
filtering is not performed. In 920 of FIG. 9, a block 923 indicates the reconstructed
residual block, a block 926 indicates the prediction block on which the filtering is not
performed, and a block 929 indicates thcfcconstructcd block. Referring to 920 of FIG. 9,
the encoder and the decoder may generate the residual block by adding the reconstructed
residual block and the prediction block on which the filtering is not performed to each

other.
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FIG. 10 is a flow chart schematically showing an example of a filtering
performing method according to the exemplary embodiment of the present invention.

Referring to FIG. 10, the encoder and the decoder may determine whether or not
the filtering is performed on the prediction block (and/or the prediction pixel) (S1010).

As described above, the encoder and the decoder may perform the intra prediction
on the encoding/decoding target block based on the previously reconstructed reference
pixels. Here, a reference pixel used for the intra prediction and/or a prediction pixel value
in a prediction block generated in the intra prediction may be changed according to the
intra prediction mode of the current block. Therefore, in this case, the encoder and the
decoder performs the filtering on prediction pixels having a small correlation with the
reference pixel used for the intra prediction, thereby making it possible to reduce a
prediction error. On the other hand, it may be more efficient not to perform the fitering on
pixels having a large correlation with the reference pixel used for the intra prediction.

Therefore, the encoder and the decoder may determine whether or not the filtering
is performed on the prediction block (and/or the prediction pixel) based on at least one of
information on the intra prediction mode of the encoding/decoding target block, whether
the encoding/decoding target block is the luma block or the chroma block, the size (and/or
the depth) of the encoding/decoding target block, the encoding parameters (for example,
the sizes of the neighboring blocks, the encoding modes of the neighboring blocks, and the
like) of the neighboring blocks adjacent to the encoding/decoding target block, whether or
not there are the neighboring blocks (and/or whether or not the neighboring blocks are

available blocks). Whether or not the filtering is performed may be determined in the

- encoding/decoding process or be determined in advance according to each condition.

Hereinafter, specific examples of a method of determining whether or not the filtering is

performed will be described.
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As an example, the encoder and the decoder may determine whether or not the
filtering is performed on the prediction block based on the intra prediction mode of the
encoding/decoding target block. As described above, the reference pixels and the
prediction directions used for the intra prediction may be changed according to the intra

5  prediction mode of the encoding/decoding target block. Therefore, it may be efficient to
determine whether or not the filtering is performed based on the intra prediction mode of
the encoding/decoding target block.

The following Table 1 shows an example of a method of determining whether or
not the filtering is performed according to the intra prediction mode. In Table 1, it is

10  assumed that the prediction directions of the intra prediction modes and the mode values
allocated to each of the prediction modes were defined as shown in 410 of FIG. 4A.

[Table 1]

Intra .
pTEd(';gﬁon ol1{2!3|4]5|6|7|8]9{10(11}{12|13(14)15|1617
mode

Whether or

notfteing | 0[O {21tO0fO0(21}1j0}1f1j0j0f1j1]0}|0}11]1
is performed

Intra

Pfen‘ggt;o” 18119]20(21{22(23|24|25|26|27|28|29]30{31|32}33)34

Whether or
notfitering | 0 | O[O | O} 1|1{1}r]j0]|]0}jO0]O}]1]1]1]1; 1
is performed

Here, 0 among the values allocated to the intra prediction mode may indicate that
15  the filtering is not performed, and 1 thereamong may indicate that the filtering is
performed.
As an example, in the case in which the prediction mode of the current block is a
DC mode (for example, a prediction mode having a mode value of 2), since the prediction

block is generated by the average of the pixel values of a plurality of reference pixels, the
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correlation between the prediction pixels and the reference pixels becomes small.
Therefore, in this case, the encoder and the decoder may perform the filtering on the
prediction pixels in the prediction block. As another example, in the case in which the
prediction mode of the current block is a planar mode (for example, a prediction mode
having a mode value of 34), as described above with reference to FIG. 5, the right vertical
line prediction pixels and the lower horizontal line prediction pixels are derived and the
weights are applied based on the derived prediction pixels and the reference pixels,
thereby making it possible to derive prediction values for each pixel in the current block.
Therefore, in this case, since the correlation between the prediction pixels and the
reference pixels becomes small, the encoder and thc; decoder may perform the filtering on
the prediction pixels in the prediction block. |

As still another example, in the case in which the intra prediction mode of the
current block is a vertical right mode (for example, a prediction mode having a mode
value of 5, 6, 12, 13, 22, 23, 24, and 25), since the encoder and the decoder perform the
intra prediction on the current block using the above reference pixels and/or the above-
right reference pixels, the correlation between the prediction pixels positioned at a left
region in the prediction block and the left reference pixels may become small. Therefore,
in this case, the filtering may be performed on the pixels positioned at the left region in the
prediction block. As still another example, in the case in which the intra prediction mode
of the current block is a horizontal below mode (for example, a prediction mode having a
mode value of 8, 9, 16, 17, 30, 31, 32, and 33), since the encoder and the decoder perform
the intra prediction on the current block using the left reference pixels and/or the below-
left reference pixels, the correlation between the prediction pixels positioned at an upper
region in the prediction block and the above reference pixels may become small.

Therefore, in this case, the filtering may be performed on the pixels positioned at the
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upper region in the prediction block.

In addition, the encoder and the decoder may also perform the filtering on a
vertical mode (for example, a prediction mode having a mode value of 0) and a horizontal
mode (for example, a prediction mode having a mode value of 1), unlike the example of
Table 1. In the case in which the intra prediction mode of the current block is the vertical
mode, since the encoder and the decoder perform the intra prediction on the current block
using the above reference pixels, the correlation between the prediction pixels positioned
at the left region in the prediction block and the left reference pixels may become small.
Therefore, in this case, the filtering may be performed on the pixels positioned at the left
region in the prediction block. As still another example, in the case in which the intra
prediction mode of the current block is a horizontal mode (for example, a prediction mode
having a mode value of 1), since the encoder and the decoder perform the intra prediction
on the current block using the left reference pixels, the correlation between the prediction
pixels positioned at the upper region in the prediction block and the above reference pixels
may become small. Therefore, in this case, the filtering may be performed on the pixels
pogitioned at the upper region in the prediction block.

Meanwhile, in the case in which the intra prediction mode of the current block
corresponds to one of the prediction modes (for example, prediction modes having mode
values of 3, 4, 7, 10, 11, 14, 15, 18, 19, 20, 21, 26, 27, 28, and 29) other than the above-
mentioned prediction modes, the encoder and the decoder may use at least one of the
above reference pixels and the above-right reference pixels for the intra prediction and use
at least one of the left reference pixels and the below-left reference pixels for the intra
prediction. Therefore, in this case, since all of the prediction pixels positioned at the left
region and the upper region in the prediction block may maintain the correlation with the

reference pixels, the encoder and the decoder may not perform the filtering on the
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prediction block.

In each of the cases in which the filtering is performed, regions in which the
filtering is performed in the current block and/or the prediction block and/or positicns of
pixels on which the filtering is performed in the current block will be described below.

5 As another example, the encoder and the decoder may determine whether or not
the filtering is performed on the prediction block based on the size and/or the depth of the
current block (and/or the prediction target block). Here, the current block may correspond
to at least one of the CU, the PU, and the TU.

The following Table 2 shows an example of a method of determining whether or

10 not filtering is performed according to a block size, and the following Table 3 shows an
example of a method of determining whether or not filtering is performed according to a
depth value of a current block. In examples of Tables 2 and 3, the current block may
correspond to the TU, a size of the TU may be, for example, 2x2, 4x4, 8x8, 16x16, 32x32,
64x64, or the like. However, the present invention is not limited thereto. That is, the

15  current block may correspond to the CU, the PU, or the like, rather than the TU.

[Table 2]

Biock size 2x2 4x4 8x8 16x16 | 32x32 | 64x64

Whether or

not filtering 0 1 1 1 1 0
is performed

[Table 3]

Depth value 1] 1 2 3 q 5

Whether or
not filtering 1 1 1 0 0 0
is performed
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Here, 0 among the values allocated to the intra prediction mode may indicate that
the filtering is not performed, and 1 thereamong may indicate that the filtering is
performed.

The encoder and the decoder may also determine whether or not the filtering is

5  performed on the current block and/or the prediction block in consideration of both of the
intra prediction mode of the current block and the size of the current block. That is, the
encoder and the decoder may determine whether or not the filtering is performed based on
the size of the current block with respect to each of the intra prediction modes. In this case,
whether or not the filtering is performed may be determined to be different per the inter

10  prediction mode according to the size of the current block. The following Table 4 shows
an example of a method of determining whether or not filtering is performed according to

the intra prediction mode of the current block and the size of the current block.

[Table 4]
Intra prediction mode
0l1|2/3|4|5/6|7|8(|9|10|11|12|13|14|15 16|17
2x2 {0|0|0jo|o|0|{0|0|0jD|OjD|O|O|{O|O|OD|O
4x4 |ojo|1|ojo|1|1]/o]1|2f{ojOo}|1|1|l0flO0'1]1
socd 8x8 |0lo|1]olofa|1|o|1jajo]o]2af[1]ofjoj1]1
sizel16x16{0f0|1]|0loj1|1]o]1{2]o]o|1|[1]0j0]1]1
32x32|o0folojolof1ja]|ofafajoj{oj1]1j0j0|1]1
eaxeajololo|o|olo|ojojolojo|[o|o]olofolo}o
Intra prediction mode
18 /39120{21]22|23|24|25|26{27|28|29|30{31|32|33|34
2x2 |olo|o|ojo|o|lojo|lojo|lo|o|ojo]|o|O|O
4x4 {ajofo|of1|1f1|1]o]|ojofol1|1|1]1]1
Bock 8x8 [0 |0[0|0[1/1{1]1]0[/0j0|0f3[1]|1]|1]1
S*€i16x16/ 0j0f0|0j1|1{1f1|0]|o|ojof1]1|2|1]1
32x32(0{0f{o0jo|1|1|1f1]lojo]ofolafa|1]1]oO
6axeal!0|0j0|0|0{0|O]|0|O|O|OjOlO|lO|O|O]|O
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Here, 0 among the values allocated to each of the intra prediction modes may
indicate that the filtering is not performed, and 1 thereamong may indicate that the
filtering is performed.

As still another example, the encoder and the decoder may determine whether or
not the filtering is performed on the prediction block based on information on which the
current block corresponds to the luma block or corresponds to the chroma block, that is,
information on a color component of the current block. For example, the encoder and the
decoder may perform the filtering on the prediction block only in the case in which the
current block corresponds to the luma block and may not perform the filtering on the
prediction block in the case in which the current block corresponds to the chroma block.

As still another example, the encoder and the decoder may also determine whether
or not the filtering is performed based on information on the encoding parameters of the
neighboring blocks adjacent to the current block, whether or not constrained intra

prediction (CIP) is applied to the current block, whether or not there are the neighboring

" blocks (and/or whether or not the neighboring blocks are available blocks), and the like. A

specific example of each of the methods of determining whether or not filtering is
performed will be described below.

Again referring to FIG. 10, in the case in which it is determined that the filtering
is performed on the current block and/or the prediction block, the encoder and the decoder
may determine the region on which the filtering is performed in the current block and/or
the prediction block (S1020). Here, the region on which the filtering is performed may
correspond to at least one sample in the current block and/or the prediction block.

As described above, the encoder and the decoder performs the filtering on
predictién pixels having a small correlation with the reference pixel used for the intra

prediction, thereby making it possible to reduce a prediction error. That is, the encoder and
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the decoder may determine that a region having a relatively large prediction error in the
current block and/or the prediction block is the filtering performing region. In this case,
the encoder and the decoder may determine the filtering performing region based on at
least one of the intra prediction mode of the current block, the size (and/or the depth) of
the current block, and the encoding mode of the neighboring blocks adjacent to the current
block. Here, the encoding mode of the neighboring blocks may indicate whether the
neighboring blocks are encoded/decoded in the inter mode or are encoded/decoded in the
intra mode. Specific examples of a method for determining a filtering performing region
will be described below.

In addition, the encoder and the decoder may determine a filter type applied to
each of the prediction pixels in the filtering performing region (S1030).

Here, the filter type may include information on a filter shape, a filter tap, a filter
coefficient, and the like. A plurality of intra prediction modes may have different
prediction directions, and a method of using a reconstructed reference pixel may be
changed according to positions of filtering target pixels. Therefore, the encoder and the
decoder adaptively determines the filter type, thereby making it possible to improve the
filtering efficiency. For example, the encoder and the decoder may determine the filter
type applied to each of the filtering target pixels based on the intra prediction mode of the
current block, the size (and/or the depth) of the current block, and/or the positions of the
filtering target pixels. An example of the filter shape may include a horizontal shape, a
vertical shape, a diagonal shape, and the like, and an example of the filter tap may include
a 2-tap, a 3-tap, a 4-tap, and the like.

Further, the encoder and the decoder may determine the filter coefficient based on
the size of the prediction block, the positions of the filtering target pixels, and the like.

That is, the encoder and the decoder may change the filter coefficient applied to the
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filtering target pixels according to the size of the prediction biock, the positions of the
filtering target pixels, and the like. Therefore, filtering strength for the filtering target
pixels may be adaptively determined. As an example, in the case in which the 2-tap filter
is used, the filter coefficient may be [1:3], [1:7], [3:5], or the like. As another example, in
the case in which the 3-tap filter is used, the filter coefficient may be [1:2:1], [1:4:1],
[1:6:1], or the like.

Meanwhile, the filter determined by the filter type may also not be a fiiter defined
by the filter shape, the filter tap, tﬁe filter coefficient, or the like. For example, the encoder
and the decoder may also perform a filtering process by adding an offset value determined
by a predetermined process to the pixel values of the reference pixels. In this case, the
filtering process may also be combined with the prediction block generating process to
thereby be performed as a single process. That is, the filtered prediction pixel values of
each of the pixels in the current block may be derived only by the above-mentioned
filtering process. In this case, the above-mentioned filtering process may correspond to a
single process including both of the prediction piiel generating process and the filtering
process for the generated prediction pixels.

Specific examples of a method for determining a filter type will be described
below.

After the filtering performing region and the filter type are determined, the
encoder and the decoder may perform the filtering on each of the prediction pixels in the
prediction block based on the filtering performing region and the filter type (§1040). In
the case in which it is determined that the filtering is not performed on the prediction
block, the encoder and the decoder may also not perform the filtering on the prediction
block (and/or each of the prediction pixels in the prediction block) (S1050).

FIG. 11 is a diagram schematically showing an example of a method of
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determining whether or not filtering is performed based on encoding parameters of
neighboring blocks adjacent to a current block.

In FIG. 11, the encoding parameters of the neighboring blocks may include an
intra prediction mode, an inter prediction mode, an encoding mode, or the like. Here, the
encoding mode of the neighboring blocks may indicate whether the neighboring blocks
are encoded/decoded in the inter mode or are encoded/decoded in the intra mode.

1110 of FIG. 11 shows an example of a method of determining whether or not
filtering is performed based on the intra prediction mode of the neighboring block adjacent
to the current block. 1113 of FIG. 11 indicates the current block C, and 1116 of FIG. 11
indicates a left neighboring block A adjacent to the left of the current block. In 1110 of
FIG. 11, it is assumed that the intra prediction mode of the current block corresponds to
the vertical prediction mode. In this case, since the encoder and the decoder perform the
intra prediction on the current block using the above reference pixels and/or the above-
right reference pixels, the filtering may be performed on the pixels positioned at a left
region 1119 in the prediction block.

However, in the case in which a prediction direction of the left neighboring block
A 1116 adjacent to a filtering target region 1119 and a prediction direction of the current
block C 1113 are different from each other as shown in 1110 of FIG. 11, it may be more
efficient not to perform the filtering on the filtering target region 1119. Therefore, in the
case in which the prediction direction of the neighboring block 1116 adjacent to the
filtering target region 1119 and the prediction direction of the current block C 1113 are
different from each other, the encoder and the decoder may not perform the filtering on the
filtering target region 1119. To the contrary, in the case in which the prediction direction
of the neighboring block 1116 adjacent to the filtering target region 1119 and the

prediction direction of the current block C 1113 are the same as or similar to each other
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(for example, in the case in which a difference value between prediction angles is a
predetermined threshold value or less), the encoder and the decoder performs the filtering
on the filtering target region 1119, thereby making it possible to reduce the prediction
ErTor.

1120 of FIG. 11 shows an example of a method of determining whether filtering
is performed based on the encoding mode of the neighboring block adjacent to the current
block in the case in which the constrained intra prediction (CIP) is applied to the current
block. 1123 of FIG. 11 indicates the current block C, and 1126 of FIG. 11 indicates a left
neighboring block A adjacent to the left of the current block. In 1120 of FIG. 11, it is
assumed that the intra prediction mode of the current block corresponds to the vertical
prediction mode. In this case, since the encoder and the decoder perform the intra
prediction on the current block using the above reference pixels and/or the above-right
reference pixels, the filtering may be performed on the pixels positioned at a left region
1129 in the prediction block.

However, in the case in which the CIP is applied to the current block C 1123, the
encoder and the decoder may also not perform the filtering on a filtering target region
1129 according to the encoding mode of the left neighboring block A 1126 adjacent to the
filtering target region 1129.

In the case in which the CIP is applied to the current block 1123, the encoder and
the decoder may not use pixels in the neighboring block encoded in the inter mode as the
reference pixels in performing the intra prediction on the current block 1123. For example,
in 1120 of FIG. 11, in the case in which the left neighboring block A 1126 is encoded in
the inter mode, the reference pixels in the left neighboring block 1126, that is, the left
reference pixels may not be used for the inter prediction of the current block 1123. In this

case, the encoder and the decoder may fill positions of the left reference pixels with the
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pixel values of the reference pixels in the block encoded in the intra mode and then
perform the intra prediction. That is, the encoder and the decoder does not use the pixels
to which the inter mode is applied for the intra prediction, thereby making it possible to
enhance resistance against the error.

Therefore, in the case in which the CIP is applied to the current block 1123 and
the encoding mode of the left neighboring block 1126 adjacent to the filtering target
region 1129 is the inter mode as shown in 1120 of FIG. 11, the encoder and the decoder
may not perform the filtering on the filtering target region 1129.

FIG. 12 is a diagram schematically showing an example of a method of
determining whether or not filtering is performed based on information on whether or not
the neighboring blocks adjacent to the current block is present (and/or whether or not the
neighboring blocks are an available block).

1210 of FIG. 12 indicates the current block C, and 1220 of FIG. 12 indicates a
neighboring block A adjacent to the left of the current block. In FIG. 12, it is assumed that
the intra prediction mode of the current block 1210 corresponds to the vertical prediction
mode. In this case, since the encoder and the decoder perform the intra prediction on the
current block using the above reference pixels and/or the above-right reference pixels, the
filtering may be performed on the pixels positioned at a left region 1230 in the prediction
block.

However, in the case in which the neighboring block adjacent to the filtering
target region is not present or is not available, the encoder and the decoder may also not
perform the filtering on the filtering target région. Here, an example of the case in which
the neighboring block adjacent to the filtering target region is not present or is not
available, there are a case in which the current block is present on a boundary of a current

picture, a case in which the neighboring block adjacent to the current block is present
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outside a boundary of a slice to which the current block pertains, and the like.

In the case in which the neighboring block adjacent to the filtering target region is
not present or is not available, the encoder and the decoder may generate reference pixel
values of positions adjacent to the filtering target region using available reference pixels
and then perform the intra prediction. However, in this case, since a plurality of generated
reference pixels may have values similar to each other and the values of the generated
reference pixels may not be similar to the pixel values in the current block, when the
filtering is performed on the current block based on the generated reference pixels, the
encoding efficiency may be reduced. Therefore, the encoder and the decoder may not
perform the filtering on the filtering target region.

Referring to FIG. 12, reconstructed blocks B and D are present around the current
block C 1210. Further, a left neighboring block A 1220 adjacent to a filtering target region
1230 in the current block 1210 is present outside a boundary 1240 of a slice to which the
current block 1210 pertains. In this case, since the left neighboring block A 1220 adjacent
to the filtering target region 1230 corresponds to an unavailable region, the encoder and
the decoder may not perform the filtering on the filtering target region 1230.

FIG. 13 is a diagram schematically showing an example of a method of
determining a filtering performing region based on an intra prediction mode of the current
block.

As described above, the encoder and the decoder may perform the intra prediction
on the encoding/decoding target block based on the previously reconstructed reference
pixels. In this case, since the reference pixel and/or the prediction direction used for the
intra prediction may be changed according to the intra prediction mode of the current
block, it may be efficient to determine that a region having a relatively large prediction

error is the filtering performing region, in consideration of the intra prediction mode of the
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current block. More specifically, prediction pixels positioned at a region adjacent to
reference pixels that are not used for the intra prediction in the prediction block may have
a low correlation with the reference pixels and a large prediction error. Therefore, the
encoder and the decoder performs the filtering on the prediction pixels in the region
adjacent to the reference pixels that are not used for the intra prediction among the
prediction pixels in the prediction block, thereby making it possible to reduce the
prediction error and improve the prediction efficiency.

1310 of FIG. 13 shows an example of a filtering performing region in the case in
which the prediction mode of the current block is the DC mode and/or the planar mode. In
1310 of FIG. 13, 1313 may indicate a prediction block, and 1316 may indicate a filtering
performing region.

As described above, in thc case in which the prediction mode of the current block
is the DC mode, since the prediction block 1313 is generated by the average of the pixel
values of the plurality of reference pixels, the correlation between the prediction pixel and
the reference pixel becomes small. Therefore, in this case, the encoder and the decoder
may determine that at least one horizontal pixel line (hereinafter, referred to as an upper
horizontal prediction pixel line) positioned at the uppermost portion in the prediction
block 1313 and at least vertical pixel line (hereinafier, referred to as a lefl vertical
prediction pixel line) positioned at the leftmost portion in the prediction block 1313 are
the filtering performing region 1316. Here, the number of horizontal pixel lines included
in the upper horizontal prediction pixel line and the number of vertical pixel lines included
in the left vertical prediction pixe!l line may be a predetermined fixed number. For
example, each of the upper horizontal prediction pixel line and the left vertical prediction
pixe!l line may include one pixel line. In addition, as in an example of FIG. 14 described

below, the number of pixel lines included in the upper horizontal prediction pixel line and
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the number of pixel lines included in the left vertical prediction pixel line may also be
determined based on the sizes of the current block and/or the prediction block 1313. That
is, the number of pixel lines included in the upper horizontal prediction pixel line and the
number of pixel lines included in the left vertical prediction pixel line may be variable
according to the sizes of the current block and/or the prediction biock 1313. For example,
each of the number of pixel lines included in the upper horizontal prediction pixel line and
the number of pixel lines included in the left vertical prediction pixel line may be 1, 2, 4,
or the like.

Meanwhile, even in the prediction mode of the current block is the planar mode
(the prediction mode having the mode value of 34), the correlation between the prediction
pixel and the reference pixel may be small. Therefore, in thié case, the encoder and the
decoder may determine that the upper horizontal prediction pixel line and the left vertical
prediction pixel line are the filtering performing region 1316, as in the DC mode.

1320 of FIG. 13 shows an example of a filtering performing region in the case in
which the intra prediction mode of the current block is the vertical right mode (for
example, the prediction mode having the mode value of S, 6, 12, 13, 22, 23, 24, and 25).
In 1320 of FIG. 13, 1323 may indicate a prediction block, and 1326 may indicate a
filtering performing region,

In the case in which the prediction mode of the current block is the vertical right
mode, sinlce the encoder and the decoder perform the intra prediction on the current block
based on the above reference pixels and/or the above-right reference pixels, the correlation
between the prediction pixels positioned at the left region in the prediction block 1323 and
the left reference pixels may become small. Therefore, in this case, the encoder and the
decoder determines that at least one vertical pixel line positioned at the lefimost portion in

the prediction block 1323, that is, the left vertical prediction pixel line is the filtering
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performing region 1326 and perform the filtering, thereby making it possible to improve
the prediction efficiency. In this case, the number of vertical pixel lines included in the left
vertical prediction pixel line may be a predetermined fixed number. For example, the left
vertical prediction pixel line may include one vertical pixel line. Further, as in an example
of FIG. 14 described below, the number of vertical pixel lines included in the left vertical
prediction pixel line may also be determined based on the sizes of the current block and/or
the prediction block 1323. That is, the number of vertical pixel lines included in the left
vertical prediction pixel line may be variable according to the sizes of the current block
and/or the prediction block 1323 and be, for example, 1, 2, 4, or the like.

Meanwhile, in the case in which the prediction mode of the current block is the
vertical mode, since the encoder and the decoder perform the intra prediction on the
current block using the above reference pixels, the correlation between the prediction
pixels positioned at the left region in the prediction block and the left reference pixels may
become small. Therefore, even in this case, the encoder and the decoder may determine
that the left vertical prediction pixel line is the filtering performing region and perform the
filtering.

1330 of FIG. 13 shows an example of a filtering performing region in the case in
which the intra prediction mode of the current block is the horizontal below mode (for
example, the prediction mode having the mode value of 8,9, 16, 17, 30, 31, 32, and 33).
In 1330 of FIG. 13, 1333 may indicate a prediction block, and 1336 may indicate a
filtering performing region.

In the case in which the intra prediction mode of the current block is the
horizontal below mode, since the encoder and the decoder perform the intra prediction on
the current block using the left reference pixels and/or the below-left reference pixels, the

correlation between the prediction pixels positioned at the upper region in the prediction

CA 3011863 2018-07-19



84381136

.

10

156

20

25

- 45 -

block 1333 and the above reference pixels may become small. Therefore, in this case, the
encoder and the decoder determines that at least one horizontal pixel line positioned at the
uppermost portion in the prediction block 1333, that is, the upper horizontal prediction
pixel line is the filtering performing region 1336 and perform the filtering, thereby making
it possible to improve the prediction efficiency. In this case, the number of horizontal
pixel lines included in the upper horizontal prediction pixel line may be a prcdctcrmined
fixed number. For example, the upper horizontal prediction pixel line may include one
horizontal pixel line. Further, as in an example of FIG. 14 described below, the number of
horizontal pixel lines included in the upper horizontal prediction pixel line may also be
determined based on the sizes of the current block and/or the prediction block 1333. That
is, the number of horizontal pixel lines included in the upper horizontal prediction pixel
line may be variable according to the sizes of the current block and/or the prediction block
1333 and be, for example, 1, 2, 4, or the like.

Meanwhile, in the case in which the prediction mode of the current block is the
horizontal mode, since the encoder and the decoder perform the intra prediction on the
current block using the left reference pixels, the correlation between the prediction pixels
positioned at the upper region in the prediction block and the above reference pixels may
become small. Therefore, even in this case, the encoder and the decoder may determine
that the upper horizontal prediction pixel line is the filtering performing region and
perform the filtering.

FIG. 14 is a diagram schematically showing an example of a method of
determining a filtering performing region based on a size and/or a depth of the current
block.

In the case in which a size of the current block (and/or the prediction target block)

is large, a size of a region having a large prediction error in the current block may also be
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large, and in the case in which the size of the current block (and/or the prediction target
block) is small, the size of the region having the large prediction error in the current block
may also be small. Therefore, the encoder and the decoder determines the filtering
performing region based on the size (and/or the depth) of the current block (and/or the
prediction target block), thereby making it possible to improve the encoding efficiency. In
the case, the encoder and the decoder may determine that a region having a relatively large
prediction error is the filtering performing region.

1410 of FIG. 14 shows an example of a filtering performing region in the case in
which a size of a current Elock is 8x8. In 1410 of FIG. 14, 1413 indicates a current block,
and 1416 indicates a filtering performing region. In 1410 of FIG. 14, it is assumed that an
intra prediction mode of the current block 1413 corresponds to the vertical right mode (for
example, the prediction mode having the mode value of 6). In this case, since the encoder
and the decoder perform the intra prediction on the current block using the above
reference pixels and/or the above-right reference pixels, a prediction error of a left region
to which a distance from the above reference pixels and/or the above-right reference pixels
is distant in the prediction block may be large. Therefore, in this case, the encoder and the
decoder may determine that at least one vertical pixel line positioned at the leftmost
portion in the prediction block, that is, the left vertical prediction pixel line is the filtering
performing region 1416.

1420 of FIG. 14 shows an example of a filtering performing region in the case in
which a size of a current block is 32x32. In 1420 of FIG. 14, 1423 indicates a current
block, and 1426 indicates a filtering target region. In 1420 of FIG. 14, it is assumed that an
intra prediction mode of the current block 1423 corresponds to the vertical right mode (for
example, the prediction mode having the mode value of 6). In this case, since the encoder

and the decoder perform the intra prediction on the current block using the above
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reference pixels and/or the above-right reference pixels, a prediction error of a left region
to which a distance from the above reference pixels and/or the above-right reference pixels
is distant in the prediction block may be large. Therefore, in this case, the encoder and the
decoder may determine that at least one vertical pixel line positioned at the leftmost

5  portion in the prediction block, that is, the left vertical prediction pixel line is the filtering
performing region 1426.

In 1410 or 1420 of FI1G. 14, the number vertical pixel lines configuring the left

vertical prediction pixel line may be determined based on the sizes of the current block
1413 or 1423 and/or the prediction block. In 1410 of FIG. 14, the size of the current block

10  is 8x8, which is a relatively small value. Therefore, in this case, since the size of the
region having the large prediction error may be small, the encoder and the decoder may
determine that two vertical pixel lines positioned at the leftmost portion in the prediction
block are the filtering performing region. On the other hand, in 1420 of FIG. 14, the size
of the current block 1s 32x32, which is a relatively large value. Therefore, in this case,

15  since the size of the region having the large prediction error may be large, the encoder and
the decoder may determine that four vertical pixel lines positioned at the leftimost portion
in the prediction block are the filtering performing region.

The following Table 5 shows an example of a filtering performing region
according to a block size, and the following Table 6 shows an example of a filtering

20  performing region according to a depth value of a current block. The encoder and the
decoder may determine the filtering performing region based on the size and/or the depth
of the current block, as shown in the following Tables 5 and 6.

[Table 5]
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Block size 2x2 4x4 8x8 16x16 | 32x32 | 64x64

Filtering
performing Ox0 1x4 2x8 4x16 8x32 | 16x64
region

[Table 6]

Depth value 5 4 3 2 1 0

Filtering
performing Ox0 4x1 8x2 16x4 32x8 | 64x16

region

Here, the current block may correspond to the TU, a size of the TU may be, for
5 example, 2x2, 4x4, 8x8, 16x16, 32x32, 64x64, or the like. However, the present invention
is not limited thereto. That is, the current block may correspond to the CU, the PU, or the
like, rather than the TU.
The size and/or the position of the filtering performing region determined
according to the size and/or the depth of the current block are not limited to the above-

10 mentioned examples, but may also be determined to be a size and/or a position different
from those of the above-mentioned examples. Further, in the above examples, the method
of determining a filtering performing region based on the vertical right mode has been
described for convenience of explanation. However, the method for determining a filtering
performing region may also be similarly applied in the case in which the prediction mode

15  corresponds to modes other than the vertical mode.

FIG. 15 is a diagram schematically showing an example of a method of
determining a filtering performing region based on an encoding mode of the neighboring
blocks adjacent to the current block.

In FIG. 15, it is assumed that the intra prediction mode of the current block C

CA 3011863 2018-07-19



84381136

10

15

20

25

- 49 -

1510 corresponds to the vertical prediction mode. In this case, since the encoder and the
decoder perform the intra prediction on the current block using the above reference pixels
and/or the above-right reference pixels, the filtering may be performed on the pixels
positioned at a left region 1129 in the prediction block.

However, in the case in which the encoding mode of the neighboring bock
adjacent to the current block is the inter mode, it is highly likely that the recovered pixel
values in the neighboring block will be unreliable due to an error generated in a network,
or the like, and when the filtering is performed based on the reconstructed pixel values in
the neighboring block of which the encoding mode is the inter mode, the encoding
efficiency may be reduced. Therefore, the encoder and the decoder may not perform the
filtering on a region adjacent to the neighboring block of which the encoding mode is the
inter mode. That is, the encoder and the decoder may determine the filtering performing
region based on the encoding mode of the neighboring block adjacent to the current block.

Referring to FIG. 15, as the neighboring blocks adjacent to the left of the current
block 1510, there are a reconstructed neighboring block A 1520 and a reconstructed
neighboring block B 1530. Here, it is assumed that an encoding mode of the neighboring
block A 1520 is the intra mode, and an encoding mode of the neighboring block B 1530 is
the inter mode. In this case, the encoder and the decoder may determine that only a region
adjacent to the neighboring block B 1530 encoded in the intra mode in the left region in
the prediction block is the filtering target rcgion.

FIGS. 16A and 16B are diagrams showing an example of a filter type determining
method according to the intra prediction mode of the current block.

1610 of FIG. 16A shows an example of a filter type determining method in the
case in which the prediction mode of the current block is the DC mode and/or the planar

mode. In 1610 of FIG. 16A, 1615 indicates a prediction block, and 1620 is a filter tap
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applied to a filtering target pixel.

As described above, in the case in which the prediction mode of the current block
is the DC mode, since the prediction block 1615 is generated by the average of the pixel
values of the plurality of reference pixels, the correlation between the prediction pixel and
the reference pixel becomes small, Therefore, in this case, the encoder and the decoder
may determine that prediction pixels (for example, (0,0), (1,0), (2,0), (3.0, (4,0), (5,0),
(6,0, (7,0, (0,1), (0,2), (0,3), (0,4), (0,5), (0,6), (0,7)) included in an upper horizontal
prediction line {for example, one horizontal pixel line positioned at the uppermost portion
in the prediction block 1615} and a left vertical pixel line (for example, one vertical pixel
line positioned at the leftmost portion in the prediction block 1615) are the filtering
performing region. Further, in the case in which the prediction mode of the current block
is thé.planar mode, the correlation between the prediction pixel and the reference pixel
may be small. Therefore, in this case, the encoder and the decoder may determine that the
prediction pixels included in the upper horizontal prediction pixel line and the left vertical
prediction pixel line are the filtering performing region, as in the DC mode.

In the case in which the prediction mode of the current block is the DC mode
and/or the planar mode, the encoder and the decoder may apply a 3-tap filter 1629 of [1/4,
2/4, 1/4] to a left upper prediction pixel (0,0) positioned at the leftmost upper portion in
the prediction block. In this case, the encoder and the decoder may perform the filtering on
the filtering target pixel based on the filtering target pixel (0,0), a reference pixel (0,-1)
adjacent to an upper portion of the filtering target pixel, and a reference pixel (-1,0)
adjacent to the left of the filtering target pixel. In this case, a filter coefficient applied to
the filtering target pixel may be 2/4, and a filter coefhicient applied to the reference pixel
adjacent to the upper portion of the filtering target pixel and the reference pixel adjacent to

the left of the filtering target pixel may be 1/4.
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Further, in the case in which the prediction mode of the current biock is the DC
mode and/or the planar mode, the encoder and the decoder may apply a horizontal 2-tap
filter 1623 of [1/4, 3/4] to each of the pixels (for example, (0,1), (0.2), (0,3), (0,4), (0,5),
(0,6), and (0,7)) except for the left upper prediction pixel among prediction pixels
included in the left vertical prediction pixel line. Here, when it is assumed that a position
of the filtering target pixel is (0,y), the encoder and the decoder may perform the filtering
on the filtering target pixel based on the filtering target pixel (0,y) and a reference pixel (-
1,y) adjacent to the ieft of the filtering target pixel. In this case, a filter coefficient applied
to the filtering target pixel may be 3/4, and a filter coefficient applied to the reference
pixel adjacent to the left of the ﬁltefing target pixel may be 1/4.

Further, in the case in which the prediction mode of the current block is the DC
mode and/or the planar mode, the encoder and the deceder may apply a vertical 2-tap filter
1625 of [1/4, 3/4] to each of the pixels (for example, (1,0), (2,0), (3,0), (4,0), (5,0), (6,0)
and (7,0)) except for the left upper prediction pixel among prediction pixels included in
the upper horizontal prediction pixel line. Here, when it is assumed that a position of the
filtering target pixel is (x,0), the encoder and the decoder may perform the filtering on the
filtering target pixel based on the filtering target pixe! (x,0) and a reference pixel (x,-1)
adjacent to an upper portion of the filtering target pixel. In this case, a filter coefficient
applied to the filtering target pixel may be 3/4, and a filter coefficient applied to the
reference pixel adjacent to the upper portion of the filtering target pixel may be 1/4.

In the above-mentioned example, the encoder and the decoder may also use
different filter types (for example, a filter shape, a filter tap, a filter coefficient, or the like)
according to the size of the current block. In this case, the encoder and the decoder may
adaptively determine the filter type based on the size of the current block. However, the

encoder and the decoder may also always use a predetermined fixed filter type (for
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example, a filter shape, a filter tap, a filter coefficient, or the like) regardless of the sizes of
the current block and/or the prediction block as in the above-mentioned example.

1630 of FIG. 16A shows an example of a filter type determining method in the
case in which the prediction mode of the current block is the vertical right mode (for
example, the prediction mode having the mode value of 5, 6, 12, 13, 22, 23, 24, and 25).
In 1630 of FIG. 16A, 1635 indicates a prediction block, and 1640 is a filter tap applied to
a filtering target pixel.

As described above, in the case in which the prediction mode of the current block
is the vertical right mode, since the encoder and the decoder perform the intra prediction
on the current block based on the above reference pixels and/or the above-right reference
pixels, the correlation between the prediction pixels positioned at the left region in the
prediction block 1635 and the lefi reference pixels may become small. Therefore, in this
case, the encoder and the decoder may determine that prediction pixels (for example, (0,0),
(0,1), (0,2), (0,3), (0,4), (0,5), (0,6), and (0,7)) included in a left vertical prediction pixel
line (for example, one vertical pixel line positioned at the leftmost portion in the
prediction block 1635) are the filtering performing region.

Meanwhile, in the case in which the prediction mode of the current block is the
vertical mode (for example, the prediction mode having the mode value of 0), since the
encoder and the decoder perform the intra prediction on the current block using the above
reference pixels, the correlation between the prediction pixels positioned at the left region
in the prediction block and the left reference pixels may become small. Therefore, even in
this case, the encoder and the decoder may determine that the prediction pixels included in
the left vertical prediction pixel line are the filtering performing region. However, a filtcr
type applied to the vertical mode may be different from a filter type applied to the vertical

right mode.
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In the case in which the prediction mode of the current block is the vertical right
mode, the encoder and the decoder may apply a diagonal 2-tap filter 1640 of [1/4, 3/4] to
each of the prediction pixels (for example, (0,1), (0,2), (0,3), (0.4), (0,5), (0,6), and (0,7))
included in the lefi vertical prediction pixel line. Here, when it is assumed that a position
of the filtering target pixel is (0,y), the encoder and the decoder may perform the filtering
on the filtering target pixel based on the filtering target pixel (0,y) and a reference pixel (-
1,y+1) adjacent to a lower portion of a reference pixel adjacent to the left of the filtering
target pixel. In this case, a filter coefficient applied to the filtering target pixel may be 3/4,
and a filter coeficient applied to the reference pixel adjacent to the lower portion of the
reference pixel adjacent to the left of the filtering target pixel may be 1/4.

1650 of FIG. 16B shows an example of a filter type determining method in the
case in which the prediction mode of the current block is the horizontal below mode (for
example, the prediction mode having the mode value of 8, 9, 16, 17, 30, 31, 32, and 33).
In 1650 of FIG. 16B, 1655 indicates a prediction block, and 1660 is a filter tap applied to a
filtering target pixel.

As described above, in the case in which the intra prediction mode of the current
block is the horizontal below mode, since the encoder and the decoder perform the intra
prediction on the current block using the left reference pixels and/or the below-left
reference pixels, the correlation between the prediction pixels positioned at the upper
region in the prediction block 1655 and the above reference pixels may become small.
Therefore, in this case, the encoder and the decoder may determine that prediction pixels
(for example, (0,0), (1,0), (2,0), (3,0), (4,0), (5,0), (6,0), and (7,0)) included in an upper
horizontal prediction pixel line (for example, one vertical pixel line positioned at the
uppermost i)ortion in the prediction block 1655) are the filtering performing region.

Meanwhile, in the case in which the prediction mode of the current block is the
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horizontal mode (for example, the prediction mode having the mode value of 1), since the
encoder and the decoder perform the intra prediction on the current block using the left
reference pixels, the correlation between the prediction pixels positioned at the upper
region in the prediction block 1655 and the above reference pixels may become small.

5  Therefore, even in this case, the encoder and the decoder may determine that the
prediction pixels included in the upper horizontal prediction pixel line are the filtering
performing region. However, a filter type applied to the horizontal mode may be different
from a filter type applied to the horizontal below mode.

In the case in which the prediction mode of the current block is the horizontal

10  below mode, the encoder and the decoder may apply a diagonal 2-tap filter 1660 of [1/4,
3/4] to each of the prediction pixels (for example, (0,0) (1,0), (2.0), (3,0), (4,0), (5,0}, (6,0),
and (7,0)) included in the upper horizontal prediction pixel line. Here, when it is assumed
that a position of the filtering target pixel is (x,0), the encoder and the decoder may
perform the filtering on the filtering target pixel based on the filtering target pixel (x,0)

15 and a reference pixel (x+1,-1) adjacent to the right of a reference pixel adjacent to an
upper portion of the filtering target pixel. In this case, a filter coefficient applied to the
filtering target pixel may be 3/4, and a filter coefficient applied to the reference pixel
adjacent to the right of the reference pixel adjacent to the upper portion of the filtering
target pixel may be 1/4.

20 1670 of F1G. 16B shows an example of a method of adaptively determining a
filter type (for example, a filter shape, a filter coefficient, a filter tap, or the like) according
to the intra prediction mode (particularly, the directional prediction mode) of the current
block. In 1670 of FIG. 16B, 1675 indicates a prediction block, and 1680 is a filter tap
applied to a filtering target pixel.

25 As in the examples of 1630 and 1650 described above, the encoder and the
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decoder may apply a predetermined fixed filter type to each of the vertical right mode
and/or the horizontal below mode. However, the encoder and the decoder may also apply
various filter types other than the above-mentioned filter type according to the intra
prediction mode. In this case, the encoder and the decoder may adaptively determine the
filter type based on the intra prediction mode of the current block.

As an example, the encoder and the decoder may use a 3-tap filter 1681
performing the filtering based on the filtering target pixel (x,y), a reference pixel (x+2,y-1),
and a reference pixel (x+3,y-1). In this case, a filter coefficient applied to the filtering
target pixel (2,y) may be 12, a filter coefficient applied to the reference pixel (x+2,y-1)
may be 3, and a filter coefficient applied to the reference pixcl (x+3,y-1) may be 1. As
another example, the encoder and the decoder may use a 3-tap filter 1683, 1685, or 1687
performing the filtering based on the filtering target pixel (x,y), a reference pixe_l (x+1,y-1),
and a reference pixel (x+2,y-1). In this case, a filter coefficient applied to the filtering
target pixel (x,y) may be 12, a filter coefficient applied to the reference pixel (x+1,y-1)
may be 1, and a filter coefficient applied to the reference pixel (x+2,y-1) may be 3 (1683).
In addition, a filter coefficient applied to the filtering target pixel (x,y) may be 12, a filter
coefficient applied to the reference pixel (x+1,y-1) may be 2, and a filter coefficient
applied to the reference pixel (x+2,y-1) may be 2 (16835). Further, a filter coefficient
applied to the filtering target pixel (x,y) may be 8, a filter coefficient applied to the
reference pixel (x+1,y-1) may be 6, and a filter coefficient applied to the reference pixel
(x+2,y-1) may be 2 (1687). As still another example, the encoder and the decoder may
also use a 2-tap filter 1689 performing the filtering based on the filtering target pixel (x,y)
and a reference pixel (x+1,y-1). In this case, a filter coefficient applied to the filtering
target pixel (x,y) may be 8,and a filter coefficient applied to the reference pixel (x+1,y-1)

may be 8.
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Meanwhile, in the case in which the intra prediction mode of the current block
corresponds to one of the prediction modes (for example, prediction modes having mode
values of 3, 4, 7, 10, 11, 14, 15, 18, 19, 20, 21, 26, 27, 28, and 29) other than the above-
mentioned prcdicﬁon modes, the encoder and the decoder may use at least one of the
above reference pixels and the above-right reference pixels for the intra prediction and use
at least one of the left reference pixels and the below-left reference pixels for the intra
prediction. Therefore, in this case, since all of the prediction pixels positioned at the left
region and the upper region in the prediction block may maintain the correlation with the
reference pixels, the encoder and the decoder may not perform the filtering on the
prediction block.

Further, as described above in the example of FIG. 10, since the encoder and the
decoder may determine whether or not the filtering is performed based on the information
on the color component of the current block, the encoder and the decoder may also
perform the filtering process described above with reference to FIGS. 16A and 16B only
in the case in which the current block is the luma block. That is, the filtering processes
according to the above-mentioned examples may be applied only in the case in which the
current block corresponds to the luma block and may not be applied in the case in which
the current block corresponds to the chroma block.

FIG. 17 is a diagram schematically showing the filter type determining method
according to the example of FIGS. 16A and 16B.

1710 of FIG. 17 shows an example of a filter type in the case in which the
prediction mode of the current block is the DC mode and/or the planar mode. 1710 of FIG.
17 shows an example of the same filter type as the filter type shown in 1610 of FIG. 16A.

As described above with reference to 1610 of FIG. 16A, in the case in which the

prediction mode of the current block is the DC mode (for example, the prediction mode
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having the mode value of 2) and/or the planar mode (for example, the prediction mode
having the mode value of 34), the encoder and the decoder may apply a 3-tap filterto a
left upper prediction pixel (for example, a ¢ pixel in 1710 of FIG. 17) positioned at the
leftmost upper portion in the prediction block. In addition, the encoder and the decoder
may apply a horizontal 2-tap filter to each of the pixels (for example, a g pixel in 1710 of
FIG. 17) except for the left upper prediction pixel among the prediction pixels included in
a left vertical prediction pixel line. In addition, the encoder and the decoder may apply a
vertical 2-tap filter to each of the pixels (for example, an e pixel in 1710 of FIG. 17)
except for the left upper prediction pixel among the prediction pixels included in an upper
horizontal prediction pixel line. As an example, this may be represented by the following
Equation 1.

[Equation 1]

F g=(f+3*g+2)>>2

F e=(@@d+3*e+2)>>2

Fc=(a+2%+b+2)>>2

Where F_x indicates a filtered prediction pixel value generated by performing the
filtering on a prediction pixel value of an x position.

1730 of FIG. 17 shows an example of a filter type in the case in which the
prediction mode of the current block is the vertical right mode (for example, the prediction
mode having the mode value of 5, 6, 12, 13, 22, 23, 24, and 25). 1730 of FIG. 17 shows an
example of the same filter type as the filter type shown in 1630 of FIG. 16A.

As described above with reference to 1630 of FIG. 16A, in the case in which the
prediction mode of the current block is the vertical right mode, the encoder and the
decoder may apply a 2-tap filter to each of the prediction pixels (for example, an i pixel

and a k pixel in 1730 of FIG. 17) included in a left vertical prediction pixel line. In the
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vertical right mode, since the prediction direction is a diagonal direction, the encoder and
the decoder may determine that a shape of the filter is a diagonal shape. As an example,
this may be represented by the following Equation 2.

[Equation 2]

Fi=(h+3*%+2)>>2

F k=(G+3*+2)>>2

Where F_x indicates a filtered prediction pixel value generated by performing the
filtering on a prediction pixel value of an x position.

1750 of FIG. 17 shows an example of a filter type in the case in which the
prediction mode of the current block is the horizontal below mode (for example, the
prediction mode having the mode value of 8, 9, 16, 17, 30, 31, 32, and 33). 1750 of F1G.
17 shows én example of the same filter type as the filter type shown in 1650 of FIG. 16B.

As described above with reference to 1650 of FIG. 16B, in the case in which the
prediction mode of the current block is the horizontal below mode, the encoder and the
decoder may apply a 2-tap filter to each of the p.rcdiction pixels (for example, an m pixel
and an o pixel in 1750 of FIG. 17) included in an upper horizontal prediction pixel line. In
the horizontal below mode, since the prediction direction is a diagonal direction, the
encoder and the decoder may determine that a shape of the filter is a diagonal shape. As an
example, this may be represented by the following Equation 3.

[Equation 3]

Fm=(0+3*m+2)>>2

Fo=(n+3*+2)>2

Where F_x indicates a filtered prediction pixel value generated by performing the
filtering on a prediction pixel value of an x position.

FIG. 18 is a diagram schematically showing an example of a filter type applied in
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the case in which a prediction mode of the current block is a vertical mode and/or a
horizontal mode.

In an example to be described below, terms such as a first reference pixel, a
second reference pixel, a third reference pixel, and the like, will be independently used in
each of 1810 and 1820 of FIG. 18. For example, the first reference pixel used in 1810 of
FIG. 18 is not the same as the first reference pixel used in the 1820 of FIG. 18, and the
second and third reference pixels may have independent meanings in 1810 and 1820 of
FIG. 18, respectively.

As described above, the filter determined by the filter type may also not be a filter
defined by the filter shape, the filter tap, the filter coefficient, or the like. For example, the
encoder and the decoder may also perform a filtering process by adding an offset value
determined by a predetermined process to the pixel values of the reference pixels. In this
case, the filtering process may also be combined with the prediction block generating
process to thereby be performed as a single process. That is, the filtered prediction pixel
values of each of the pixels in the current block may be derived only by the above-
mentioned filtering process. In this case, the above-mentioned filtering process may
correspond to a single process including both of the prediction pixel generating process
and the filtering process for the generated prediction pixels. In this case, the filtering
process may also be called a final prediction pixel (and/or a filtered prediction pixel)
generating process using a reference pixel. Therefore, in FIG. 18, examples will be
described in view of generation of a prediction pixel.

1810 of FIG. 18 shows an example of a prediction pixel generating method in the
case in which the prediction mode of the current block is the vertical mode.

As described above, in the case in which the prediction mode of the current block

is the vertical mode, the encoder and the decoder may generate the prediction block by
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performing the intra prediction on the current block using the above reference pixel. In
this case, since the correlation between the prediction pixel positioned at the left region in
the prediction block and the left reference pixel is small, the prediction pixel positioned at
the left region in the prediction block may have a large prediction error. Therefore, the
encoder and the decoder may generate the prediction block as follows for each of the
pixels (for example, (0,0), (0,1), (0,2), (0.,3), (0.4), (0.5), (0,6), and (0,7)) included in one
vertical pixel line (hereinafter, referred to as a left vertical pixel line) positioned at the
lefimost portion in the current block 1815.

Referring to 1810 of FIG. 18, pixels of (0,0), (0,1), (0,2), (0,3), (0,4), (0,5), (0.6),
and (0,7) positions may be present on the left vertical pixel line. In 1810 of FIG. 18, it is
assumed that a current prediction target pixel is a pixel (0,4) among the pixels on the left
vertical pixel line.

Since the prediction mode of the current block 1815 is the vertical mode, the
encoder and the decoder may fill a position of a prediction target pixel with a pixel value
of a first reference pixel (0,-1) (for example, a reference pixel positioned at the lefimost
portion among the above reference pixels) positioned on the same vertical line as the
vertical line on which the prediction target pixel is positiom_ad among the above reference
pixels. That is, in the case in which the prediction mode of the current block 1815 is the
vertical mode, the pixel value of the first reference pixel may be determined to be a
prediction pixel value of the prediction target pixel.

However, in this case, since the generated prediction pixel value may have a large
prediction error, the encoder and the decoder may add an offset value to the pixel value of
the first reference pixel to derive a final prediction pixel value. Here, a process of adding
the offset value may correspond to the filtering process or correspond to a portion of the

prediction pixel generating process. In this case, the offset value may be derived based on
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a second reference pixel (-1,4) adjacent to the prediction target pixel and a third reference
pixel (-1,-1) adjacent to the left of the first reference pixel. For example, the offset value
may correspond to a value obtained by subtracting a pixel value of the third reference
pixel from a pixel value of the second reference pixel. That is, the encoder and the decoder
may add the pixel values of the second and third reference pixels to the pixel value of the
first reference pixel to derive a prediction value of the prediction target pixel. The above-
mentioned prediction pixel generating process may be similarly applied to pixels other
than a pixel (0,4) among the pixels on the left vertical pixel line.

The above-mentioned prediction pixel generating process may be represented by
the following Equation 4.

[Equation 4]

P’ [%y1= p{x,-11H((p[-1.y1-p[-1,-11)>>1)), {x=0, y=0..n5-1}

Where p’{x,y] indicates a final prediction pixel value for a prediction target pixel
of a (%,y) position, and p[x,-1] indicates a first reference pixel positioned on the same
vertical line as the vertical line on which the prediction target pixel is positioned on above
reference pixels. In addition, p[-1,y] indicate a second reference pixel adjacent to the lefi
of the pfcdiction target pixel, and p{-1,-1] indicates a third reference pixel adjacent to the
left of the first reference pixel. Further, nS indicates a height of a current block.

Meanwhile, in the case in which the prediction mode of the current block 1815 is
the vertical mode, a region to which the offset and/or the filtering are applied is not limited
to the above-mentioned example. For example, the encoder and the decoder may also
apply the above-mentioned prediction pixel generating process to two vertical pixel lines
positioned at the leftmost portion in the current block 1815. In this case, the prediction
pixel generating process may be represented by the following Equation 5.

[Equation 5]
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p’[x, y1=plx, y1+ (p[-1, y] - p[-1, -1] + (I<<x)) >> (x+1),  {x=0..1,y=0..7}

Where p’[x,y] indicates a final prediction pixel value fora prediction target pixel
of a (x,y) position, and p{x,y] indicates a prediction pixel value generated by a general
vertical prediction process. In addition, p[-1,y] indicate a reference pixel positioned on the
same horizontal line as the horizontal line on which the prediction target pixel is
positioned among left reference pixels, and p[-1,-1] indicates a above-left comer reference
pixel.

Meanwhile, the process of adding the offset described above may be applied only
in the case in which the current block is the luma block and may not be applied in the case
in which the current block is the chroma block. For example, in the case in which the
current block is the chroma block, the encoder and the decoder may also directly
determine that the first reference pixel is the prediction pixel value of the prediction target
pixel without applying the offset value.

1820 of FIG. 18 shows an example of a prediction pixel generating methed in the
case in which the prediction mode of the current block is the horizontal mode.

As described above, in the case in which the prediction mode of the current block
is the horizontal mode, the encoder and the decoder may generate the prediction block by
performing the intra prediction on the current block using the left reference pixel. In this
case, since the correlation between the prediction pixel positioned at the upper region in
the prediction block and the above reference pixel is small, the prediction pixel positioned
at the upper region in the prediction block may have a large prediction error.

Therefore, the encoder and the decoder may generate the prediction block or the
prediction pixels as follows for each of pixels (for example, (0,0), (1,0), (2,0), (3,0), (4,0),
(5,0), (6,0), and (7,0)) included in one horizontal pixel line (hereinafter, referred to as an

upper horizontal pixel line) positioned at the uppermost porﬁon in the current block 1825.
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Referring to 1820 of FIG. 18, pixels of (0,0), (1,0), (2,0, (3,0), (4,0, (5,0), (6,0),
and (7,0) positions may be present on the upper horizontal pixel line. In 1820 of FIG. 18,
it is assumed that a current prediction target pixel is a pixel (4,0) among the pixels on the
upper horizontal pixel line.

Since the prediction mode of the current block 18235 is the horizontal mode, the
encoder and the decoder may fill a position of a prediction target pixel with a pixel value
of a first reference pixel (-1,0) (for example, a reference pixel positioned at the uppermost
portion among the left reference pixels) positioned on the same horizontal line as the
horizontal line on which the prediction target pixel is positioned among the left reference
pixels. That is, in the case in which the prediction mode of the current block 1825 is the
horizontal mode, the pixe] value of the first reference pixel may be determined to be a
prediction pixel value of the prediction target pixel,

However, in this case, since the generated prediction pixel value may have a large
prediction error, the encoder and the decoder may add an offset value to the pixel value of
the first reference pixel to derive a final prediction pixel value. Here, a process of adding
the offset value may correspond to the filtering process or correspond to a portion of the
prediction pixel generating process. In this case, the offset value may be derived based on
a second reference pixel (4,-1) adjacent to an upper portion of the prediction target pixel
and a third reference pixel (-1,-1) adjacent to an upper portion of the first reference pixel.
For example, the offset value may correspond to a value obtained by subtracting a pixel
value of the third reference pixel from a pixel value of the second reference pixel. T}}at is,
the encoder and the decoder may add the pixel values of the second and third reference
pixels to the pixel value of the first reference pixel to derive a prediction value of the
prediction target pixel. The above-mentioned prediction pixel generating process may be

similarly applied to pixels other than a pixel (4,0) among the pixels on the upper
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horizontal pixel line.

The above-mentioned prediction pixel generating process may be represented by
the following Equation 6.

[Equation 6]

P’ Xyl pl- Ly H((p[x,- 1}-p[-1,-1D)>>1)), {x=0..nS-1, y=0}

Where p’[x;y] indicates a final prediction pixel value for a prediction target pixel
of a (x,y) position, and p[-1,y] indicates a first reference pixel positioned on the same
horizontal line as the horizontal line on which the prediction target pixel is positioned
among left reference pixels. In addition, p[x,-1] indicate a second reference pixel adjacent
to an upper portion of the prediction target pixel, and p{-1,-1] indicates a third reference
pixel adjacent to an upper portion of the first reference pixel. Further, nS indicates a width
of a current block. |

Meanwhile, in the case in which the prediction mode of the current block 1825 is
the horizontal mode, a region to which the offset and/or the filtering are applied is not
limited to the above-mentioned example. For example, the encoder and the decoder may
also apply the above-mentioned prediction pixel generating process to two horizontal pixel
lines positioned at the uppermost portion in the current block 1825. In this case, the
prediction pixel generating process may be represented by the following Equation 7.

[Equation 7]

P’[% y1=plx y1+ (plx, -1} - p[-1, -1] + (I<<y)) >> (y+1), {x=0.7,y=0..1}

Where p’[x,y] indicates a final prediction pixel value for a prediction target pixel
of a (x,y) position, and p[x,y] indicates a prediction pixel value generated by a general
horizontal prediction process. In addition, p[x,~1] indicate a reference pixel positioned on
the same vertical line as the vertical line on which the prediction target pixel is positioned

among above reference pixels, and p[-1,-1] indicates a above-left corner reference pixel.
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Meanwhile, similar to 1810 of FIG. 18, the process of adding the offset described
above may be applied only in the case in which the current block is the luma block and
may not be applied in the case in which the current block is the chroma block. For
example, in the case in which the current block is the chroma block, the encoder and the
decoder may also directly determine that the first reference pixel is the prediction pixel
value of the prediction target pixel without applying the offset value.

FIG. 19 is a diagram schematically showing another example of a filter type
according to the exemplary embodiment of the present inventio.r‘x.

In the example of FIG. 19, since the encoder and the decoder perform the intra
prediction on the current block using the left reference pixels and/or the below-left
reference pixels, the correlation between the prediction pixels positioned at the upper
region in the prediction block 1910 and the above reference pixels may become small.
Therefore, in this case, the encoder and the decoder may perform the filtering on the
prediction pixels included in an upper horizontal prediction pixel line (for example, one
horizontal line positioned at the uppermost portion in the prediction block 1910).
Although the case in which the filtering is performed on the pixels on the upper horizontal
prediction pixel line is described in an example to be described below, a filtering method
according to FIG. 19 may be similarly applied to the case in which the filtering is
performed on pixels on a left vertical prediction pixel line (for example, one vertical pixel
line positioned at the leftmost portion in the prediction block 1910).

Referring to FIG. 19, the encoder and the decoder may perform the filtering on a
predicted pixel, that is, a prediction pixel B 1920, in the prediction block 1910. The above-
mentioned filtering performing process may correspond to a process of adding an
appropriate offset value to a pixel value of the prediction pixel 1920.

The offset value may be derived based on the reference pixel. As an example, in
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the case in which a filtering target pixe! 1920 is a pixel positioned at the uppermost
portion in the prediction block 1910, the reference pixel used to derive the offset value
may be a reference pixel A 1930 adjacent to an upper portion of the filtering target pixel
1920. As another example, in the case in which the filtering target pixel is a pixel
positioned at the leftmost portion in the prediction block 1920, the reference pixel used to
derive the offset value may be a reference pixel adjacent to the left of the filtering target
pixel. Hereinafier, an example of a process of obtaining an offset value based on the
reference pixel 1920 will be described.

The encoder and the decoder may perform the intra prediction on the reference
pixel 1930 to obtain a prediction value of the reference pixel, that is, a prediction reference
pixel value. Here, the intra prediction may be directional prediction. In this case, the
encoder and the decoder may perform the prediction on the reference pixel 1940 based on
the same intra prediction mode (and/or prediction direction) 1950 as a prediction mode
(and/or a prediction direction) 1940 of the current block. In the case in which the position
of the prediction reference pixels determined based on the prediction directions and the
reference pixels of the intra prediction mode are not the integer positions, the encoder and
the decoder may perform interpolation based on the reference pixels of the integer
positions to obtain pixel values of the prediction reference pixels.

The encoder and the decoder may derive the offset value based on a difference
between the pixel value of the reference pixel and the pixel value of the prediction
reference pixel. For example, the offset value may correspond to a value obtained by
dividing the difference between the pixel value of the reference pixel and the pixel value
of the prediction reference pixel by 4. After the offset value is derived, the encoder and the
decoder may derive a pixel value of a filtered prediction pixel by adding the derived offset

value to the pixel value of the prediction pixel 1920.
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The above-mentioned filtering process may be represented by the following
Equation 8.

[Equation §]

Refl = Prediction Value of A

Delta = (A-Refl+2) >> 2

B’ =B + Delta

Where B indicates the pixel value of the prediction pixel 1920, A indicates the
pixel value of the reference pixel 1930 for the prediction pixel, and Ref1 indicates the
pixel value for the reference pixel for A. In addition, B’ indicates the pixel value of the
filtered prediction pixel.

Although the process of determining whether or not filtering is performed, the
process of determining a filtering performing region, the process of determining a filter
type, and the like, have been independently described, respectively, in the above-
mentioned examples, the encoder and the decoder may also combine these processes with
each other to process them as a single process. In this case, the encoder and the decoder
may determine at least two of the process of determining whether or not filtering is
performed, the process of determining a filtering performing region, and the process of
determining a filter type based on a single table.

As an example, whether or not the filtering is performed, the filtering performing
region, and the filter type according to the intra prediction mode may be represented by a
single table. In this case, both of the encoder and the decoder may have the same table
stored therein and determine whether or not the filtering is performed, the filtering
performing region, and the filter type based on the intra prediction mode and the table
stored therein. The following Table 7 shows an example of the table showing whether or

not the filtering is performed, the filtering performing region, and the filter type according
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to the intra prediction mode.

[Table 7]

Intra

predicion 01|23 |4!5|6|7|8(910[11/12{13|14|15]{16]17
mode

Fitertype | ol o1 |0|0|2|2|0f3|3!0|0 3|3 {0]|0|3]3

Intra
predciﬁtion 18 (1912012172223 (2425|2627 28(29[30|3132(33]34
mode

Fitertype | 0 | 0|0} 0} 2|22} 2;0]0{0C|0)J3{33[3]1

In Table 7, in the case in which a value allocated to a filter type is 0, the filter type
may indicate that the filtering is not performed on the prediction block. In addition, in the
case in which the value allocate to the filter type is 1, 2, or 3, the filter type may indicate
that the filtering is performed on the prediction block.

Further, in Table 7, in the case in which the value allocated to the filter type is 1,
the filter type may indicate that the filtering performing region and the filter type in the
DC mode and/or the planar mode described above with reference to 1610 of FIG. 16A are
applied. Further, in the case in which the value allocated to the filter type is 2, the filter
type may indicate that the filtering performing region and the filter type in the vertical
right mode described above with reference to 1630 of FIG. 16A are applied. Further, in
the case in which the value allocated to the filter type is 3, the filter type may indicate that
the filtering performing region and the filter type in the horizontal below mode described
above with reference to 1650 of FIG. 16B are applied.

As another example, the table represented by the above Table 7 may further
include information on whether or not a filter is applied according to a block size. That is,
the table including information on whether or not the filter is applied, the filter applying
region, and the filter type according to the intra prediction mode may also include the

information on whether or not the filter is applied according to the block size. In this case,
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both of the encoder and the decoder may have the same table stored therein and determine
whether or not the filtering is performed, the filtering performing region, and the filter
type based on the intra prediction mode, sizes of the current block (and/or the prediction
block), and the table stored therein.

5 In the case in which the sizes of the current block and/or the prediction block are
excessively small or large, it may be preferable that the filtering is not performed on the
prediction block. For example, in the case in which the current block and/or the prediction
block correspond to a large block such as a block having a size of 32x32, the correlation
between pixels neighboring to the current block and/or pixels in the current block may be

10  large. In this case, the filtering on the prediction block does not have an important
meaning. Therefore, the encoder and the decoder may adaptively determine whether or not
the filtering is performed according 1o the sizes of the current block and/or the prediction
block to improve the filtering efficiency. The following Table 8 shows an example of a
table configured in consideration of the block size as well as the intra prediction mode as

15 described above.

[Table 8]
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Intra prediction mode

7

8

9

10

11

12

2x2

x4

Bilock]

8x8

size

16x16

32x32

64x64

OO0 jO(0O|O |0

QIOIC|O|Q|C |

QIO IRr|[=ION

Qioio|olaolo|w

QlQjo|olo|O|d

OO INININIO IV

QIO |NINVINIOI,

Ol (Ojo|Oo|C

Ololwlwiw|o

O CiWwlw|w!lOo

S| OCcjo|O|O

QOO0 |0|C

QIoiwlw|w|o

QIO WwWiIw|lwio

intra prediction mode

22

23

24

25

26

27

28

2x2

4x4

8x8

size

16x16

32x32

64x64

QO OO0

QIOI0O|0|0 |0

oloolala|o

Qio|QlOo|O|0

QIQIN|IN(NIO

OlOoINININIO

QIONININIO

QIOINININIO

Qoo |@|@|O

ClOICjo|Cio

OO0 IQ|0

Qlo|o|ojo|o

ClIOIWIWIWw|IO

ClOjW W IWIO

In Table 8, values of 0, 1, 2, and 3 allocated to a filter type may have the same

meaning as that of Table 7. Referring to Table 8, the encoder and the decoder may

determine whether or not the filtering is performed based on the sizes of the current block

5  and/or the prediction block and determine whether or not the filtering is performed, the

filtering performing region, the filter type, and the like, based on the intra prediction mode.

As another example, whether or not the filtering is performed, the filtering

performing region, and the filter type according to the intra prediction mode may also be

represented by the following Table 9.

10  [Table 9]
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intra |

prediction 0 1| 2 3 4 516|789 ]|10}(11]12,13(14]15
mode i

Filtering

pefforming | TIL1 | L2} T2 | TIL1 J Tl [ L1 (L1jL4jT1jTL{T4|L1{0 (L1101 |T
region

Fitter type a b b a a cjcjdjc|lc]ldlc|0fel]c 4

Intra
prediction {16 |17 |18 {19 (20|21 1222324 2512627 |28|29(30{31}32|33|{34
mode
Filtering
performing | O [T1|Ti|Lijrjojojrfjerjajer|miTa{olo|(T1{T1|{T1|TL
region
Fitertype | 0l e | cic|clOD]O0jelelcliclclciOoiOlele|c|c

FIG. 20 is a diagram describing an intra prediction mode and a filter type applied
to Table 9. 2010 of FI1G. 20 show examples of prediction directions of an intra prediction
mode and mode values allocated to each of the prediction directions. Although the above-

5 mentioned examples have been described based on the intra prediction mode (prediction
direction, mode value) shown in 410 of FIG. 4A, it is assumed that an intra prediction
mode (prediction directio;l, mode value) shown in 2010 of FIG. 20 is used in an example
of Table 9. However, the example of Table 9 is not limited to being applied to 2010 of
FIG. 20.

10 Referring to Table 9, in the case in which a value allocated to a filtering
performing region is 0 and/or in the case in which a value allocated 1o a filter type is 0, the
encoder and the decoder may not perform the filtering on the prediction block. On the
other hand, in the case in which the value allocated to the filtering performing region is
not 0 and the value allocated to the filter type is not 0, the encoder and the decoder may

15  perform the filtering on the prediction block.

Meanwhile, Tx applied to the filter applying region may indicate x horizontal
pixel lines positioned at the uppermost portion in the prediction block, that is, upper

horizontal prediction pixel lines, and Lx allocated to the filter applying region may

CA 3011863 2018-07-19



84381136

10

15

20

25

-72-

indicate x vertical pixel lines positioned at the leftmost in the prediction block, that is, left
vertical prediction pixel lines. In addition, TxLx allocated to the filter applying region may
indicate a region including both of the upper horizontal prediction pixel lines and the left
vertical prediction pixel lines. In the example of Table 9, a value of x may be 1, 2, or 4.
However, as another example, x may also be a predetermined fixed value. For example, x
may always be 1. In this case, the upper horizontal prediction pixel line may include only
one horizontal pixel line, and the left vertical prediction pixel line may include only one
vertical pixel line.

As a filter type that is not 0 in Table 9, there may be a, b, ¢, d, and e. In Table 9, in
the case in which a value allocated to the filter type is a, the encoder and the decoder may
perform the filtering based on the filtering performing region and the filter type described
above with reference to 1610 of FIG. 16A. In this case, the encoder and the decoder may
perform the filtering on the prediction pixels included the upper horizontal prediction
pixel line (one pixe! line) and the left vertical prediction pixel line (Qne pixel line) based
on the filter coefficient described above with reference to 1610 of FIG. 16A. In Table 9, in
the case in which the value allocated to the filter type is b, the encoder and the decoder
may perform the filtering based on the filtering performing region and the filter type
described above with reference to FIG. 18. In the case in which the prediction mode of the
current block is the vertical mode (for example, the prediction mode having the mode
value of 1), the encoder and the decoder may perform the filtering on the prediction pixels
included in the left vertical prediction pixel line (for example, two pixel lines) as shown in
1810 of FIG. 18. Further, in the case in which the prediction mode of the current block is
the vertical mode (for example, the prediction mode having the mode value of 2), the
encoder and the decoder may perform the filtering on the prediction pixels included in the

upper horizontal prediction pixe! line (for example, two pixel lines) as shown in 1820 of
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FIG. 18.

Meanwhile, in Table 9, in the case in which the value allocated to the filter type is
c and Tx is applied to the filter applying region, the encoder and the decoder may perform
the filtering based on the filtering performing region and the filter type described above
with reference to 1650 of FIG. 16B. In this case, the encoder and the decoder may apply a
diagonal filter of [1,3] to the prediction pixels included in the upper horizontal prediction
pixel line. Further, in Table 9, in the case in which the value allocated to the filter type is b
and Lx is applied to the filter applying region, the encoder and the decoder may perform
the filtering based on the filtering performing region and the filter type described above
with reference to 1630 of FIG. 16A. In this case, the encoder and the decoder may apply a
diagonal filter of [1,3] to the prediction pixels included in the left vertical prediction pixel
line.

In Table 9, when the intra prediction mode of the current block is 7 or 10, the
value allocated to the filter type may be d. Referring to 2020 of FIG. 20, a block 2023 may
indicate a prediction block, and a prediction direction when an intra prediction mode of a
current block may be represented by 2025. In this case, a filtered prediction pixel value
may be represented by the following Equation 9.

[Equation 9]

P’[% y1= (16-K)*p[x, y] + k*p[x, -1+ 8)>>4, k=1<<(3-y), {x=0..7, y=0.3}

Where p’[x, y] may indicate a filtered prediction pixel value, and p[x,y] may
indicate a prediction pixel value of a (x,y) position before filtering. In addition, p[x,-1]
may indicate a reference pixel positioned on the same vertical line as the vertical line on
which the prediction pixel is positioned among the above reference pixels. Referring to
Equation 9, when the intra prediction mode of the current block is 10, the encoder and the

decoder may perform the filtering on four horizontal pixel lines positioned at the
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uppermost position in the prediction block 2023. Even in the case in which the intra
prediction mode of the current block is 7, the encoder and the decoder may perform the
filtering on four vertical pixel lines positioned at the lefirnost portion in the prediction
block 2023 by a method similar to the method represented by Equation 9.

Again referring to 2020 of FIG. 20, when the intra prediction mode of the current
block is 24, the prediction direction may be represented as shown in 2027, In Table 9,
when the intra prediction mode of the current block is 24, the value allocated to the filter
type may be €. In the case in which the intra prediction mode of the current block is 24,
the filtered prediction pixel value may be represented by the foliowing Equation 10.

[Equation 10]

Plx. yI=plx y]+ @[-1. y]1- Rp[-1, y] + 2)>>2,  {x=0,y=0..7}

Where p’[x, y] may indicate a filtered prediction pixel value, and p[x,y] may
indicate a prediction pixel value of a (x,y) position before filtering. in addition, p[-1,y]
may indicate a reference pixel positioned on the same horizontal line as the horizontal line
on which the prediction pixel is positioned among the left reference pixels. Rp{-1,y] may
indicate a prediction value of the reference pixel of p[-1,y], that is, a prediction reference
pixel value. The encoder and the decoder may perform the prediction on the reference
pixel of p[-1,y] based on the same intra prediction mode as the prediction mode of the
current block in order to derive the prediction reference pixel vajue.

In Table 9, even in the case in which the intra prediction mode of the current
block is 13, 17, 23, 31, or 32, the value allocated to the filter type may be e. Therefore,
even in this case, the encoder and the decoder may perform the filtering by a method
similar to the method described in Equation 10.

In Table 9, the filter applied according to the value allocated to each filter type is

not limited to the above-mentioned example. That is, the filter applied according to the
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value allocated to each filter type may be changed according to an implementation and/or

as needed. In addition, whether or not the filter is applied may be set to be different from
the setting in the above-mentioned example.

Hereinafter, an example of a process of performing the filtering on a prediction

5  pixel according to the exemplary embodiment of the present invention will be described in

detail. In an example to be described below, an input is IntraPredMode, nS, p{x,y](x,y=-

1..n8), and predSamples[x,y](x,y=0..nS-1), and an output is predSamplesF[x,y](x,y=0..nS-

1). Here, IntraPredMode indicates an intra prediction mode of a current block, nS

indicates a horizontal size and a vertical size of a prediction block, and p[x,y)(x,y=1..nS)

10 indicates a pixel value of a reference pixel positioned around the current block. In addition,

predSamples[x,y](x,y=0..nS-1) indicates a prediction pixel value, and

predSamplesF[x,y](x,y=0..nS-1) indicates a filtered prediction pixel value.

Here, whether or not the filtering is performed, the filtering performing region,

and the filter type according to the intra prediction mode may be determined by the

15  following Table 10.

[Table 10]

IntraPredMode 0 112i3i4:!851i6{(7 :8{9|10:11i12{13(14:15;16:17

i PostFil

mmarostHter tolof1i0lol212]0 3|3loi0oi212]0i0 313
Type

IntraPredMode {181 19120;21:i22123124|25i1261|27 i8 29:30{31{32:33:34:35

intraPostFilt

mAroste toio0lotoi2i21212i0l0f0l0i3i3 313 1} -

Type

In Table 10, intraPostFilterType indicates information on a filter type applied to a

prediction block. Here, the information on a filter type may also include all of information

20  on whether or not the filtering is performed, the filtering performing region, and the filter

type according to the intra prediction mode. In addition, intraPostFilterType may be
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represented by intraPostFilterType[IntraPredMode], which means that a value allocated to
intraPostFilterType is determined by IntraPredMode.

In the case in which nS is smaller than 32, the encoder and the decoder may
induce predSamplesF[x,y}(x,y=0..nS-1) by the following process according to the value
allocated to intraPostFilterType[IntraPredMode].

If the value allocated to intraPostFilterType[IntraPredMode] is 1, the encoder and
the decoder may derive a predSamplesF[x,y] value by the following Equation 11.

[Equation 11]

predSamplesF[0,0] = (p[-1,0] + 2*predSamples[0,0] + p[0,-1] +2) >> 2

predSamplesF[x,0] = (p[x,-1] + 3*predSamples[x,0] + 2) >> 2 (x=1..n5-1)

predSamplesF[0,y] = (p[-1,y] + 3*predSamples[0,y] + 2) >> 2 (y=1..n5-1)
predSamplesF[x,y] = predSamples{x,y] (x,y=1..nS-1)

If the value allocated to intraPostFilterType[IntraPredMode] is 2, the encoder and
the decoder may de'rive the predSamplesF[x,y] value by the following Equation 12.

[Equation 12]

predSamplesF[0,y] = (p{-1,y+1] + 3*predSamples[0,y] + 2) >> 2 (y=0. nS-1)

predSamplesF[x,y] = pfedSamples[x,y] (x=1..n8-1, y=0..n8-1)

If the value allocated to intraPostFilterType[IntraPredMode] is 3, the encoder and
the decoder may derive the predSamplesF[x,y] value by the following Equation 13.

[Equation 13}

predSamplesF[x,0] = (p[x+1,-1] + 3*predSamples[x,0] + 2) >> 2 (x=0..nS-1)

predSamplesF[x,y] = predSamples[x,y] (x=0..nS-1, y=1..n8-1)

If the value allocated to intraPostFilterType[IntraPredMode] is 0, the encoder and
the decoder may derive the predSamplesF[x,y] value by the following Equation 14.

[Equation 14]
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predSamplesF[x,y] = predSamples[x,y] (x,y=0..nS-1)

Meanwhile, the encoder and the decoder may differently set an application of all
methods (for example, the filtering performing method) described above according to the
size and/or the depth of the current block (and/or the prediction block) For example, the

5  application of the present invention may be differently set according to the size of the PU
and/or the size of the TU or be differently set according to the depth value of the CU.

In this case, the cncéder and the decoder may use the size va_]ue of the block
and/or the depth value of the block as a variable in order to determine the application of
the present invention. Here, the block may correspond to the CU, the PU, and/or the TU.

10 As an example, in the case in which the size value of the block is used as a variable, the
encoder and the decoder may apply the present invention only a block having a size equal
to or larger than the variable. As another example, the encoder and the decoder may apply
the present invention only to a block having a size smaller than or equal to the variable.
Alternatively, the encoder and the decoder may apply the present invention only to a block

15 having a size corresponding to the variable value.

The following Table 11 shows an example of the application of the present
invention in the case in which the size value of the block used as a variable for
determining the application of the present invention is 16x16. In Table 11, 0 indicates that
the present invention is applied to a corresponding block size, and X indicates that the

20  present invention is not applied to a corresponding block size.

[Table 11}
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Block size Method A Method B Method C
32x32 O X X
16x16 O O O
8x8 X O X
4x4 X @] X

Referring to Table 11, in the case of a method A, the encoder and the decoder may
apply the present invention only to a block having a size equal to or larger than a block
size (16x16) used as a variable. In the case of a method B, the encoder and the decoder

5 may apply the present invention only to a block having a size smaller than and equal to the
block size (16x16) used as the variable. Further, in the case of a method C, the encoder
and the decoder may apply the present invention only to a block having a size equal to the
block size (16x16) used as the variable.

Meanwhile, as an example, the variable value (the size value of the block and/or

10 the depth value of the block) for determining the application of the present invention may
be a predetermined fixed value. In this case, the variable value may be pre-stored in the
encoder and the decoder, and the encoder and the decoder may determine the application
of the present invention based on the variable value stored therein.

As another example, the variable value for determining the application of the

15 present invention may also be changed according to a profile or a level. In the case in
which the variable value is determined based on the profile, the variable value
corresponding to each profile may be a predetermined fixed value, and in the case in
which the variable value is determined based on the level, the variable value
corresponding to each level may be a predetermined fixed value.

20 _ As still another example, the variable value (the size value of the block and/or the
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depth value of the block) for determining the application of the present invention may be
determined by the encoder. In this case, the encoder may encode information on the
variable value to transmit the encoded information to the decoder through a bitstream. The
information on the variable value transmitted through the bitstream may be included in a
sequence parameter set (SPS), a picture parameter set (PSP), a siice header, and the like.
The decoder may derive the variable value from the received bitstream and determine the
application of the present invention based on the derived variable value.

As an indicator used to indicate the information on the variable value, there may
be various types of indicates. As an example, in the case in which the method A is used in
Table 11 and the variable value for determining the application of the present invention
corresponds to the size value of the block, the indicator used to indicate the information on
the variable value may be log2_intra_prediction_filtering_enable_max_size_minus2. For
example, in the case in which the variable value is 32x32, a value allocated to the
indicator may be 3, and in the case in which the variable value is 4x4, a value allocated to
the indicator may be 0. As another example, in the case in which the method A is used in
Table 11 and the variable value for determining the application of the present invention
corresponds to the depth value of the CU, the indicator used to indicate the information on
the variable value may be intra_prediction_filtering_enable_max_cu_depth. In this case,
for example, when a value allocated to the indicator is 0, the present invention may be
applied to a block having a size equal to or larger than 64x64, when a value allocated to
the indicator is 1, the present invention may be applied to a block having a size equal to or
larger than 32x32, and when a value allocated to the indicator is 4, the present invention
may be applied to a block having a size equal to or larger than 4x4.

Meanwhile, the encoder may also determine that the present invention is not

applied to all block sizes. In this case, the encoder may use a predetermined indicate in
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order to transmit determined information to the decoder. As an example, the encoder may
allow an indicator such as intra_prediction_{filtering enable flag to be included in the SPS,
the PPS, the slice header, or the like, and then transmit the SPS, the PPS, the slice header,
or the like, to the decoder. Here, intra_prediction_filtering_enable flag may correspond to
5  anindicator indicating whether or not the present invention is applied to all blocks in a

sequence, a picture, and/or a slice. As another example, the encoder may also transmit
information indicating that the present invention is not applied to all biock sizes using an
indicator (for example, intra_prediction_filtering_enable_max_cu_depth) indicating the
information on the variable value described above. In this case, as an example, the encoder

10 allocates a value (for example, 5) indicating an invalid (and/or disallowed) block size (for
example, a size of 2x2) to the indicator, thereby making it possible to indicate that the
present invention is not applied to all block sizes.

According to the examples of the present invention described above, the
prediction error generated at the time of the intra prediction is reduced and the

15 discontinuity between the blocks is minimized, thereby making it possible to improve the
prediction efficiency and the encoding efficiency.

In the above-mentioned exemplary embodiments, .although the methods have
described based on a flow chart as a series of steps or blocks, the present invention is not
limited to a sequence of steps but any step may be generated in a different sequence or

20 simultaneously from or with other steps as described above. Further, it may be appreciated
by those skilled in the art that steps shown in a flow chart is non-exclusive and therefore,
include other steps or deletes one or more steps of a flow chart without having an effect on-
the scope of the present invention.

The above-mentioned embodiments include examples of various aspects.

25  Although all possible combinations showing various aspects are not described, it may be
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appreciated by those skilled in the art that other combinations may be made. Therefore,
the present invention should be construed as including all other substitutions, alterations

and modifications belong to the following claims.
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CLAIMS:

1. A video decoding apparatus comprising:

a prediction block generating unit to generate a prediction block by performing
prediction on a current block based on an intra prediction mode of the current block; and

a reconstructed block generating unit to generate a reconstructed block based on the
prediction block and a reconstructed residual block corresponding to the current block,

wherein the prediction block comprises prediction pixels,

the prediction pixels are pixels on a left vertical pixel line,

the prediction pixels are filtered based on an offset when the intra prediction mode of
the current block is a vertical mode, and

the left vertical pixel line is one vertical pixel line positioned at a leftmost side of the

current block.

2. The video decoding apparatus of claim 1, wherein the prediction pixels are filtered by
adding a value of the offset to a pixel value of a first reference pixel present on the same
vertical line as a vertical line on which the prediction pixels are present among reconstructed
reference pixels adjacent to an upper of the current block when the intra prediction mode of
the current block is the vertical mode, and

the value of the offset is determined based on a difference value between a pixel value
of a second reference pixel adjacent to a left portion of the prediction pixels and a pixel value

of a third reference pixel adjacent to a left portion of the first reference pixel.

3. The video decoding apparatus of claim 1, wherein the prediction block generating

unit performs filtering when a size of the current block is smaller than 32 x 32.

4. A video encoding apparatus comprising:

a prediction block generating unit to generate a prediction block by performing
prediction on a current block based on an intra prediction mode of the current block; and

a reconstructed block generating unit to generate a reconstructed block based on the

prediction block and a reconstructed residual block corresponding to the current block,
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wherein the prediction block comprises prediction pixels,

the prediction pixels are pixels on a left vertical pixel line,

the prediction pixels are filtered based on an offset when the intra prediction mode of
the current block is a vertical mode, and the left vertical pixel line is one vertical pixel line

positioned at a leftmost side of the current block.

5. The video encoding apparatus of claim 4, wherein the prediction pixels are filtered by
adding a value of the offset to a pixel value of a first reference pixel present on the same
vertical line as a vertical line on which the prediction pixels are present among reconstructed
reference pixels adjacent to an upper of the current block when the intra prediction mode of
the current block is the vertical mode, and

the value of the offset is determined based on a difference value between a pixel value
of a second reference pixel adjacent to a left portion of the prediction pixels and a pixel value

of a third reference pixel adjacent to a left portion of the first reference pixel.

6. The video encoding apparatus of claim 4, wherein the prediction block generating

unit performs filtering when a size of the current block is smaller than 32 x 32.

7. A computer-readable medium storing a bitstream, the bitstream comprising:

prediction mode information indicating an intra prediction mode for a current block
on which filtering is performed;

wherein a prediction block is generated by performing prediction on the current block
based on the intra prediction mode of the current block which the prediction mode
information indicates, |

a reconstructed block is generated based on the prediction block and a reconstructed
residual block corresponding to the current block,

the prediction block comprises prediction pixels,

the prediction pixels are pixels on a left vertical pixel line,

the filtering is performed on the prediction pixels based on an offset when the intra

prediction mode of the current block is a vertical mode, and
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the left vertical pixel line is one vertical pixel line positioned at a leftmost side of the

current block.

8. The non-transitory computer-readable medium of claim 7, wherein the prediction
pixels are filtered by adding a value of the offset to a pixel value of a first reference pixel
present on the same vertical line as a vertical line on which the prediction pixels are present
among reconstructed reference pixels adjacent to an upper of the current block when the intra
prediction mode of the current block is the vertical mode, and

the value of the offset is determined based on a difference value between a pixel value
of a second reference pixel adjacent to a left portion of the prediction pixels and a pixel value

of a third reference pixel adjacent to a left portion of the first reference pixel.

9. The non-transitory computer-readable medium of claim 7, wherein the filtering is

performed when a size of the current block is smaller than 32 x 32.
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FIG. 6
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