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(57) Abstract: Automated music composition and generation machines, engines, systems and methods, and architectures that allow
anyone, including music composing robotic systems, without possessing any knowledge of music theory or practice, or expertise in
music or other creative endeavors, to instantly create unique and professional-quality music, synchronized to any kind of media con-
tent, including, but not limited to, video, photography, slideshows, and any pre-existing audio format, as well as any object, entity,
and/or event, wherein the system user only requires knowledge of ones own emotions and/or artistic concepts which are to be ex -
pressed musically in a piece of music that will ultimately composed by the automated composition and generation system of the
present invention.
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TITLE OF INVENTION

MACHINES, SYSTEMS AND PROCESSES FOR AUTOMATED MUSIC COMPOSITION
AND GENERATION EMPLOYING LINGUISTIC AND/OR GRAPHICAL ICON BASED
MUSICAL EXPERIENCE DESCRIPTORS

TECHNICAL FIELD

The present invention relates to new and improved methods of and apparatus for helping
individuals, groups of individuals, as well as children and businesses alike, to create original music
for various applications, without having special knowledge in music theory or practice, as generally

required by prior art technologies.

BACKGROUND ART

It is very difficult for video and graphics art creators to find the right music for their
content within the time, legal, and budgetary constraints that they face. Further, after hours or days
searching for the right music, licensing restrictions, non-exclusivity, and inflexible deliverables
often frustrate the process of incorporating the music into digital content. In their projects, content
creators often use “Commodity Music” which is music that is valued for its functional purpose but,
unlike “Artistic Music”, not for the creativity and collaboration that goes into making it.

Currently, the Commodity Music market is $3 billion and growing, due to the increased
amount of content that uses Commodity Music being created annually, and the technology-enabled
surge in the number of content creators. From freclance video editors, producers, and consumer
content creators to advertising and digital branding agencies and other professional content creation
companies, there has been an extreme demand for a solution to the problem of music discovery and
incorporation in digital media.

Indeed, the use of computers and algorithms to help create and compose music has been
pursued by many for decades, but not with any great success. In his 2000 landmark book, “The
Algorithmic Composer,” David Cope surveyed the state of the art back in 2000, and described his
progress in “‘algorithmic composition”, as he put it, including his progress developing his
interactive music composition system called ALICE (ALgorithmically Integrated Composing
Environment).

In this celebrated book, David Cope described how his ALICE system could be used to
assist composers in composing and generating new music, in the style of the composer, and extract

musical intelligence from prior music that has been composed, to provide a useful level of
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assistance which composers had not had before. David Cope has advanced his work in this field
over the past 15 years, and his impressive body of work provides musicians with many interesting
tools for augmenting their capacities to generate music in accordance with their unique styles,
based on best efforts to extract musical intelligence from the artist’s music compositions.
However, such advancements have clearly fallen short of providing any adequate way of enabling
non-musicians to automatically compose and generate unique picces of music capable of meeting
the needs and demands of the rapidly growing commodity music market.

In 2004, Professor Heinrich Taube published his celebrated book “Notes From The
Metalevel: An Introduction To Computer Composition”, by Routledge, (348 Pages), presented
as a manual to study musical composition through the use of a computer and object-oriented
music composition software called COMMON MUSIC, programmed in Common Lisp, a dialect
of Lisp. In “Notes from The Metal Level”, Professor Taube explains that in computer assisted
composition, the computer facilitates compositional tasks such as computing pre-compositional
data, event editing, performing playback and so on. In some sense, the computer is applied before
or after the composer has a compositional idea rather than as a representation of compositional
formalisms. Professor Taube further explains that the term automatic composition can be applied to
computer systems that are designed to compose music “independently”. Software such as David
Cope's Experiments in Musical Intelligence and some types of sound installations are examples of
this kind of system. Computer-based composition means to use the computer to explicitly represent
compositional ideas at a level higher than the performance score. An explicit metalevel
representation means that the relationships and processes that constitute a composition (the
composition of the composition) are represented inside the machine apart from the composer
thinking about them. This is a core topic in Notes From The Metalevel. As described by Professor
Taube in Notes from the Metalevel, during the 1980's, Lisp adopted a powerful methodology,
called object-oriented programming, for modeling real world applications. In object oriented
programming, a domain of interest is modeled, or represented, in terms of classes and methods that
belong to an object system. Professor Taube’s Common Music (CM) software system represents its
data and behavior using an object system. In the case of Common Music, the application domain is
musical composition and the object modeling involves the representation of compositional
structure and its behavior during sound generation. In the Common Music software application,
hidden Markov models, and other probability-based models, are used extensively to provide
metalevel models for automated music compositions, transitions between data objects in
compositions, and automated systems for generating the same in diverse applications.

Furthermore, over the past few decades, numerous other music composition systems have
been proposed and/or developed, employing diverse technologies, such as hidden Markov models,
generative grammars, transition networks, chaos and self-similarity (fractals), genetic

algorithms, cellular automata, neural networks, and artificial intelligence (AI) methods. While
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many of these systems seck to compose music with computer-algorithmic assistance, some even
seem to compose and generate music in an automated manner.

However, the quality of the music produced by such automated music composition systems
has been quite poor to find acceptable usage in commercial markets, or consumer markets seeking
to add value to media-related products, special events and the like. Consequently, the dream for
machines to produce wonderful music has hitherto been unfulfilled, despite the efforts by many to
someday realize the same.

Consequently, many compromises have been adopted to make use of computer or machine
assisted music composition suitable for use and sale in contemporary markets.

For example, in US Patent No. 7,754,959 entitled “System and Method of Automatically
Creating An Emotional Controlled Soundtrack™ by Herberger et al. (assigned to Magix AG)
provides a system for enabling a user of digital video editing software to automatically create an
emotionally controlled soundtrack that is matched in overall emotion or mood to the scenes in the
underlying video work. As disclosed, the user will be able to control the generation of the
soundtrack by positioning emotion tags in the video work that correspond to the general mood of
cach scene. The subsequent soundtrack generation step utilizes these tags to prepare a musical
accompaniment to the video work that generally matches its on-screen activities, and which uses a
plurality of prerecorded loops (and tracks) each of which has at least one musical style associated
therewith. As disclosed, the moods associated with the emotion tags are selected from the group
consisting of happy, sad, romantic, excited, scary, tense, frantic, contemplative, angry, nervous,
and ecstatic. As disclosed, the styles associated with the plurality of prerecorded music loops are
selected from the group consisting of rock, swing, jazz, waltz, disco, Latin, country, gospel,
ragtime, calypso, reggae, oriental, rhythm and blues, salsa, hip hop, rap, samba, zydeco, blues and
classical.

While the general concept of using emotion tags to score frames of media is compelling,
the automated methods and apparatus for composing and generating pieces of music, as disclosed
and taught by Herberger et al. in US Patent No. 7,754,959, is neither desirable or feasible in most
environments and makes this system too limited for useful application in almost any commodity
music market.

At the same time, there are a number of companies who are attempting to meet the needs

of the rapidly growing commodity music market, albeit, without much success.

Overview of The XHail Svstem By Score Music Interactive

In particular, Score Music Interactive (trading as Xhail) based in Market Square, Gorey, in
Wexford County, Ireland provides the XHail system which allows users to create novel
combinations of prerecorded audio loops and tracks, along the lines proposed in US Patent No.

7.754.959.
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Currently available as beta web-based software, the XHail system allows musically-literate
individuals to create unique combinations of pre-existing music loops, based on descriptive tags.
To reasonably use the XHail system, a user must understand the music creation process, which
includes, but is not limited to, (1) knowing what instruments work well when played together, (ii)
knowing how the audio levels of instruments should be balanced with each other, (iii) knowing
how to craft a musical contour with a diverse palette of instruments, (iv) knowing how to
identifying each possible instrument or sound and audio generator, which includes, but is not
limited to, orchestral and synthesized instruments, sound effects, and sound wave generators, and
(v) possessing standard or average level of knowledge in the field of music.

While the XHail system seems to combine pre-existing music loops into internally-novel
combinations at an abrupt pace, much time and effort is required in order to modify the generated
combination of pre-existing music loops into an elegant piece of music. Additional time and effort
is required to sync the music combination to a pre-existing video. As the XHail system uses pre-
created “music loops™ as the raw material for its combination process, it is limited by the quantity
of loops in its system database and by the quality of each independently created music loop.
Further, as the ownership, copyright, and other legal designators of original creativity of each loop
are at least partially held by the independent creators of each loop, and because XHail does not
control and create the entire creation process, users of the XHail system have legal and financial
obligations to each of its loop creators each time a pre-exiting loop is used in a combination.

While the XHail system appears to be a possible solution to music discovery and
incorporation, for those looking to replace a composer in the content creation process, it is believed
that those desiring to create Artistic Music will always find an artist to create it and will not forfeit
the creative power of a human artist to a machine, no matter how capable it may be. Further, the
licensing process for the created music is complex, the delivery materials are inflexible, an
understanding of music theory and current music software is required for full understanding and
use of the system, and perhaps most importantly, the XHail system has no capacity to learn and

improve on a user-specific and/or user-wide basis.

Overview of the Scorify System By JukeDeck

The Scorify System by JukeDeck based in London, England, and founded by Cambridge
graduates Ed Rex and Patrick Stobbs, is generally described in US Patent No. 9,361,869, as using
artificial intelligence (Al) to generate unique pieces of music for videos. The Scorify system
allows video creators to add computer-generated music to their video. The Scorify System is
limited in the length of pre-created video that can be used with its system. Scorify’s only user
inputs are basic style/genre criteria. Currently, Scorify’s available styles are: Techno, Jazz, Blues,
8-Bit, and Simple, with optional sub-style instrument designation, and general music tempo

guidance. By requiring users to select specific instruments and tempo designations, the Scorify’s
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system inherently requires its users to understand classical music terminology and be able to
identify each possible instrument or sound and audio generator, which includes, but is not limited
to, orchestral and synthesized instruments, sound effects, and sound wave generators.

The Scorify’s system lacks adequate provisions that allow any user to communicate his or
her desires and/or intentions, regarding the piece of music to be created by the system. Further, the
audio quality of the individual instruments supported by the Scorify system remains well below
professional standards.

Further, the Scorify system does not allow a user to create music independently of a video,
to create music for any media other than a video, and to save or access the music created with a
video independently of the content with which it was created.

While the Scorify system appears to provide an extremely elementary and limited solution
to the market’s problem, the system has no capacity for learning and improving on a user-specific
and/or user-wide basis. Also, the Scorify system and music delivery mechanism is insufficient to
allow creators to create content that accurately reflects their desires and there is no way to edit or

improve the created music, either manually or automatically, once it exists.

Overview of The SonicFire Pro System by SmartSound

The SonicFire Pro system by SmartSound out of Beaufort, South Carolina, USA allows
users to purchase and use pre-created music for their video content. Currently available as a web-
based and desktop-based application, the SonicFire Pro System provides a Stock Music Library
that uses pre-created music, with limited customizability options for its users. By requiring users to
select specific instruments and volume designations, the SonicFire Pro system inherently requires
its users to have the capacity to (i) identify each possible instrument or sound and audio generator,
which includes, but is not limited to, orchestral and synthesized instruments, sound effects, and
sound wave generators, and (ii) possess professional knowledge of how each individual instrument
should be balanced with every other instrument in the piece. As the music is pre-created, there are
limited “Variations™ options to each piece of music. Further, because each piece of music is not
created organically (i.e. on a note-by-note and/or chord/by-chord basis) for each user, there is a
finite amount of music offered to a user. The process is relatively arduous and takes a significant
amount of time in selecting a pre-created piece of music, adding limited-customizability features,
and then designating the length of the piece of music.

The SonicFire Pro system appears to provide a solution to the market, limited by the
amount of content that can be created, and a floor below which the price which the previously-
created music cannot go for economic sustenance reasons. Further, with a limited supply of
content, the music for each user lacks uniqueness and complete customizability. The SonicFire Pro

system does not have any capacity for self-learning or improving on a user-specific and/or user-
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wide basis. Moreover, the process of using the software to discover and incorporate previously
created music can take a significant amount of time, and the resulting discovered music remains
limited by stringent licensing and legal requirements, which are likely to be created by using

previously-created music.

Other Stock Music Libraries

Stock Music Libraries are collections of pre-created music, often available online, that are
available for license. In these Music Libraries, pre-created music is usually tagged with relevant
descriptors to allow users to search for a piece of music by keyword. Most glaringly, all stock
music (sometimes referred to as “Royalty Free Music”) is pre-created and lacks any user input into
the creation of the music. Users must browse what can be hundreds and thousands of individual
audio tracks before finding the appropriate piece of music for their content.

Additional examples of stock music containing and exhibiting very similar characteristics,
capabilitics, limitations, shortcomings, and drawbacks of SmartSound’s SonicFire Pro System,
include, for example, Audio Socket, Free Music Archive, Friendly Music, Rumble Fish, and Music
Bed.

The prior art described above addresses the market need for Commodity Music only
partially, as the length of time to discover the right music, the licensing process and cost to
incorporate the music into content, and the inflexible delivery options (often a single sterco audio
file) serve as a woefully inadequate solution.

Further, the requirement of a certain level of music theory background and/or education
adds a layer of training necessary for any content creator to use the current systems to their full
potential.

Moreover, the prior art systems described above are static systems that do not learn, adapt,
and self-improve as they are used by others, and do not come close to offering “white glove™
service comparable to that of the experience of working with a professional composer.

In view, therefore, of the prior art and its shortcomings and drawbacks, there is a great
need in the art for a new and improved information processing systems and methods that enable
individuals, as well as other information systems, without possessing any musical knowledge,
theory or expertise, to automatically compose and generate music pieces for use in scoring diverse
kinds of media products, as well as supporting and/or celebrating events, organizations, brands,
families and the like as the occasion may suggest or require, while overcoming the shortcomings

and drawbacks of prior art systems, methods and technologies.

SUMMMARY OF INVENTION

Accordingly, a primary object of the present invention is to provide a new and improved

Automated Music Composition And Generation System and Machine, and information processing
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architecture that allows anyone, without possessing any knowledge of music theory or practice, or
expertise in music or other creative endeavors, to instantly create unique and professional-quality
music, with the option, but not requirement, of being synchronized to any kind of media content,
including, but not limited to, video, photography, slideshows, and any pre-existing audio format, as
well as any object, entity, and/or event.

Another object of the present invention is to provide such Automated Music Composition
And Generation System, wherein the system user only requires knowledge of ones own emotions
and/or artistic concepts which are to be expressed musically in a piece of music that will be
ultimately composed by the Automated Composition And Generation System of the present
invention.

Another object of the present invention is to provide an Automated Music Composition
and Generation System that supports a novel process for creating music, completely changing and
advancing the traditional compositional process of a professional media composer.

Another object of the present invention is to provide a novel process for creating music
using an Automated Music Composition and Generation System that intuitively makes all of the
musical and non-musical decisions necessary to create a piece of music and learns, codifies, and
formalizes the compositional process into a constantly learning and evolving system that drastically
improves one of the most complex and creative human endeavors — the composition and creation of
music.

Another object of the present invention is to provide a novel process for composing and
creating music an using automated virtual-instrument music synthesis technique driven by musical
experience descriptors and time and space (T&S) parameters supplied by the system user, so as to
automatically compose and generate music that rivals that of a professional music composer across
any comparative or competitive scope.

Another object of the present invention is to provide an Automated Music Composition
and Generation System, wherein the musical spirit and intelligence of the system is embodied
within the specialized information sets, structures and processes that are supported within the
system in accordance with the information processing principles of the present invention.

Another object of the present invention is to provide an Automated Music Composition
and Generation System, wherein automated learning capabilities are supported so that the musical
spirit of the system can transform, adapt and evolve over time, in response to interaction with
system users, which can include individual users as well as entire populations of users, so that the
musical spirit and memory of the system is not limited to the intellectual and/or emotional capacity
of a single individual, but rather is open to grow in response to the transformative powers of all
who happen to use and interact with the system.

Another object of the present invention is to provide a new and improved Automated

Music Composition and Generation system that supports a highly intuitive, natural, and easy to use
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graphical interface (GUI) that provides for very fast music creation and very high product
functionality.

Another object of the present invention is to provide a new and improved Automated
Music Composition and Generation System that allows system users to be able to describe, in a
manner natural to the user, including, but not limited to text, image, linguistics, speech, menu
selection, time, audio file, video file, or other descriptive mechanism, what the user wants the
music to convey, and/or the preferred style of the music, and/or the preferred timings of the music,
and/or any single, pair, or other combination of these three input categories.

Another object of the present invention is to provide an Automated Music Composition
and Generation Process supporting automated virtual-instrument music synthesis driven by
linguistic and/or graphical icon based musical experience descriptors supplied by the system user,
wherein linguistic-based musical experience descriptors, and a video, audio-recording, image, or
event marker, supplied as input through the system user interface, and are used by the Automated
Music Composition and Generation Engine of the present invention to generate musically-scored
media (e.g. video, podcast, image, slideshow etc.) or event marker using virtual-instrument music
synthesis, which is then supplied back to the system user via the system user interface.

Another object of the present invention is to provide an Automated Music Composition
and Generation System supporting the use of automated virtual-instrument music synthesis driven
by linguistic and/or graphical icon based musical experience descriptors supplied by the system
user, wherein (i) during the first step of the process, the system user accesses the Automated Music
Composition and Generation System, and then selects a video, an audio-recording (e.g. a podcast),
a slideshow, a photograph or image, or an event marker to be scored with music generated by the
Automated Music Composition and Generation System, (ii) the system user then provides
linguistic-based and/or icon-based musical experience descriptors to its Automated Music
Composition and Generation Engine, (iii) the system user initiates the Automated Music
Composition and Generation System to compose and generate music using an automated virtual-
instrument music synthesis method based on inputted musical descriptors that have been scored on
(i.e. applied to) selected media or event markers by the system user, (iv), the system user accepts
composed and generated music produced for the score media or event markers, and provides
feedback to the system regarding the system user’s rating of the produced music, and/or music
preferences in view of the produced musical experience that the system user subjectively
experiences, and (v) the system combines the accepted composed music with the selected media or
event marker, so as to create a video file for distribution and display/performance.

Another object of the present invention is to provide an Automated Music Composition
and Generation Instrument System supporting automated virtual-instrument music synthesis driven

by linguistic-based musical experience descriptors produced using a text keyboard and/or a speech
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recognition interface provided in a compact portable housing that can be used in almost any
conceivable user application.

Another object of the present invention is to provide a toy instrument supporting
Automated Music Composition and Generation Engine supporting automated virtual-instrument
music synthesis driven by icon-based musical experience descriptors selected by the child or adult
playing with the toy instrument, wherein a touch screen display is provided for the system user to
select and load videos from a video library maintained within storage device of the toy instrument,
or from a local or remote video file server connected to the Internet, and children can then select
musical experience descriptors (e.g. emotion descriptor icons and style descriptor icons) from a
physical or virtual keyboard or like system interface, so as to allow one or more children to
compose and generate custom music for one or more segmented scenes of the selected video.

Another object is to provide an Automated Toy Music Composition and Generation
Instrument System, wherein graphical-icon based musical experience descriptors, and a video are
selected as input through the system user interface (i.e. touch-screen keyboard) of the Automated
Toy Music Composition and Generation Instrument System and used by its Automated Music
Composition and Generation Engine to automatically generate a musically-scored video story that
is then supplied back to the system user, via the system user interface, for playback and viewing.

Another object of the present invention is to provide an Electronic Information Processing
and Display System, integrating a SOC-based Automated Music Composition and Generation
Engine within its electronic information processing and display system architecture, for the purpose
of supporting the creative and/or entertainment needs of its system users.

Another object of the present invention is to provide a SOC-based Music Composition and
Generation System supporting automated virtual-instrument music synthesis driven by linguistic
and/or graphical icon based musical experience descriptors, wherein linguistic-based musical
experience descriptors, and a video, audio file, image, slide-show, or event marker, are supplied as
input through the system user interface, and used by the Automated Music Composition and
Generation Engine to generate musically-scored media (e.g. video, podcast, image, slideshow etc.)
or event marker, that is then supplied back to the system user via the system user interface.

Another object of the present invention is to provide an Enterprise-Level Internet-Based
Music Composition And Generation System, supported by a data processing center with web
servers, application servers and database (RDBMS) servers operably connected to the
infrastructure of the Internet, and accessible by client machines, social network servers, and web-
based communication servers, and allowing anyone with a web-based browser to access automated
music composition and generation services on websites (¢.g. on YouTube, Vimeo, etc.), social-
networks, social-messaging networks (e.g. Twitter) and other Internet-based properties, to allow

users to score videos, images, slide-shows, audio files, and other events with music automatically
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composed using virtual-instrument music synthesis techniques driven by linguistic-based musical
experience descriptors produced using a text keyboard and/or a speech recognition interface.

Another object of the present invention is to provide an Automated Music Composition
and Generation Process supported by an enterprise-level system, wherein (i) during the first step of
the process, the system user accesses an Automated Music Composition and Generation System,
and then selects a video, an audio-recording (i.e. podcast), slideshow, a photograph or image, or an
event marker to be scored with music generated by the Automated Music Composition and
Generation System, (ii) the system user then provides linguistic-based and/or icon-based musical
experience descriptors to the Automated Music Composition and Generation Engine of the system,
(ii1) the system user initiates the Automated Music Composition and Generation System to
compose and generate music based on inputted musical descriptors scored on selected media or
event markers, (iv) the system user accepts composed and generated music produced for the score
media or event markers, and provides feedback to the system regarding the system user’s rating of
the produced music, and/or music preferences in view of the produced musical experience that the
system user subjectively experiences, and (v) the system combines the accepted composed music
with the selected media or event marker, so as to create a video file for distribution and display.

Another object of the present invention is to provide an Internet-Based Automated Music
Composition and Generation Platform that is deployed so that mobile and desktop client machines,
using text, SMS and email services supported on the Internet, can be augmented by the addition of
composed music by users using the Automated Music Composition and Generation Engine of the
present invention, and graphical user interfaces supported by the client machines while creating
text, SMS and/or email documents (i.c. messages) so that the users can easily select graphic and/or
linguistic based emotion and style descriptors for use in generating compose music pieces for such
text, SMS and email messages.

Another object of the present invention is a mobile client machine (e.g. Internet-enabled
smartphone or tablet computer) deployed in a system network supporting the Automated Music
Composition and Generation Engine of the present invention, where the client machine is realized
as a mobile computing machine having a touch-screen interface, a memory architecture, a central
processor, graphics processor, interface circuitry, network adapters to support various
communication protocols, and other technologies to support the features expected in a modern
smartphone device (e.g. Apple iPhone, Samsung Android Galaxy, et al), and wherein a client
application is running that provides the user with a virtual keyboard supporting the creation of a
web-based (i.e. html) document, and the creation and insertion of a piece of composed music
created by selecting linguistic and/or graphical-icon based emotion descriptors, and style-
descriptors, from a menu screen, so that the music piece can be delivered to a remote client and
experienced using a conventional web-browser operating on the embedded URL, from which the

embedded music piece is being served by way of web, application and database servers.
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Another object of the present invention is to provide an Internet-Based Automated Music
Composition and Generation System supporting the use of automated virtual-instrument music
synthesis driven by linguistic and/or graphical icon based musical experience descriptors so as to
add composed music to text, SMS and email documents/messages, wherein linguistic-based or
icon-based musical experience descriptors are supplied by the system user as input through the
system user interface, and used by the Automated Music Composition and Generation Engine to
generate a musically-scored text document or message that is generated for preview by system user
via the system user interface, before finalization and transmission.

Another object of the present invention is to provide an Automated Music Composition
and Generation Process using a Web-based system supporting the use of automated virtual-
instrument music synthesis driven by linguistic and/or graphical icon based musical experience
descriptors so to automatically and instantly create musically-scored text, SMS, email, PDF, Word
and/or HTML documents, wherein (i) during the first step of the process, the system user accesses
the Automated Music Composition and Generation System, and then selects a text, SMS or email
message or Word, PDF or HTML document to be scored (¢.g. augmented) with music generated by
the Automated Music Composition and Generation System, (ii) the system user then provides
linguistic-based and/or icon-based musical experience descriptors to the Automated Music
Composition and Generation Engine of the system, (iii) the system user initiates the Automated
Music Composition and Generation System to compose and generate music based on inputted
musical descriptors scored on selected messages or documents, (iv) the system user accepts
composed and generated music produced for the message or document, or rejects the music and
provides feedback to the system, including providing different musical experience descriptors and a
request to re-compose music based on the updated musical experience descriptor inputs, and (v) the
system combines the accepted composed music with the message or document, so as to create a
new file for distribution and display.

Another object of the present invention is to provide an Al-Based Autonomous Music
Composition, Generation and Performance System for use in a band of human musicians playing a
set of real and/or synthetic musical instruments, employing a modified version of the Automated
Music Composition and Generation Engine, wherein the Al-based system receives musical signals
from its surrounding instruments and musicians and buffers and analyzes these instruments and, in
response thereto, can compose and generate music in real-time that will augment the music being
played by the band of musicians, or can record, analyze and compose music that is recorded for
subsequent playback, review and consideration by the human musicians.

Another object of the present invention is to provide an Autonomous Music Analyzing,
Composing and Performing Instrument having a compact rugged transportable housing comprising
a LCD touch-type display screen, a built-in stereo microphone set, a set of audio signal input

connectors for receiving audio signals produced from the set of musical instruments in the system
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environment, a set of MIDI signal input connectors for receiving MIDI input signals from the set of
instruments in the system environment, audio output signal connector for delivering audio output
signals to audio signal preamplifiers and/or amplifiers, WIFI and BT network adapters and
associated signal antenna structures, and a set of function buttons for the user modes of operation
including (i) LEAD mode, where the instrument system autonomously leads musically in response
to the streams of music information it receives and analyzes from its (local or remote) musical
environment during a musical session, (ii)) FOLLOW mode, where the instrument system
autonomously follows musically in response to the music it receives and analyzes from the musical
instruments in its (local or remote) musical environment during the musical session, (iii)
COMPOSE mode, where the system automatically composes music based on the music it receives
and analyzes from the musical instruments in its (local or remote) environment during the musical
session, and (iv) PERFORM mode, where the system autonomously performs automatically
composed music, in real-time, in response to the musical information received and analyzed from
its environment during the musical session.

Another object of the present invention is to provide an Automated Music Composition
and Generation Instrument System, wherein audio signals as well as MIDI input signals are
produced from a set of musical instruments in the system environment are received by the
instrument system, and these signals are analyzed in real-time, on the time and/or frequency
domain, for the occurrence of pitch events and melodic and rhythmic structure so that the system
can automatically abstract musical experience descriptors from this information for use in
generating automated music composition and generation using the Automated Music Composition
and Generation Engine of the present invention.

Another object of the present invention is to provide an Automated Music Composition
and Generation Process using the system, wherein (i) during the first step of the process, the system
user selects either the LEAD or FOLLOW mode of operation for the Automated Musical
Composition and Generation Instrument System, (i) prior to the session, the system is then is
interfaced with a group of musical instruments played by a group of musicians in a creative
environment during a musical session, (ii1) during the session, the system receives audio and/or
MIDI data signals produced from the group of instruments during the session, and analyzes these
signals for pitch and rhythmic data and melodic structure, (iv) during the session, the system
automatically generates musical descriptors from abstracted pitch, rhythmic and melody data, and
uses the musical experience descriptors to compose music for each session on a real-time basis, and
(v) in the event that the PERFORM mode has been selected, the system automatically generates
music composed for the session, and in the event that the COMPOSE mode has been selected, the
music composed during the session is stored for subsequent access and review by the group of

musiclans.
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Another object of the present invention is to provide a novel Automated Music
Composition and Generation System, supporting virtual-instrument music synthesis and the use of
linguistic-based musical experience descriptors and lyrical (LYRIC) or word descriptions produced
using a text keyboard and/or a speech recognition interface, so that system users can further apply
lyrics to one or more scenes in a video that are to be emotionally scored with composed music in
accordance with the principles of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System supporting virtual-instrument music synthesis driven by
graphical-icon based musical experience descriptors selected by the system user with a real or
virtual keyboard interface, showing its various components, such as multi-core CPU, multi-core
GPU, program memory (DRAM), video memory (VRAM), hard drive, LCD/touch-screen display
panel, microphone/speaker, keyboard, WIFI/Bluetooth network adapters, pitch recognition
module/board, and power supply and distribution circuitry, integrated around a system bus
architecture.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein linguistic and/or graphics based musical experience
descriptors, including lyrical input, and other media (e.g. a video recording, live video broadcast,
video game, slide-show, audio recording, or event marker) are selected as input through a system
user interface (i.e. touch-screen keyboard), wherein the media can be automatically analyzed by the
system to extract musical experience descriptors (e.g. based on scene imagery and/or information
content), and thereafter used by its Automated Music Composition and Generation Engine to
generate musically-scored media that is then supplied back to the system user via the system user
interface or other means.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a system user interface is provided for transmitting
typed, spoken or sung words or lyrical input provided by the system user to a subsystem where the
real-time pitch event, rhythmic and prosodic analysis is performed to automatically captured data
that is used to modify the system operating parameters in the system during the music composition
and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation Process, wherein the primary steps involve supporting the use of
linguistic musical experience descriptors, (optionally lyrical input), and virtual-instrument music
synthesis, wherein (i) during the first step of the process, the system user accesses the Automated
Music Composition and Generation System and then selects media to be scored with music
generated by its Automated Music Composition and Generation Engine, (i1) the system user selects
musical experience descriptors (and optionally lyrics) provided to the Automated Music

Composition and Generation Engine of the system for application to the selected media to be
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musically-scored, (iii) the system user initiates the Automated Music Composition and Generation
Engine to compose and generate music based on the provided musical descriptors scored on
selected media, and (iv) the system combines the composed music with the selected media so as to
create a composite media file for display and enjoyment.

Another object of the present invention is to provide an Automated Music Composition
and Generation Engine comprises a system architecture that is divided into two very high-level
“musical landscape™ categorizations, namely: (i) a Pitch Landscape Subsystem CO comprising the
General Pitch Generation Subsystem A2, the Melody Pitch Generation Subsystem A4, the
Orchestration Subsystem AS5, and the Controller Code Creation Subsystem A6; and (ii) a Rhythmic
Landscape Subsystem comprising the General Rhythm Generation Subsystem A1, Melody Rhythm
Generation Subsystem A3, the Orchestration Subsystem A5, and the Controller Code Creation
Subsystem A6.

Another object of the present invention is to provide an Automated Music Composition
and Generation Engine comprises a system architecture including a user GUI-based Input Output
Subsystem A0, a General Rhythm Subsystem Al, a General Pitch Generation Subsystem A2, a
Melody Rhythm Generation Subsystem A3, a Melody Pitch Generation Subsystem A4, an
Orchestration Subsystem AS5, a Controller Code Creation Subsystem A6, a Digital Piece Creation
Subsystem A7, and a Feedback and Learning Subsystem A8.

Another object of the present invention is to provide an Automated Music Composition
and Generation System comprising a plurality of subsystems integrated together, wherein a User
GUI-based input output subsystem (BO) allows a system user to select one or more musical
experience descriptors for transmission to the descriptor parameter capture subsystem Bl for
processing and transformation into probability-based system operating parameters which are
distributed to and loaded in tables maintained in the various subsystems within the system, and
subsequent subsystem set up and use during the automated music composition and generation
process of the present invention.

Another object of the present invention is to provide an Automated Music Composition
and Generation System comprising a plurality of subsystems integrated together, wherein a
descriptor parameter capture subsystem (B1) is interfaced with the user GUI-based input output
subsystem for receiving and processing selected musical experience descriptors to generate sets of
probability-based system operating parameters for distribution to parameter tables maintained
within the various subsystems therein.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Style Parameter Capture Subsystem (B37) is used
in an Automated Music Composition and Generation Engine, wherein the system user provides the
exemplary “style-type” musical experience descriptor — POP, for example - to the Style Parameter

Capture Subsystem for processing and transformation within the parameter transformation engine,
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to genecrate probability-based parameter tables that are then distributed to various subsystems
therein, and subsequent subsystem set up and use during the automated music composition and
generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Timing Parameter Capture Subsystem (B40) is
used in the Automated Music Composition and Generation Engine, wherein the Timing Parameter
Capture Subsystem (B40) provides timing parameters to the Timing Generation Subsystem (B41)
for distribution to the various subsystems in the system, and subsequent subsystem set up and use
during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Parameter Transformation Engine Subsystem
(B51) is used in the Automated Music Composition and Generation Engine, wherein musical
experience descriptor parameters and Timing Parameters Subsystem are automatically transformed
into sets of probabilistic-based system operating parameters, generated for specific sets of user-
supplied musical experience descriptors and timing signal parameters provided by the system user.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Timing Generation Subsystem (B41) is used in the
Automated Music Composition and Generation Engine, wherein the timing parameter capture
subsystem (B40) provides timing parameters (¢.g. picce length) to the timing generation subsystem
(B41) for generating timing information relating to (i) the length of the piece to be composed, (i1)
start of the music piece, (iii) the stop of the music piece, (iv) increases in volume of the music
piece, and (v) accents in the music piece, that are to be created during the automated music
composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Length Generation Subsystem (B2) is used in the
Automated Music Composition and Generation Engine, wherein the time length of the piece
specified by the system user is provided to the length generation subsystem (B2) and this
subsystem generates the start and stop locations of the piece of music that is to be composed during
the during the automated music composition and generation process of the present invention;.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Tempo Generation Subsystem (B3) is used in the
Automated Music Composition and Generation Engine, wherein the tempos of the piece (i.e. BPM)
are computed based on the piece time length and musical experience parameters that are provided
to this subsystem, wherein the resultant tempos are measured in beats per minute (BPM) and are
used during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music

Composition and Generation System, wherein a Meter Generation Subsystem (B4) is used in the
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Automated Music Composition and Generation Engine, wherein the meter of the piece is computed
based on the piece time length and musical experience parameters that are provided to this
subsystem, wherein the resultant tempo is measured in beats per minute (BPM) and is used during
the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Key Generation Subsystem (B5) is used in the
Automated Music Composition and Generation Engine of the present invention, wherein the key of
the piece is computed based on musical experience parameters that are provided to the system,
wherein the resultant key is selected and used during the automated music composition and
generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Beat Calculator Subsystem (B6) is used in the
Automated Music Composition and Generation Engine, wherein the number of beats in the piece is
computed based on the piece length provided to the system and tempo computed by the system,
wherein the resultant number of beats is used during the automated music composition and
generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Measure Calculator Subsystem (B8) is used in the
Automated Music Composition and Generation Engine, wherein the number of measures in the
piece is computed based on the number of beats in the piece, and the computed meter of the piece,
wherein the meters in the piece is used during the automated music composition and generation
process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Tonality Generation Subsystem (B7) is used in the
Automated Music Composition and Generation Engine, wherein the tonalities of the piece is
selected using the probability-based tonality parameter table maintained within the subsystem and
the musical experience descriptors provided to the system by the system user, and wherein the
selected tonalities are used during the automated music composition and generation process of the
present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Song Form Generation Subsystem (B9) is used in
the Automated Music Composition and Generation Engine, wherein the song forms are selected
using the probability-based song form sub-phrase parameter table maintained within the subsystem
and the musical experience descriptors provided to the system by the system user, and wherein the
selected song forms are used during the automated music composition and generation process of

the present invention.
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Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Sub-Phrase Length Generation Subsystem (B15) is
used in the Automated Music Composition and Generation Engine, wherein the sub-phrase lengths
are selected using the probability-based sub-phrase length parameter table maintained within the
subsystem and the musical experience descriptors provided to the system by the system user, and
wherein the selected sub-phrase lengths are used during the automated music composition and
generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Chord Length Generation Subsystem (B11) is used
in the Automated Music Composition and Generation Engine, wherein the chord lengths are
selected using the probability-based chord length parameter table maintained within the subsystem
and the musical experience descriptors provided to the system by the system user, and wherein the
selected chord lengths are used during the automated music composition and generation process of
the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein an Unique Sub-Phrase Generation Subsystem (B14)
is used in the Automated Music Composition and Generation Engine, wherein the unique sub-
phrases are selected using the probability-based unique sub-phrase parameter table maintained
within the subsystem and the musical experience descriptors provided to the system by the system
user, and wherein the selected unique sub-phrases are used during the automated music
composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Number Of Chords In Sub-Phrase Calculation
Subsystem (B16) is used in the Automated Music Composition and Generation Engine, wherein
the number of chords in a sub-phrase is calculated using the computed unique sub-phrases, and
wherein the number of chords in the sub-phrase is used during the automated music composition
and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Phrase Length Generation Subsystem (B12) is
used in the Automated Music Composition and Generation Engine, wherein the length of the
phrases are measured using a phrase length analyzer, and wherein the length of the phrases (in
number of measures) are used during the automated music composition and generation process of
the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Unique Phrase Generation Subsystem (B10) is

used in the Automated Music Composition and Generation Engine, wherein the number of unique
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phrases is determined using a phrase analyzer, and wherein number of unique phrases is used
during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Number Of Chords In Phrase Calculation
Subsystem (B13) is used in the Automated Music Composition and Generation Engine, wherein
the number of chords in a phrase is determined, and wherein number of chords in a phrase is used
during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein an Initial General Rhythm Generation Subsystem
(B17) is used in the Automated Music Composition and Generation Engine, wherein the initial
chord is determined using the initial chord root table, the chord function table and chord function
tonality analyzer, and wherein initial chord is used during the automated music composition and
generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Sub-Phrase Chord Progression Generation
Subsystem (B19) is used in the Automated Music Composition and Generation Engine, wherein
the sub-phrase chord progressions are determined using the chord root table, the chord function
root modifier table, current chord function table values, and the beat root modifier table and the
beat analyzer, and wherein sub-phrase chord progressions are used during the automated music
composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Phrase Chord Progression Generation Subsystem
(B18) is used in the Automated Music Composition and Generation Engine, wherein the phrase
chord progressions are determined using the sub-phrase analyzer, and wherein improved phrases
are used during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Chord Inversion Generation Subsystem (B20) is
used in the Automated Music Composition and Generation Engine, wherein chord inversions are
determined using the initial chord inversion table, and the chord inversion table, and wherein the
resulting chord inversions are used during the automated music composition and generation
process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Melody Sub-Phrase Length Generation Subsystem
(B25) is used in the Automated Music Composition and Generation Engine, wherein melody sub-
phrase lengths are determined using the probability-based melody sub-phrase length table, and
wherein the resulting melody sub-phrase lengths are used during the automated music composition

and generation process of the present invention.
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Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Melody Sub-Phrase Generation Subsystem (B24)
is used in the Automated Music Composition and Generation Engine, wherein sub-phrase melody
placements are determined using the probability-based sub-phrase melody placement table, and
wherein the selected sub-phrase melody placements are used during the automated music
composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Melody Phrase Length Generation Subsystem
(B23) is used in the Automated Music Composition and Generation Engine, wherein melody
phrase lengths are determined using the sub-phrase melody analyzer, and wherein the resulting
phrase lengths of the melody are used during the automated music composition and generation
process of the present invention;

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Melody Unique Phrase Generation Subsystem
(B22) used in the Automated Music Composition and Generation Engine, wherein unique melody
phrases are determined using the unique melody phrase analyzer, and wherein the resulting unique
melody phrases are used during the automated music composition and generation process of the
present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Melody Length Generation Subsystem (B21) used
in the Automated Music Composition and Generation Engine, wherein melody lengths are
determined using the phrase melody analyzer, and wherein the resulting phrase melodies are used
during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Melody Note Rhythm Generation Subsystem
(B26) used in the Automated Music Composition and Generation Engine, wherein melody note
rhythms are determined using the probability-based initial note length table, and the probability-
based initial, second, and n™ chord length tables, and wherein the resulting melody note rhythms
are used during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein an Initial Pitch Generation Subsystem (B27) used in
the Automated Music Composition and Generation Engine, wherein initial pitch is determined
using the probability-based initial note length table, and the probability-based initial, second, and
n™ chord length tables, and wherein the resulting melody note rhythms are used during the
automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music

Composition and Generation System, wherein a Sub-Phrase Pitch Generation Subsystem (B29)
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used in the Automated Music Composition and Generation Engine, wherein the sub-phrase pitches
are determined using the probability-based melody note table, the probability-based chord modifier
tables, and probability-based leap reversal modifier table, and wherein the resulting sub-phrase
pitches are used during the automated music composition and generation process of the present
invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Phrase Pitch Generation Subsystem (B28) used in
the Automated Music Composition and Generation Engine, wherein the phrase pitches are
determined using the sub-phrase melody analyzer and used during the automated music
composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Pitch Octave Generation Subsystem (B30) is used
in the Automated Music Composition and Generation Engine, wherein the pitch octaves are
determined using the probability-based melody note octave table, and the resulting pitch octaves
are used during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein an Instrumentation Subsystem (B38) is used in the
Automated Music Composition and Generation Engine, wherein the instrumentations are
determined using the probability-based instrument tables based on musical experience descriptors
(e.g. style descriptors) provided by the system user, and wherein the instrumentations are used
during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein an Instrument Selector Subsystem (B39) is used in
the Automated Music Composition and Generation Engine, wherein piece instrument selections are
determined using the probability-based instrument selection tables, and used during the automated
music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein an Orchestration Generation Subsystem (B31) is
used in the Automated Music Composition and Generation Engine, wherein the probability-based
parameter tables (i.e. instrument orchestration prioritization table, instrument energy tabled, piano
energy table, instrument function table, piano hand function table, piano voicing table, piano
rhythm table, second note right hand table, second note left hand table, piano dynamics table)
employed in the subsystem is set up for the exemplary “emotion-type” musical experience
descriptor — HAPPY — and used during the automated music composition and generation process of
the present invention so as to generate a part of the piece of music being composed.

Another object of the present invention is to provide such an Automated Music

Composition and Generation System, wherein a Controller Code Generation Subsystem (B32) is
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used in the Automated Music Composition and Generation Engine, wherein the probability-based
parameter tables (i.e. instrument, instrument group and piece wide controller code tables) employed
in the subsystem is set up for the exemplary “emotion-type” musical experience descriptor —
HAPPY - and used during the automated music composition and generation process of the present
invention so as to generate a part of the piece of music being composed.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a digital audio retriever subsystem (B33) is used in
the Automated Music Composition and Generation Engine, wherein digital audio (instrument note)
files are located and used during the automated music composition and generation process of the
present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein Digital Audio Sample Organizer Subsystem (B34) is
used in the Automated Music Composition and Generation Engine, wherein located digital audio
(instrument note) files are organized in the correct time and space according to the music piece
during the automated music composition and generation process of the present inventions

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Piece Consolidator Subsystem (B35) is used in the
Automated Music Composition and Generation Engine, wherein the digital audio files are
consolidated and manipulated into a form or forms acceptable for use by the System User.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Piece Format Translator Subsystem (B50) is used
in the Automated Music Composition and Generation Engine, wherein the completed music piece
is translated into desired alterative formats requested during the automated music composition and
generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Piece Deliver Subsystem (B36) is used in the
Automated Music Composition and Generation Engine, wherein digital audio files are combined
into digital audio files to be delivered to the system user during the automated music composition
and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Feedback Subsystem (B42) is used in the
Automated Music Composition and Generation Engine, wherein (i) digital audio file and additional
piece formats are analyzed to determine and confirm that all attributes of the requested piece are
accurately delivered, (ii) that digital audio file and additional piece formats are analyzed to
determine and confirm uniqueness of the musical piece, and (iii) the system user analyzes the audio
file and/or additional piece formats, during the automated music composition and generation

process of the present invention.
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Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Music Editability Subsystem (B43) is used in the
Automated Music Composition and Generation Engine, wherein requests to restart, rerun, modify
and/or recreate the system are executed during the automated music composition and generation
process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Preference Saver Subsystem (B44) is used in the
Automated Music Composition and Generation Engine, wherein musical experience descriptors,
parameter tables and parameters are modified to reflect user and autonomous feedback to cause a
more positively received piece during future automated music composition and generation process
of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Musical Kernel (e.g. “DNA™) Generation
Subsystem (B45) is used in the Automated Music Composition and Generation Engine, wherein
the musical “kernel” of a music piece is determined, in terms of (i) melody (sub-phrase melody
note selection order), (i1) harmony (i.e. phrase chord progression), (iii) tempo, (iv) volume, and/or
(v) orchestration, so that this music kernel can be used during future automated music composition
and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a User Taste Generation Subsystem (B46) is used in
the Automated Music Composition and Generation Engine, wherein the system user’s musical taste
is determined based on system user feedback and autonomous piece analysis, for use in changing
or modifying the style and musical experience descriptors, parameters and table values for a music
composition during the automated music composition and generation process of the present
invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Population Taste Aggregator Subsystem (B47) is
used in the Automated Music Composition and Generation Engine, wherein the music taste of a
population is aggregated and changes to style, musical experience descriptors, and parameter table
probabilities can be modified in response thereto during the automated music composition and
generation process of the present invention;

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a User Preference Subsystem (B48) is used in the
Automated Music Composition and Generation Engine, wherein system user preferences (¢.g. style
and musical experience descriptors, table parameters) are determined and used during the

automated music composition and generation process of the present invention.
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Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Population Preference Subsystem (B49) is used in
its Automated Music Composition and Generation Engine, wherein user population preferences
(e.g. style and musical experience descriptors, table parameters) are determined and used during
the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter table is maintained in
the Tempo Generation Subsystem (B3) of its Automated Music Composition and Generation
Engine, wherein for each emotional descriptor supported by the system, a probability measure is
provided for each tempo (beats per minute) supported by the system, and the probability-based
parameter table is used during the automated music composition and generation process of the
present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter table is maintained in
the Length Generation Subsystem (B2) of its Automated Music Composition and Generation
Engine, wherein for each emotional descriptor supported by the system, a probability measure is
provided for each length (seconds) supported by the system, and this probability-based parameter
table is used during the automated music composition and generation process of the present
invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter table is maintained in
the Meter Generation Subsystem (B4) of its Automated Music Composition and Generation
Engine, wherein for each emotional descriptor supported by the system, a probability measure is
provided for each meter supported by the system, and this probability-based parameter table is used
during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter table is maintained in
the key generation subsystem (BS) of its Automated Music Composition and Generation Engine,
wherein for each musical experience descriptor selected by the system user, a probability measure
is provided for each key supported by the system, and this probability-based parameter table is
used during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter table is maintained in
the Tonality Generation Subsystem (B7) of its Automated Music Composition and Generation
Engine, wherein for each musical experience descriptor selected by the system user, a probability
measure is provided for each tonality (i.e. Major, Minor-Natural, Minor-Harmonic, Minor-

Melodic, Dorian, Phrygian, Lydian, Mixolydian, Acolian, and Locrian) supported by the system,
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and this probability-based parameter table is used during the automated music composition and
generation process of the present invention;

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter tables maintained in
the Song Form Generation Subsystem (B9) of its Automated Music Composition and Generation
Engine, wherein for each musical experience descriptor selected by the system user, a probability
measure is provided for each song form (i.e. A, AA, AB, AAA, ABA, ABC) supported by the
system, as well as for each sub-phrase form (a, aa, ab, aaa, aba, abc), and these probability-based
parameter tables are used during the automated music composition and generation process of the
present invention;

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter table is maintained in
the Sub-Phrase Length Generation Subsystem (B15) of its Automated Music Composition and
Generation Engine, wherein for each musical experience descriptor selected by the system user, a
probability measure is provided for each sub-phrase length (i.e. measures) supported by the system,
and this probability-based parameter table is used during the automated music composition and
generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter tables is maintained in
the Chord Length Generation Subsystem (B11l) of its Automated Music Composition and
Generation Engine, wherein for each musical experience descriptor selected by the system user, a
probability measure is provided for each initial chord length and second chord lengths supported by
the system, and these probability-based parameter tables are used during the automated music
composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter tables is maintained in
the Initial General Rhythm Generation Subsystem (B17) of its Automated Music Composition and
Generation Engine, wherein for each musical experience descriptor selected by the system user, a
probability measure is provided for each root note (i.¢. indicated by musical letter) supported by the
system, and these probability-based parameter tables are used during the automated music
composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein probability-based parameter tables are maintained in
the Sub-Phrase Chord Progression Generation Subsystem (B19) of its Automated Music
Composition and Generation Engine, wherein for each musical experience descriptor selected by
the system user, a probability measure is provided for each original chord root (i.e. indicated by

musical letter) and upcoming beat in the measure supported by the system, and these probability-
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based parameter tables are used during the automated music composition and generation process of
the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter tables is maintained in
the Chord Inversion Generation Subsystem (B20) of its Automated Music Composition and
Generation Engine, wherein for each musical experience descriptor selected by the system user, a
probability measure is provided for each inversion and original chord root (i.e. indicated by
musical letter) supported by the system, and these probability-based parameter tables are used
during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter tables is maintained in
the Melody Sub-Phrase Length Progression Generation Subsystem (B235) of its Automated Music
Composition and Generation Engine, wherein for each musical experience descriptor selected by
the system user, a probability measure is provided for each original chord root (i.e. indicated by
musical letter) supported by the system, and this probability-based parameter table is used during
the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter tables is maintained in
the Melody Note Rhythm Generation Subsystem (B26) of its Automated Music Composition and
Generation Engine, wherein for each musical experience descriptor selected by the system user, a
probability measure is provided for each initial note length and second chord lengths supported by
the system, and these probability-based parameter tables are used during the automated music
composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter table is maintained in
the Initial Pitch Generation Subsystem (B27) of its Automated Music Composition and Generation
Engine, wherein for each musical experience descriptor selected by the system user, a probability
measure is provided for each note (i.c. indicated by musical letter) supported by the system, and
this probability-based parameter table is used during the automated music composition and
generation process of the present inventions.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein probability-based parameter tables are maintained in
the Sub-Phrase Pitch Generation Subsystem (B29) of its Automated Music Composition and
Generation Engine, and wherein for each musical experience descriptor selected by the system
user, a probability measure is provided for each original note (i.c. indicated by musical letter)
supported by the system, and leap reversal, and these probability-based parameter tables are used

during the automated music composition and generation process of the present invention.
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Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter table is maintained in
the Melody Sub-Phrase Length Progression Generation Subsystem (B235) of its Automated Music
Composition and Generation Engine, and wherein for each musical experience descriptor selected
by the system user, a probability measure is provided for the length of time the melody starts into
the sub-phrase that are supported by the system, and this probability-based parameter table is used
during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein probability-based parameter tables are maintained in
the Melody Note Rhythm Generation Subsystem (B25) of its Automated Music Composition and
Generation Engine, and wherein for each musical experience descriptor selected by the system
user, a probability measure is provided for each initial note length, second chord length (i.c.
measure), and n™ chord length supported by the system, and these probability-based parameter
tables are used during the automated music composition and generation process of the present
invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a probability-based parameter table are maintained
in the Initial Pitch Generation Subsystem (B27) of its Automated Music Composition and
Generation Engine, and wherein for each musical experience descriptor selected by the system
user, a probability-based measure is provided for each note supported by the system, and this
probability-based parameter table is used during the automated music composition and generation
process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein probability-based parameter tables are maintained in
the sub-phrase pitch generation subsystem (B29) of its Automated Music Composition and
Generation Engine, and wherein for each musical experience descriptor selected by the system
user, a probability measure is provided for each original note and leap reversal supported by the
system, and these probability-based parameter tables are used during the automated music
composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein probability-based parameter tables are maintained in
the Pitch Octave Generation Subsystem (B30) of its Automated Music Composition and
Generation Engine, and wherein for each musical experience descriptor selected by the system
user, a set of probability measures are provided, and this probability-based parameter table is used
during the automated music composition and generation process of the present invention.

Another object of the present invention is to provide such an Automated Music

Composition and Generation System, wherein probability-based parameter tables are maintained in
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the Instrument Selector Subsystem (B39) of its Automated Music Composition and Generation
Engine, wherein for each musical experience descriptor selected by the system user, a probability
measure is provided for each instrument supported by the system, and these probability-based
parameter tables are used during the automated music composition and generation process of the
present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein probability-based parameter tables are maintained in
the Orchestration Generation Subsystem (B31) of the Automated Music Composition and
Generation Engine, and wherein for each musical experience descriptor selected by the system
user, probability measures are provided for each instrument supported by the system, and these
parameter tables are used during the automated music composition and generation process of the
present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein probability-based parameter tables are maintained in
the Controller Code Generation Subsystem (B32) of the Automated Music Composition and
Generation Engine, and wherein for each musical experience descriptor selected by the system
user, probability measures are provided for each instrument supported by the system, and these
parameter tables are used during the automated music composition and generation process of the
present invention.

Another object of the present invention is to provide such an Automated Music
Composition and Generation System, wherein a Timing Control Subsystem is used to generate
timing control pulse signals which are sent to each subsystem, after the system has received its
musical experience descriptor inputs from the system user, and the system has been automatically
arranged and configured in its operating mode, wherein music is automatically composed and
generated in accordance with the principles of the present invention.

Another object of the present invention is to provide a novel system and method of
automatically composing and generating music in an automated manner using a real-time pitch
event analyzing subsystem.

Another object of the present invention is to provide such an automated music
composition and generation system, supporting a process comprising the steps of: (a) providing
musical experience descriptors (e.g. including “emotion-type™ musical experience descriptors, and
“style-type” musical experience descriptors) to the system user interface of the automated music
composition and generation system; (b) providing lyrical input (¢.g. in typed, spoken or sung
format) to the system-user interface of the system, for one or more scenes in a video or media
object to be scored with music composed and generated by the system; (c) using the real-time pitch
event analyzing subsystem for processing the lyrical input provided to the system user interface,

using real-time rhythmic, pitch event, and prosodic analysis of typed/spoken/sung lyrics or words
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(for certain frames of the scored media), based on time and/or frequency domain techniques; (d)
using the real-time pitch event analyzing subsystem to extract pitch events, rhythmic information
and prosodic information on a high-resolution time line from the analyzed lyrical input, and code
with timing information on when such detected events occurred; and (¢) providing the extracted
information to the automated music composition and generation engine for use in constraining the
probability-based parameters tables employed in the various subsystems of the automated system.

Another object of the present invention is to provide a distributed, remotely accessible
GUI-based work environment supporting the creation and management of parameter configurations
within the parameter transformation engine subsystem of the automated music composition and
generation system network of the present invention, wherein system designers remotely situated
anywhere around the globe can log into the system network and access the GUI-based work
environment and create parameter mapping configurations between (i) different possible sets of
emotion-type, style-type and timing/spatial parameters that might be selected by system users, and
(i) corresponding sets of probability-based music-theoretic system operating parameters,
preferably maintained within parameter tables, for persistent storage within the parameter
transformation engine subsystem and its associated parameter table archive database subsystem
supported on the automated music composition and generation system network of the present
invention.

Another object of the present invention is to provide & novel automated music composition
and generation systems, in the form of music composing robots, for generating musical score
representations of automatically composed pieces of music responsive to emotion and style type
musical experience descriptors, and producing an automatically composed pieces of music for the
enjoyment of others.

Yet, another object of the present invention is to provide a novel automated music
composition and generation systems for generating musical score representations of automatically
composed pieces of music responsive to emotion and style type musical experience descriptors,
and converting such representations into MIDI control signals to drive and control one or more
MIDI-based musical instruments that produce an automatically composed piece of music for the
enjoyment of others.

These and other objects of the present invention will become apparent hereinafter and in

view of the appended Claims to Invention.

BRIEF DESCRIPTION OF DRAWINGS

The Objects of the Present Invention will be more fully understood when read in

conjunction with the Figures Drawings, wherein:
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FIG. 1 is schematic representation illustrating the high-level system architecture of the
automated music composition and generation system (i.e. machine) of the present invention
supporting the use of virtual-instrument music synthesis driven by linguistic and/or graphical icon
based musical experience descriptors and, wherein linguistic-based musical experience descriptors,
and a video, audio-recording, image, or event marker, are supplied as input through the system user
interface, and used by the Automated Music Composition and Generation Engine of the present
invention to generate musically-scored media (e.g. video, podcast, image, slideshow etc.) or event
marker, that is then supplied back to the system user via the system user interface;

FIG. 2 is a flow chart illustrating the primary steps involved in carrying out the generalized
automated music composition and generation process of the present invention supporting the use of
virtual-instrument music synthesis driven by linguistic and/or graphical icon based musical
experience descriptors and, wherein (i) during the first step of the process, the system user accesses
the Automated Music Composition and Generation System of the present invention, and then
selects a video, an audio-recording (i.e. podcast), slideshow, a photograph or image, or event
marker to be scored with music generated by the Automated Music Composition and Generation
System of the present invention, (ii) the system user then provides linguistic-based and/or icon-
based musical experience descriptors to the Automated Music Composition and Generation Engine
of the system, (ii1) the system user initiates the Automated Music Composition and Generation
System to compose and generate music based on inputted musical descriptors scored on selected
media or event markers, (iv), the system user accepts composed and generated music produced for
the score media or event markers, and provides feedback to the system regarding the system user’s
rating of the produced music, and/or music preferences in view of the produced musical experience
that the system user subjectively experiences, and (v) the system combines the accepted composed
music with the selected media or event marker, so as to create a video file for distribution and
display;

FIG. 3 shows a prospective view of an automated music composition and generation
instrument system according to a first illustrative embodiment of the present invention, supporting
virtual-instrument music synthesis driven by linguistic-based musical experience descriptors
produced using a text keyboard and/or a speech recognition interface provided in a compact
portable housing;

FIG. 4 is a schematic diagram of an illustrative implementation of the automated music
composition and generation instrument system of the first illustrative embodiment of the present
invention, supporting virtual-instrument music synthesis driven by linguistic-based musical
experience descriptors produced using a text keyboard and/or a speech recognition interface,
showing the various components of a SOC-based sub-architecture and other system components,

integrated around a system bus architecture;
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FIG. 5 is a high-level system block diagram of the automated music composition and
generation instrument system of the first illustrative embodiment, supporting virtual-instrument
music synthesis driven by linguistic-based musical experience descriptors produced using a text
keyboard and/or a speech recognition interface, wherein linguistic-based musical experience
descriptors, and a video, audio-recording, image, or event marker, are supplied as input through the
system user interface, and used by the Automated Music Composition and Generation Engine of
the present invention to generate musically-scored media (¢.g. video, podcast, image, slideshow
etc.) or event marker, that is then supplied back to the system user via the system user interface;

FIG. 6 is a flow chart illustrating the primary steps involved in carrying out the automated
music composition and generation process of the first illustrative embodiment of the present
invention supporting the use of linguistic and/or graphical icon based musical experience
descriptors and virtual-instrument music synthesis using the instrument system shown in FIGS. 3-
5, wherein (i) during the first step of the process, the system user accesses the Automated Music
Composition and Generation System of the present invention, and then selects a video, an audio-
recording (i.¢. podcast), slideshow, a photograph or image, or event marker to be scored with music
generated by the Automated Music Composition and Generation System of the present invention,
(i1) the system user then provides linguistic-based and/or icon-based musical experience descriptors
to the Automated Music Composition and Generation Engine of the system, (ii1) the system user
initiates the Automated Music Composition and Generation System to compose and generate music
based on inputted musical descriptors scored on selected media or event markers, (iv), the system
user accepts composed and generated music produced for the score media or event markers, and
provides feedback to the system regarding the system user’s rating of the produced music, and/or
music preferences in view of the produced musical experience that the system user subjectively
experiences, and (v) the system combines the accepted composed music with the selected media or
event marker, so as to create a video file for distribution and display;

FIG. 7 shows a prospective view of a toy instrument supporting Automated Music
Composition and Generation Engine of the second illustrative embodiment of the present invention
using virtual-instrument music synthesis driven by icon-based musical experience descriptors,
wherein a touch screen display is provided to select and load videos from a library, and children
can then select musical experience descriptors (e.g. emotion descriptor icons and style descriptor
icons) from a physical keyboard to allow a child to compose and generate custom music for
segmented scene of a selected video;

FIG. 8 is a schematic diagram of an illustrative implementation of the automated music
composition and generation instrument system of the second illustrative embodiment of the present
invention, supporting the use of virtual-instrument music synthesis driven by graphical icon based
musical experience descriptors selected by the system user using a keyboard interface, and showing

the various components of a SOC-based sub-architecture, such as multi-core CPU, multi-core
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GPU, program memory (DRAM), video memory (VRAM), interfaced with a hard drive (SATA),
LCD/touch-screen display panel, microphone/speaker, keyboard, WIFI/Bluetooth network
adapters, and power supply and distribution circuitry, integrated around a system bus architecture;

FIG. 9 is a high-level system block diagram of the automated toy music composition and
generation toy instrument system of the second illustrative embodiment, wherein graphical icon
based musical experience descriptors, and a video are selected as input through the system user
interface (i.e. touch-screen keyboard), and used by the Automated Music Composition and
Generation Engine of the present invention to generate musically-scored video story that is then
supplied back to the system user via the system user interface;

FIG. 10 is a flow chart illustrating the primary steps involved in carrying out the automated
music composition and generation process within the toy music composing and generation system
of the second illustrative embodiment of the present invention, supporting the use of virtual-
instrument music synthesis driven by graphical icon based musical experience descriptors using the
instrument system shown in FIGS. 7 through 9, wherein (i) during the first step of the process, the
system user accesses the Automated Music Composition and Generation System of the present
invention, and then selects a video to be scored with music generated by the Automated Music
Composition and Generation Engine of the present invention, (ii) the system user selects graphical
icon-based musical experience descriptors to be provided to the Automated Music Composition
and Generation Engine of the system, (iii) the system user initiates the Automated Music
Composition and Generation Engine to compose and generate music based on inputted musical
descriptors scored on selected video media, and (iv) the system combines the composed music with
the selected video so as to create a video file for display and enjoyment;

FIG. 11 is a perspective view of an electronic information processing and display system
according to a third illustrative embodiment of the present invention, integrating a SOC-based
Automated Music Composition and Generation Engine of the present invention within a resultant
system, supporting the creative and/or entertainment needs of its system users;

FIG. 11A is schematic representation illustrating the high-level system architecture of the
SOC-based music composition and generation system of the present invention supporting the use
of virtual-instrument music synthesis driven by linguistic and/or graphical icon based musical
experience descriptors and, wherein linguistic-based musical experience descriptors, and a video,
audio-recording, image, slide-show, or event marker, are supplied as input through the system user
interface, and used by the Automated Music Composition and Generation Engine of the present
invention to generate musically-scored media (e.g. video, podcast, image, slideshow etc.) or event
marker, that is then supplied back to the system user via the system user interface;

FIG. 11B is a schematic representation of the system illustrated in FIGS. 11 and 11A,
comprising a SOC-based subsystem architecture including a multi-core CPU, a multi-core GPU,

program memory (RAM), and video memory (VRAM), shown interfaced with a solid-state
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(DRAM) hard drive, a LCD/Touch-screen display panel, a micro-phone speaker, a keyboard or
keypad, WIFI/Bluetooth network adapters, and 3G/LTE/GSM network adapter integrated with one
or more bus architecture supporting controllers and the like;

FIG. 12 is a flow chart illustrating the primary steps involved in carrying out the automated
music composition and generation process of the present invention using the SOC-based system
shown in FIGS. 11-11A supporting the use of virtual-instrument music synthesis driven by
linguistic and/or graphical icon based musical experience descriptors and, wherein (i) during the
first step of the process, the system user accesses the Automated Music Composition and
Generation System of the present invention, and then selects a video, an audio-recording (i.c.
podcast), slideshow, a photograph or image, or event marker to be scored with music generated by
the Automated Music Composition and Generation System of the present invention, (ii) the system
user then provides linguistic-based and/or icon-based musical experience descriptors to the
Automated Music Composition and Generation Engine of the system, (iii) the system user initiates
the Automated Music Composition and Generation System to compose and generate music based
on inputted musical descriptors scored on selected media or event markers, (iv), the system user
accepts composed and generated music produced for the score media or event markers, and
provides feedback to the system regarding the system user’s rating of the produced music, and/or
music preferences in view of the produced musical experience that the system user subjectively
experiences, and (v) the system combines the accepted composed music with the selected media or
event marker, so as to create a video file for distribution and display;

FIG. 13 is a schematic representation of the enterprise-level internet-based music
composition and generation system of fourth illustrative embodiment of the present invention,
supported by a data processing center with web servers, application servers and database (RDBMS)
servers operably connected to the infrastructure of the Internet, and accessible by client machines,
social network servers, and web-based communication servers, and allowing anyone with a web-
based browser to access automated music composition and generation services on websites (e.g. on
YouTube, Vimeo, etc.) to score videos, images, slide-shows, audio-recordings, and other events
with music using virtual-instrument music synthesis and linguistic-based musical experience
descriptors produced using a text keyboard and/or a speech recognition interface;

FIG. 13A is schematic representation illustrating the high-level system architecture of the
automated music composition and generation process supported by the system shown in FIG. 13,
supporting the use of virtual-instrument music synthesis driven by linguistic and/or graphical icon
based musical experience descriptors, wherein linguistic-based musical experience descriptors, and
a video, audio-recording, image, or event marker, are supplied as input through the web-based
system user interface, and used by the Automated Music Composition and Generation Engine of
the present invention to generate musically-scored media (¢.g. video, podcast, image, slideshow

etc.) or event marker, that is then supplied back to the system user via the system user interface;
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FIG. 13B is a schematic representation of the system architecture of an exemplary
computing server machine, one or more of which may be used, to implement the enterprise-level
automated music composition and generation system illustrated in FIGS. 13 and 13A;

FIG. 14 is a flow chart illustrating the primary steps involved in carrying out the
Automated Music Composition And Generation Process of the present invention supported by the
system illustrated in FIGS. 13 and 13A, wherein (i) during the first step of the process, the system
user accesses the Automated Music Composition and Generation System of the present invention,
and then selects a video, an audio-recording (i.e. podcast), slideshow, a photograph or image, or an
event marker to be scored with music generated by the Automated Music Composition and
Generation System of the present invention, (ii) the system user then provides linguistic-based
and/or icon-based musical experience descriptors to the Automated Music Composition and
Generation Engine of the system, (ii1) the system user initiates the Automated Music Composition
and Generation System to compose and generate music based on inputted musical descriptors
scored on selected media or event markers, (iv), the system user accepts composed and generated
music produced for the score media or event markers, and provides feedback to the system
regarding the system user’s rating of the produced music, and/or music preferences in view of the
produced musical experience that the system user subjectively experiences, and (v) the system
combines the accepted composed music with the selected media or event marker, so as to create a
video file for distribution and display;

FIG. 15A is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13 through 14, wherein the interface objects are displayed
for (1) Selecting Video to upload into the system as the first step in the automated music
composition and generation process of the present invention, and (ii)) Composing Music Only
option allowing the system user to initiative the Automated Music Composition and Generation
System of the present invention;

FIG. 15B is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, when the system user selects the “Select Video™
object in the GUI of FIG. 15A, wherein the system allows the user to select a video file from
several different local and remote file storage locations (e.g. local photo album, shared hosted
folder on the cloud, and local photo albums from ones smartphone camera roll);

FIG. 15C is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, wherein the selected video is displayed for scoring
according to the principles of the present invention;

FIG. 15D is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, wherein the system user selects the category

“music emotions” from the Music Emotions/Music Style/Music Spotting Menu, to display four
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exemplary classes of emotions (i.e. Drama, Action, Comedy, and Horror) from which to choose
and characterize the musical experience the system user seeks;

FIG. 15E is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to the system user selecting the music
emotion category — Drama;

FIG. 15F is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to the system user selecting the music
emotion category — Drama, and wherein the system user has subsequently selected the Drama-
classified emotions — Happy, Romantic, and Inspirational for scoring the selected video;

FIG. 15G is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to the system user selecting the music
emotion category — Action;

FIG. 15H is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to the system user selecting the music
emotion category — Action, and wherein the system user has subsequently selected the Action-
classified emotions — Pulsating, and Spy for scoring the selected video;

FIG. 151 is an exemplary graphical user interface (GUI) screen that is generated and served
by the system illustrated in FIGS. 13-14, in response to the system user selecting the music
emotion category — Comedy;

FIG. 15J is an exemplary graphical user interface (GUI) screen that is generated and served
by the system illustrated in FIGS. 13-14, in response to the system user selecting the music
emotion category — Drama, and wherein the system user has subsequently selected the Comedy-
classified emotions — Quirky and Slap Stick for scoring the selected video;

FIG. 15K is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to the system user selecting the music
emotion category — Horror;

FIG. 15L is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to the system user selecting the music
emotion category — Horror, and wherein the system user has subsequently selected the Horror-
classified emotions — Brooding, Disturbing and Mysterious for scoring the selected video;

FIG. 15M is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to the system user completing the
selection of the music emotion category, displaying the message to the system user -- “Ready to
Create Your Music” Press Compose to Set Amper To Work Or Press Cancel To Edit Your
Selections™;

FIG. 15N is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, wherein the system user selects the category
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“music style” from the music emotions/music style/music spotting menu, to display twenty (20)
styles (i.e. Pop, Rock, Hip Hop, ¢tc.) from which to choose and characterize the musical experience
they system user seeks;

FIG. 150 is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to the system user selecting the music
style categories — Pop and Piano;

FIG. 15P is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to the system user completing the
selection of the music style category, displaying the message to the system user -- “Ready to Create
Your Music™ Press Compose to Set Amper To Work Or Press Cancel To Edit Your Selections™;

FIG. 15Q is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, wherein the system user selects the category
“music spotting” from the music emotions/music style/music spotting menu, to display six
commands from which the system user can choose during music spotting functions -- “Start,”
“Stop,” “Hit,” “Fade In”, “Fade Out,” and “New Mood” commands;

FIG. 15R is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to the system user selecting “music
spotting” from the function menu, showing the “Start,” “Stop,” and commands being scored on the
selected video, as shown;

FIG. 155 is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to completing the music spotting
function, displaying a message to the system user --“Ready to Create Music” Press Compose to Set
Amper To work or “Press Cancel to Edit Your Selection™;

FIG. 15T is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to the system user pressing the
“Compose” button;

FIG. 15U is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, when the system user’s composed music is ready
for review;

FIG. 15V is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, after a music composition has been generated and
is ready for preview against the selected video, wherein the system user is provided with the option
to edit the musical experience descriptors set for the musical piece and recompile the musical
composition, or accept the generated piece of composed music and mix the audio with the video to
generated a scored video file;

FIG. 16 is a perspective view of the Automated Music Composition and Generation

System according to a fifth illustrative embodiment of the present invention, wherein an Internet-
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based automated music composition and generation platform is deployed so mobile and desktop
client machines, alike, using text, SMS and email services supported on the Internet can be
augmented by the addition of composed music by users using the Automated Music Composition
and Generation Engine of the present invention, and graphical user interfaces supported by the
client machines while creating text, SMS and/or email documents (i.c. messages) so that the users
can easily select graphic and/or linguistic based emotion and style descriptors for use in generating
compose music pieces for such text, SMS and email messages;

FIG. 16A is a perspective view of a mobile client machine (e.g. Internet-enabled
smartphone or tablet computer) deployed in the system network illustrated in FIG. 16, where the
client machine is realized a mobile computing machine having a touch-screen interface, a memory
architecture, a central processor, graphics processor, interface circuitry, network adapters to
support various communication protocols, and other technologies to support the features expected
in a modern smartphone device (¢.g. Apple iPhone, Samsung Android Galaxy, et al), and wherein a
first exemplary client application is running that provides the user with a virtual keyboard
supporting the creation of a text or SMS message, and the creation and insertion of a piece of
composed music created by selecting linguistic and/or graphical-icon based emotion descriptors,
and style-descriptors, from a menu screen;

FIG. 16B is a  perspective view of a mobile client machine (e.g. Internet-enabled
smartphone or tablet computer) deployed in the system network illustrated in FIG. 16, where the
client machine is realized a mobile computing machine having a touch-screen interface, a memory
architecture, a central processor, graphics processor, interface circuitry, network adapters to
support various communication protocols, and other technologies to support the features expected
in a modern smartphone device (¢.g. Apple iPhone, Samsung Android Galaxy, et al), and wherein a
second exemplary client application is running that provides the user with a virtual keyboard
supporting the creation of an email document, and the creation and embedding of a piece of
composed music therein created by the user selecting linguistic and/or graphical-icon based
emotion descriptors, and style-type descriptors from a menu screen in accordance with the
principles of the present invention;

FIG. 16C is a perspective view of a mobile client machine (e.g. Internet-enabled
smartphone or tablet computer) deployed in the system network illustrated in FIG. 16, where the
client machine is realized a mobile computing machine having a touch-screen interface, a memory
architecture, a central processor, graphics processor, interface circuitry, network adapters to
support various communication protocols, and other technologies to support the features expected
in a modern smartphone device (¢.g. Apple iPhone, Samsung Android Galaxy, et al), and wherein a
second exemplary client application is running that provides the user with a virtual keyboard

supporting the creation of a Microsoft Word, PDF, or image (e.g. jpg or tiff) document, and the
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creation and insertion of a piece of composed music created by selecting linguistic and/or
graphical-icon based emotion descriptors, and style-descriptors, from a menu screen;

FIG. 16D is a perspective view of a mobile client machine (e.g. Internet-enabled
smartphone or tablet computer) deployed in the system network illustrated in FIG. 16, where the
client machine is realized a mobile computing machine having a touch-screen interface, a memory
architecture, a central processor, graphics processor, interface circuitry, network adapters to
support various communication protocols, and other technologies to support the features expected
in a modern smartphone device (¢.g. Apple iPhone, Samsung Android Galaxy, et al), and wherein a
second exemplary client application is running that provides the user with a virtual keyboard
supporting the creation of a web-based (i.c. html) document, and the creation and insertion of a
piece of composed music created by selecting linguistic and/or graphical-icon based emotion
descriptors, and style-descriptors, from a menu screen, so that the music piece can be delivered to a
remote client and experienced using a conventional web-browser operating on the embedded URL,
from which the embedded music piece is being served by way of web, application and database
servers;

FIG. 17 is a schematic representation of the system architecture of each client machine
deployed in the system illustrated in FIGS. 16A, 16B, 16C and 16D, comprising around a system
bus architecture, subsystem modules including a multi-core CPU, a multi-core GPU, program
memory (RAM), video memory (VRAM), hard drive (SATA drive), LCD/Touch-screen display
panel, micro-phone speaker, keyboard, WIFI/Bluetooth network adapters, and 3G/LTE/GSM
network adapter integrated with the system bus architecture;

FIG. 18 is a schematic representation illustrating the high-level system architecture of the
Internet-based music composition and generation system of the present invention supporting the
use of virtual-instrument music synthesis driven by linguistic and/or graphical icon based musical
experience descriptors, so as to add composed music to text, SMS and email documents/messages,
wherein linguistic-based or icon-based musical experience descriptors are supplied as input through
the system user interface, and used by the Automated Music Composition and Generation Engine
of the present invention to generate a musically-scored text document or message that is generated
for preview by system user via the system user interface, before finalization and transmission;

FIG. 19 is a flow chart illustrating the primary steps involved in carrying out the automated
music composition and generation process of the present invention using the Web-based system
shown in FIGS. 16-18 supporting the use of virtual-instrument music synthesis driven by linguistic
and/or graphical icon based musical experience descriptors so as to create musically-scored text,
SMS, email, PDF, Word and/or html documents, wherein (i) during the first step of the process, the
system user accesses the Automated Music Composition and Generation System of the present
invention, and then selects a text, SMS or email message or Word, PDF or HTML document to be

scored (e.g. augmented) with music generated by the Automated Music Composition and
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Generation System of the present invention, (ii) the system user then provides linguistic-based
and/or icon-based musical experience descriptors to the Automated Music Composition and
Generation Engine of the system, (ii1) the system user initiates the Automated Music Composition
and Generation System to compose and generate music based on inputted musical descriptors
scored on selected messages or documents, (iv) the system user accepts composed and generated
music produced for the message or document, or rejects the music and provides feedback to the
system, including providing different musical experience descriptors and a request to re-compose
music based on the updated musical experience descriptor inputs, and (v) the system combines the
accepted composed music with the message or document, so as to create a new file for distribution
and display;

FIG. 20 is a schematic representation of a band of human musicians with a real or synthetic
musical instrument, surrounded about an Al-based autonomous music composition and
composition performance system, employing a modified version of the Automated Music
Composition and Generation Engine of the present invention, wherein the Al-based system
receives musical signals from its surrounding instruments and musicians and buffers and analyzes
these instruments and, in response thereto, can compose and generate music in real-time that will
augment the music being played by the band of musicians, or can record, analyze and compose
music that is recorded for subsequent playback, review and consideration by the human musicians;

FIG. 21 is a schematic representation of the Autonomous Music Analyzing, Composing
and Performing Instrument System, having a compact rugged transportable housing comprising a
LCD touch-type display screen, a built-in stereo microphone set, a set of audio signal input
connectors for receiving audio signals produced from the set of musical instruments in the system’s
environment, a set of MIDI signal input connectors for receiving MIDI input signals from the set of
instruments in the system environment, audio output signal connector for delivering audio output
signals to audio signal preamplifiers and/or amplifiers, WIFI and BT network adapters and
associated signal antenna structures, and a set of function buttons for the user modes of operation
including (i) LEAD mode, where the instrument system autonomously leads musically in response
to the streams of music information it receives and analyzes from its (local or remote) musical
environment during a musical session, (ii)) FOLLOW mode, where the instrument system
autonomously follows musically in response to the music it receives and analyzes from the musical
instruments in its (local or remote) musical environment during the musical session, (iii)
COMPOSE mode, where the system automatically composes music based on the music it receives
and analyzes from the musical instruments in its (local or remote) environment during the musical
session, and (iv) PERFORM mode, where the system autonomously performs automatically
composed music, in real-time, in response to the musical information it receives and analyzes from

its environment during the musical session;
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FIG. 22 is a schematic representation illustrating the high-level system architecture of the
Autonomous Music Analyzing, Composing and Performing Instrument System shown in FIG. 21,
wherein audio signals as well as MIDI input signals produced from a set of musical instruments in
the system’s environment are received by the instrument system, and these signals are analyzed in
real-time, on the time and/or frequency domain, for the occurrence of pitch events and melodic
structure so that the system can automatically abstract musical experience descriptors from this
information for use in generating automated music composition and generation using the
Automated Music Composition and Generation Engine of the present invention;

FIG. 23 is a schematic representation of the system architecture of the instrument system
illustrated in FIGS. 20 and 21, comprising an arrangement of subsystem modules, around a system
bus architecture, including a multi-core CPU, a multi-core GPU, program memory (DRAM), video
memory (VRAM), hard drive (SATA drive), LCD/Touch-screen display panel, sterco
microphones, audio speaker, keyboard, WIFI/Bluetooth network adapters, and 3G/LTE/GSM
network adapter integrated with the system bus architecture;

FIG. 24 is a flow chart illustrating the primary steps involved in carrying out the automated
music composition and generation process of the present invention using the system shown in
FIGS. 20 through 23, wherein (i) during the first step of the process, the system user selects either
the LEAD or FOLLOW mode of operation for the automated musical composition and generation
instrument system of the present invention, (i) prior to the session, the system is then is interfaced
with a group of musical instruments played by a group of musicians in a creative environment
during a musical session, (iii) during the session system receives audio and/or MIDI data signals
produced from the group of instruments during the session, and analyzes these signals for pitch
data and melodic structure, (iv) during the session, the system automatically generates musical
descriptors from abstracted pitch and melody data, and uses the musical experience descriptors to
compose music for the session on a real-time basis, and (v) in the event that the PERFORM mode
has been selected, the system generates the composed music, and in the event that the COMPOSE
mode has been selected, the music composed during for the session is stored for subsequent access
and review by the group of musicians;

FIG. 25A is a high-level system diagram for the Automated Music Composition and
Generation Engine of the present invention employed in the various embodiments of the present
invention herein, comprising a user GUI-Based Input Subsystem, a General Rhythm Subsystem, a
General Rhythm Generation Subsystem, a Melody Rhythm Generation Subsystem, a Melody Pitch
Generation Subsystem, an Orchestration Subsystem, a Controller Code Creation Subsystem, a
Digital Piece Creation Subsystem, and a Feedback and Learning Subsystem configured as shown;

FIG. 25B is a higher-level system diagram illustrating that the system of the present
invention comprises two very high-level “musical landscape™ categorizations, namely: (i) a Pitch

Landscape Subsystem CO comprising the General Pitch Generation Subsystem A2, the Melody
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Pitch Generation Subsystem A4, the Orchestration Subsystem A5, and the Controller Code
Creation Subsystem A6; and (i) a Rhythmic Landscape Subsystem C1 comprising the General
Rhythm Generation Subsystem Al, Melody Rhythm Generation Subsystem A3, the Orchestration
Subsystem A3, and the Controller Code Creation Subsystem A6;

FIGS. 26A, 26B, 26C, 26D, 26E, 26F, 26G, 26H, 261, 26], 26K, 26L, 26M, 26N, 260 and
26P, taken together, provide a detailed system diagram showing each subsystem in FIGS. 25A and
25B configured together with other subsystems in accordance with the principles of the present
invention, so that musical descriptors provided to the user GUI-Based Input Output System BO are
distributed to their appropriate subsystems for use in the automated music composition and
generation process of the present invention;

FIG. 27A shows a schematic representation of the User GUI-based input output subsystem
(BO) used in the Automated Music Composition and Generation Engine E1 of the present
invention, wherein the system user provides musical experience descriptors — e.g. HAPPY -- to the
input output system BO for distribution to the descriptor parameter capture subsystem B1, wherein
the probability-based tables are generated and maintained by the Parameter Transformation Engine
Subsystem B351 shown in FIG. 27B3B, for distribution and loading in the various subsystems
therein, for use in subsequent subsystem set up and automated music composition and generation;

FIGS. 27B1 and 27B2, taken together, show a schematic representation of the Descriptor
Parameter Capture Subsystem (B1) used in the Automated Music Composition and Generation
Engine of the present invention, wherein the system user provides the exemplary “emotion-type”
musical experience descriptor — HAPPY-- to the descriptor parameter capture subsystem for
distribution to the probability-based parameter tables employed in the various subsystems therein,
and subsequent subsystem set up and use during the automated music composition and generation
process of the present invention;

FIGS. 27B3A, 27B3B and 27B3C, taken together, provide a schematic representation of
the Parameter Transformation Engine Subsystem (B51) configured with the Parameter Capture
Subsystem (B1), Style Parameter Capture Subsystem (B37) and Timing Parameter Capture
Subsystem (B40) used in the Automated Music Composition and Generation Engine of the present
invention, for receiving emotion-type and style-type musical experience descriptors and
timing/spatial parameters for processing and transformation into music-theoretic system operating
parameters for distribution, in table-type data structures, to various subsystems in the system of the
illustrative embodiments;

FIGS. 27B4A, 27B4B, 27B4C, 27B4D and 27BA4E, taken together, provide a schematic
map representation specifying the locations of particular music-theoretic system operating
parameter (SOP) tables employed within the subsystems of the automatic music composition and

generation system of the present invention;
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FIG. 27B35 is a schematic representation of the Parameter Table Handling and Processing
Subsystem (B70) used in the Automated Music Composition and Generation Engine of the present
invention, wherein multiple emotion/style-specific music-theoretic system operating parameter
(SOP) tables are received from the Parameter Transformation Engine Subsystem B51 and handled
and processed using one or parameter table processing methods M1, M2 or M3 so as to generate
system operating parameter tables in a form that is more convenient and easier to process and use
within the subsystems of the system of the present invention;

FIG. 27B6 is a schematic representation of the Parameter Table Archive Database
Subsystem (B80) used in the Automated Music Composition and Generation System of the present
invention, for storing and archiving system user account profiles, tastes and preferences, as well as
all emotion/style-indexed system operating parameter (SOP) tables generated for system user
music composition requests on the system;

FIGS. 27C1 and 27C2, taken together, show a schematic representation of the Style
Parameter Capture Subsystem (B37) used in the Automated Music Composition and Generation
Engine of the present invention, wherein the probability-based parameter table employed in the
subsystem is set up for the exemplary “style-type” musical experience descriptor — POP — and used
during the automated music composition and generation process of the present invention;

FIG. 27D shows a schematic representation of the Timing Parameter Capture Subsystem
(B40) used in the Automated Music Composition and Generation Engine of the present invention,
wherein the Timing Parameter Capture Subsystem (B40) provides timing parameters to the timing
generation subsystem (B41) for distribution to the various subsystems in the system, and
subsequent subsystem configuration and use during the automated music composition and
generation process of the present invention;

FIGS. 27E1 and 27E2, taken together, show a schematic representation of the Timing
Generation Subsystem (B41) used in the Automated Music Composition and Generation Engine of
the present invention, wherein the timing parameter capture subsystem (B40) provides timing
parameters (e.g. piece length) to the timing generation subsystem (B41) for generating timing
information relating to (i) the length of the piece to be composed, (ii) start of the music piece, (iii)
the stop of the music piece, (iv) increases in volume of the music piece, and (v) accents in the
music piece, that are to be created during the automated music composition and generation process
of the present invention;

FIG. 27F shows a schematic representation of the Length Generation Subsystem (B2) used
in the Automated Music Composition and Generation Engine of the present invention, wherein the
time length of the piece specified by the system user is provided to the length generation subsystem
(B2) and this subsystem generates the start and stop locations of the piece of music that is to be
composed during the during the automated music composition and generation process of the

present invention;
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FIG. 27G shows a schematic representation of the Tempo Generation Subsystem (B3) used
in the Automated Music Composition and Generation Engine of the present invention, wherein the
tempo of the piece (i.e. BPM) is computed based on the piece time length and musical experience
parameters that are provided to this subsystem, wherein the resultant tempo is measured in beats
per minute (BPM) and is used during the automated music composition and generation process of
the present invention;

FIG. 27H shows a schematic representation of the Meter Generation Subsystem (B4) used
in the Automated Music Composition and Generation Engine of the present invention, wherein the
meter of the piece is computed based on the piece time length and musical experience parameters
that are provided to this subsystem, wherein the resultant tempo is measured in beats per minute
(BPM) and is used during the automated music composition and generation process of the present
invention;

FIG. 271 shows a schematic representation of the Key Generation Subsystem (B5) used in
the Automated Music Composition and Generation Engine of the present invention, wherein the
key of the piece is computed based on musical experience parameters that are provided to the
system, wherein the resultant key is selected and used during the automated music composition and
generation process of the present invention;

FIG. 27]) shows a schematic representation of the beat calculator subsystem (B6) used in
the Automated Music Composition and Generation Engine of the present invention, wherein the
number of beats in the piece is computed based on the piece length provided to the system and
tempo computed by the system, wherein the resultant number of beats is used during the automated
music composition and generation process of the present invention;

FIG. 27K shows a schematic representation of the Measure Calculator Subsystem (B8)
used in the Automated Music Composition and Generation Engine of the present invention,
wherein the number of measures in the piece is computed based on the number of beats in the
piece, and the computed meter of the piece, wherein the meters in the piece is used during the
automated music composition and generation process of the present invention;

FIG. 27L shows a schematic representation of the Tonality Generation Subsystem (B7)
used in the Automated Music Composition and Generation Engine of the present invention,
wherein the number of tonality of the piece is selected using the probability-based tonality
parameter table employed within the subsystem for the exemplary ‘“emotion-type” musical
experience descriptor - HAPPY provided to the system by the system user, and wherein the
selected tonality is used during the automated music composition and generation process of the
present invention;

FIGS. 27M1 and 27M2, taken together, show a schematic representation of the Song Form
Generation Subsystem (B9) used in the Automated Music Composition and Generation Engine of

the present invention, wherein the song form is selected using the probability-based song form sub-
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phrase parameter table employed within the subsystem for the exemplary “emotion-type” musical
experience descriptor — HAPPY-- provided to the system by the system user, and wherein the
selected song form is used during the automated music composition and generation process of the
present invention;

FIG. 27N shows a schematic representation of the Sub-Phrase Length Generation
Subsystem (B15) used in the Automated Music Composition and Generation Engine of the present
invention, wherein the sub-phrase length is selected using the probability-based sub-phrase length
parameter table employed within the subsystem for the exemplary “emotion-style” musical
experience descriptor —HAPPY -- provided to the system by the system user, and wherein the
selected sub-phrase length is used during the automated music composition and generation process
of the present invention;

FIGS. 2701, 2702, 2703 and 2704, taken together, show a schematic representation of
the Chord Length Generation Subsystem (B11) used in the Automated Music Composition and
Generation Engine of the present invention, wherein the chord length is selected using the
probability-based chord length parameter table employed within the subsystem for the exemplary
“emotion-type” musical experience descriptor provided to the system by the system user, and
wherein the selected chord length is used during the automated music composition and generation
process of the present invention;

FIG. 27P shows a schematic representation of the Unique Sub-Phrase Generation
Subsystem (B14) used in the Automated Music Composition and Generation Engine of the present
invention, wherein the unique sub-phrase is selected using the probability-based unique sub-phrase
parameter table within the subsystem for the “emotion-type™ musical experience descriptor —
HAPPY- provided to the system by the system user, and wherein the selected unique sub-phrase is
used during the automated music composition and generation process of the present invention;

FIG. 27Q shows a schematic representation of the Number Of Chords In Sub-Phrase
Calculation Subsystem (B16) used in the Automated Music Composition and Generation Engine of
the present invention, wherein the number of chords in a sub-phrase is calculated using the
computed unique sub-phrases, and wherein the number of chords in the sub-phrase is used during
the automated music composition and generation process of the present invention;

FIG. 27R shows a schematic representation of the Phrase Length Generation Subsystem
(B12) used in the Automated Music Composition and Generation Engine of the present invention,
wherein the length of the phrases are measured using a phrase length analyzer, and wherein the
length of the phrases (in number of measures) are used during the automated music composition
and generation process of the present invention;

FIG. 27S shows a schematic representation of the unique phrase genecration subsystem
(B10) used in the Automated Music Composition and Generation Engine of the present invention,

wherein the number of unique phrases is determined using a phrase analyzer, and wherein number
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of unique phrases is used during the automated music composition and generation process of the
present invention;

FIG. 27T shows a schematic representation of the Number Of Chords In Phrase
Calculation Subsystem (B13) used in the Automated Music Composition and Generation Engine of
the present invention, wherein the number of chords in a phrase is determined, and wherein number
of chords in a phrase is used during the automated music composition and generation process of the
present invention;

FIG. 27U shows a schematic representation of the Initial General Rhythm Generation
Subsystem (B17) used in the Automated Music Composition and Generation Engine of the present
invention, wherein the probability-based parameter tables (i.e. the probability-based initial chord
root table and probability-based chord function table) employed in the subsystem for the exemplary
“emotion-type” musical experience descriptor — HAPPY — is used during the automated music
composition and generation process of the present invention;

FIGS. 27V1, 27V2 and 27V3, taken together, show a schematic representation of the Sub-
Phrase Chord Progression Generation Subsystem (B19) used in the Automated Music Composition
and Generation Engine of the present invention, wherein the probability-based parameter tables
(i.e. chord root table, chord function root modifier, and beat root modifier table) employed in the
subsystem for the exemplary “emotion-type™ musical experience descriptor — HAPPY — is used
during the automated music composition and generation process of the present invention;

FIG. 27W shows a schematic representation of the Phrase Chord Progression Generation
Subsystem (B18) used in the Automated Music Composition and Generation Engine of the present
invention, wherein the phrase chord progression is determined using the sub-phrase analyzer, and
wherein improved phrases are used during the automated music composition and generation
process of the present invention;

FIGS. 27X1, 27X2 and 27X3, taken together, show a schematic representation of the
Chord Inversion Generation Subsystem (B20) used in the Automated Music Composition and
Generation Engine of the present invention, wherein chord inversion is determined using the
probability-based parameter tables (i.e. initial chord inversion table, and chord inversion table) for
the exemplary “emotion-type” musical experience descriptor — HAPPY — and used during the
automated music composition and generation process of the present invention;

FIG. 27Y shows a schematic representation of the Melody Sub-Phrase Length Generation
Subsystem (B25) used in the Automated Music Composition and Generation Engine of the present
invention, wherein the probability-based parameter tables (i.e. melody length tables) employed in
the subsystem for the exemplary “emotion-type” musical experience descriptor — HAPPY — are
used during the automated music composition and generation process of the present invention;

FIGS. 2771 and 2772, taken together, show a schematic representation of the Melody Sub-

Phrase Generation Subsystem (B24) used in the Automated Music Composition and Generation
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Engine of the present invention, wherein the probability-based parameter tables (i.e. sub-phrase
melody placement tables) employed in the subsystem for the exemplary “emotion-type™ musical
experience descriptor —- HAPPY — are used during the automated music composition and generation
process of the present invention;

FIG. 27AA shows a schematic representation of the Melody Phrase Length Generation
Subsystem (B23) used in the Automated Music Composition and Generation Engine of the present
invention, wherein melody phrase length is determined using the sub-phrase melody analyzer, and
used during the automated music composition and generation process of the present invention;

FIG. 27BB shows a schematic representation of the Melody Unique Phrase Generation
Subsystem (B22) used in the Automated Music Composition and Generation Engine of the present
invention, wherein unique melody phrase is determined using the unique melody phrase analyzer,
and used during the automated music composition and generation process of the present invention;

FIG. 27CC shows a schematic representation of the Melody Length Generation Subsystem
(B21) used in the Automated Music Composition and Generation Engine of the present invention,
wherein melody length is determined using the phrase melody analyzer, and used during the
automated music composition and generation process of the present invention;

FIGS. 27DD1, 27DD2 and 27DD3, taken together, show a schematic representation of the
Melody Note Rhythm Generation Subsystem (B26) used in the Automated Music Composition and
Generation Engine of the present invention, wherein the probability-based parameter tables (i.e.
initial note length table and initial and second chord length tables) employed in the subsystem for
the exemplary “emotion-type” musical experience descriptor — HAPPY — are used during the
automated music composition and generation process of the present invention;

FIG. 27EE shows a schematic representation of the Initial Pitch Generation Subsystem
(B27) used in the Automated Music Composition and Generation Engine of the present invention,
wherein the probability-based parameter tables (i.e. initial melody table) employed in the
subsystem for the exemplary “emotion-type” musical experience descriptor — HAPPY — are used
during the automated music composition and generation process of the present invention;

FIGS. 27FF1 and 27FF2, and 27FF3, taken together, show a schematic representation of
the Sub-Phrase Pitch Generation Subsystem (B29) used in the Automated Music Composition and
Generation Engine of the present invention, wherein the probability-based parameter tables (i.e.
melody note table and chord modifier table, leap reversal modifier table, and leap incentive
modifier table) employed in the subsystem for the exemplary “emotion-type™ musical experience
descriptor —- HAPPY — are used during the automated music composition and generation process of
the present invention;

FIG. 27GG shows a schematic representation of the Phrase Pitch Generation Subsystem

(B28) used in the Automated Music Composition and Generation Engine of the present invention,
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wherein the phrase pitch is determined using the sub-phrase melody analyzer and used during the
automated music composition and generation process of the present invention;

FIGS. 27HH]1 and 27HH?2, taken together, show a schematic representation of the Pitch
Octave Generation Subsystem (B30) used in the Automated Music Composition and Generation
Engine of the present invention, wherein the probability-based parameter tables (i.c. melody note
octave table) employed in the subsystem is set up for the exemplary “emotion-type™ musical
experience descriptor — HAPPY — and used during the automated music composition and
generation process of the present invention;

FIGS. 2711 and 27112, taken together, show a schematic representation of the
Instrumentation Subsystem (B38) used in the Automated Music Composition and Generation
Engine of the present invention, wherein the probability-based parameter table (i.e. instrument
table) employed in the subsystem for the exemplary “emotion-type™ musical experience descriptor
— HAPPY - are used during the automated music composition and generation process of the
present;

FIGS. 271J1 and 27])J2, taken together, show a schematic representation of the Instrument
Selector Subsystem (B39) used in the Automated Music Composition and Generation Engine of the
present invention, wherein the probability-based parameter tables (i.e. instrument selection table)
employed in the subsystem for the exemplary “emotion-type” musical experience descriptor —
HAPPY - are used during the automated music composition and generation process of the present
invention;

FIGS. 27KK1, 27KK2, 27KK3, 27KK4, 27KK5, 27KK6, 27KK7, 27KK8 and 27KK9,
taken together, show a schematic representation of the Orchestration Generation Subsystem (B31)
used in the Automated Music Composition and Generation Engine of the present invention,
wherein the probability-based parameter tables (i.e. instrument orchestration prioritization table,
instrument energy tabled, piano energy table, instrument function table, piano hand function table,
piano voicing table, piano rhythm table, second note right hand table, second note left hand table,
piano dynamics table, etc.) employed in the subsystem for the exemplary “emotion-type” musical
experience descriptor —- HAPPY — are used during the automated music composition and generation
process of the present invention;

FIG. 27LL shows a schematic representation of the Controller Code Generation Subsystem
(B32) used in the Automated Music Composition and Generation Engine of the present invention,
wherein the probability-based parameter tables (i.e. instrument, instrument group and piece wide
controller code tables) employed in the subsystem for the exemplary “emotion-type™ musical
experience descriptor —- HAPPY — are used during the automated music composition and generation
process of the present invention;

FIG. 27MM shows a schematic representation of the Digital Audio Retriever Subsystem

(B33) used in the Automated Music Composition and Generation Engine of the present invention,
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wherein digital audio (instrument note) files are located and used during the automated music
composition and generation process of the present invention;

FIG. 27NN shows a schematic representation of the Digital Audio Sample Organizer
Subsystem (B34) used in the Automated Music Composition and Generation Engine of the present
invention, wherein located digital audio (instrument note) files are organized in the correct time
and space according to the music piece during the automated music composition and generation
process of the present invention;

FIG. 2700 shows a schematic representation of the Piece Consolidator Subsystem (B35)
used in the Automated Music Composition and Generation Engine of the present invention,
wherein the sub-phrase pitch is determined using the probability-based melody note table, the
probability-based chord modifier tables, and probability-based leap reversal modifier table, and
used during the automated music composition and generation process of the present invention;

FIG. 27001 shows a schematic representation of the Piece Format Translator Subsystem
(B50) used in the Automated Music Composition and Generation Engine of the present invention,
wherein the completed music piece is translated into desired alterative formats requested during the
automated music composition and generation process of the present invention;

FIG. 27PP shows a schematic representation of the Piece Deliver Subsystem (B36) used in
the Automated Music Composition and Generation Engine of the present invention, wherein digital
audio files are combined into digital audio files to be delivered to the system user during the
automated music composition and generation process of the present invention;

FIGS. 27Q0Q1, 27QQ2 and 27QQ3, taken together, show a schematic representation of The
Feedback Subsystem (B42) used in the Automated Music Composition and Generation Engine of
the present invention, wherein (i) digital audio file and additional piece formats are analyzed to
determine and confirm that all attributes of the requested piece are accurately delivered, (ii) that
digital audio file and additional piece formats are analyzed to determine and confirm uniqueness of
the musical piece, and (iii) the system user analyzes the audio file and/or additional piece formats,
during the automated music composition and generation process of the present invention;

FIG. 27RR shows a schematic representation of the Music Editability Subsystem (B43)
used in the Automated Music Composition and Generation Engine of the present invention,
wherein requests to restart, rerun, modify and/or recreate the system are executed during the
automated music composition and generation process of the present invention;

FIG. 27SS shows a schematic representation of the Preference Saver Subsystem (B44)
used in the Automated Music Composition and Generation Engine of the present invention,
wherein musical experience descriptors and parameter tables are modified to reflect user and
autonomous feedback to cause a more positively received piece during future automated music

composition and generation process of the present invention;
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FIG. 27TT shows a schematic representation of the Musical Kernel (i.e. DNA) Generation
Subsystem (B45) used in the Automated Music Composition and Generation Engine of the present
invention, wherein the musical “kernel” (i.e. DNA) of a music piece is determined, in terms of (i)
melody (sub-phrase melody note selection order), (ii) harmony (i.e. phrase chord progression), (iii)
tempo, (iv) volume, and (v) orchestration, so that this music kernel can be used during future
automated music composition and generation process of the present invention;

FIG. 27UU shows a schematic representation of the User Taste Generation Subsystem
(B46) used in the Automated Music Composition and Generation Engine of the present invention,
wherein the system user’s musical taste is determined based on system user feedback and
autonomous piece analysis, for use in changing or modifying the musical experience descriptors,
parameters and table values for a music composition during the automated music composition and
generation process of the present invention;

FIG. 27VV shows a schematic representation of the Population Taste Aggregator
Subsystem (B47) used in the Automated Music Composition and Generation Engine of the present
invention, wherein the music taste of a population is aggregated and changes to musical experience
descriptors, and table probabilities can be modified in response thereto during the automated music
composition and generation process of the present invention;

FIG. 27WW shows a schematic representation of the User Preference Subsystem (B48)
used in the Automated Music Composition and Generation Engine of the present invention,
wherein system user preferences (e.g. musical experience descriptors, table parameters) are
determined and used during the automated music composition and generation process of the
present invention;

FIG. 27XX shows a schematic representation of the Population Preference Subsystem
(B49) used in the Automated Music Composition and Generation Engine of the present invention,
wherein user population preferences (¢.g. musical experience descriptors, table parameters) are
determined and used during the automated music composition and generation process of the
present invention;

FIG. 28A shows a schematic representation of a probability-based parameter table
maintained in the Tempo Generation Subsystem (B3) of the Automated Music Composition and
Generation Engine of the present invention, configured for the exemplary emotion-type musical
experience descriptors — HAPPY, SAD, ANGRY, FEARFUL, LOVE - specified in the emotion
descriptor table in FIGS. 32A-32F, and used during the automated music composition and
generation process of the present invention;

FIG. 28B shows a schematic representation of a probability-based parameter table
maintained in the Length Generation Subsystem (B2) of the Automated Music Composition and
Generation Engine of the present invention, configured for the exemplary emotion-type musical

experience descriptors — HAPPY, SAD, ANGRY, FEARFUL, LOVE - specified in the emotion
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descriptor table in FIGS. 32A-32F and used during the automated music composition and
generation process of the present invention;

FIG. 28C shows a schematic representation of a probability-based parameter table
maintained in the Meter Generation Subsystem (B4) of the Automated Music Composition and
Generation Engine of the present invention, configured for the exemplary emotion-type musical
experience descriptors — HAPPY, SAD, ANGRY, FEARFUL, LOVE - specified in the emotion
descriptor table in FIGS. 32A-32F and used during the automated music composition and
generation process of the present invention;

FIG. 28D shows a schematic representation of a probability-based parameter table
maintained in the Key Generation Subsystem (B5) of the Automated Music Composition and
Generation Engine of the present invention, configured for the exemplary emotion-type musical
experience descriptor — HAPPY — specified in the emotion descriptor table in FIGS. 32A-32F and
used during the automated music composition and generation process of the present invention;

FIG. 28E shows a schematic representation of a probability-based parameter table
maintained in the Tonality Generation Subsystem (B7) of the Automated Music Composition and
Generation Engine of the present invention, configured for the exemplary emotion-type musical
experience descriptor — HAPPY — specified in the emotion descriptor table in FIGS. 32A-32F and
used during the automated music composition and generation process of the present invention;

FIG. 28F shows a schematic representation of the probability-based parameter tables
maintained in the Song Form Generation Subsystem (B9) of the Automated Music Composition
and Generation Engine of the present invention, configured for the exemplary emotion-type
musical experience descriptor — HAPPY — specified in the emotion descriptor table in FIGS. 32A-
32F and used during the automated music composition and generation process of the present
invention;

FIG. 28G shows a schematic representation of a probability-based parameter table
maintained in the Sub-Phrase Length Generation Subsystem (B15) of the Automated Music
Composition and Generation Engine of the present invention, configured for the exemplary
emotion-type musical experience descriptor — HAPPY — specified in the emotion descriptor table in
FIGS. 32A-32F and used during the automated music composition and generation process of the
present invention;

FIG. 28H shows a schematic representation of the probability-based parameter tables
maintained in the Chord Length Generation Subsystem (B11) of the Automated Music
Composition and Generation Engine of the present invention, configured for the exemplary
emotion-type musical experience descriptor — HAPPY — specified in the emotion descriptor table in
FIGS. 32A-32F and used during the automated music composition and generation process of the

present invention;
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FIG. 28I shows a schematic representation of the probability-based parameter tables
maintained in the Initial General Rhythm Generation Subsystem (B17) of the Automated Music
Composition and Generation Engine of the present invention, configured for the exemplary
emotion-type musical experience descriptor — HAPPY — specified in the emotion descriptor table in
FIGS. 32A-32F and used during the automated music composition and generation process of the
present invention;

FIGS. 28J1 and 278J2, taken together, show a schematic representation of the probability-
based parameter tables maintained in the Sub-Phrase Chord Progression Generation Subsystem
(B19) of the Automated Music Composition and Generation Engine of the present invention,
configured for the exemplary emotion-type musical experience descriptor — HAPPY — specified in
the emotion descriptor table in FIGS. 32A-32F and used during the automated music composition
and generation process of the present invention;

FIG. 28K shows a schematic representation of probability-based parameter tables
maintained in the Chord Inversion Generation Subsystem (B20) of the Automated Music
Composition and Generation Engine of the present invention, configured for the exemplary
emotion-type musical experience descriptor — HAPPY — specified in the emotion descriptor table in
FIGS. 32A-32F and used during the automated music composition and generation process of the
present invention;

FIG. 28L1 shows a schematic representation of probability-based parameter tables
maintained in the Melody Sub-Phrase Length Progression Generation Subsystem (B25) of the
Automated Music Composition and Generation Engine of the present invention, configured for the
exemplary emotion-type musical experience descriptor — HAPPY — specified in the emotion
descriptor table in FIGS. 32A-32F and used during the automated music composition and
generation process of the present invention;

FIG. 28L2 shows a schematic representation of probability-based parameter tables
maintained in the Melody Sub-Phrase Generation Subsystem (B24) of the Automated Music
Composition and Generation Engine of the present invention, configured for the exemplary
emotion-type musical experience descriptor — HAPPY — specified in the emotion descriptor table in
FIGS. 32A-32F and used during the automated music composition and generation process of the
present invention;

FIG. 28M shows a schematic representation of probability-based parameter tables
maintained in the Melody Note Rhythm Generation Subsystem (B26) of the Automated Music
Composition and Generation Engine of the present invention, configured for the exemplary
emotion-type musical experience descriptor — HAPPY — specified in the emotion descriptor table in
FIGS. 32A-32F and used during the automated music composition and generation process of the

present invention;
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FIG. 28N shows a schematic representation of the probability-based parameter table
maintained in the Initial Pitch Generation Subsystem (B27) of the Automated Music Composition
and Generation Engine of the present invention, configured for the exemplary emotion-type
musical experience descriptor — HAPPY — specified in the emotion descriptor table in FIGS. 32A-
32F and used during the automated music composition and generation process of the present
invention;

FIGS. 2801, 2802 and 2803, taken together, show a schematic representation of
probability-based parameter tables maintained in the sub-phrase pitch generation subsystem (B29)
of the Automated Music Composition and Generation Engine of the present invention, configured
for the exemplary emotion-type musical experience descriptor — HAPPY — specified in the emotion
descriptor table in FIGS. 32A-32F and used during the automated music composition and
generation process of the present invention;

FIG. 28P shows a schematic representation of the probability-based parameter tables
maintained in the Pitch Octave Generation Subsystem (B30) of the Automated Music Composition
and Generation Engine of the present invention, configured for the exemplary emotion-type
musical experience descriptor — HAPPY — specified in the emotion descriptor table in FIGS. 32A-
32F and used during the automated music composition and generation process of the present
invention;

FIGS. 28Q1A and 28QIB, taken together, show a schematic representation of the
probability-based instrument tables maintained in the Instrument Subsystem (B38) of the
Automated Music Composition and Generation Engine of the present invention, configured for the
exemplary emotion-type musical experience descriptor — HAPPY — specified in the emotion
descriptor table in FIGS. 32A-32F and used during the automated music composition and
generation process of the present invention;

FIGS. 28Q2A and 28Q2B, taken together, show a schematic representation of the
probability-based instrument selector tables maintained in the Instrument Selector Subsystem
(B39) of the Automated Music Composition and Generation Engine of the present invention,
configured for the exemplary emotion-type musical experience descriptor — HAPPY — specified in
the emotion descriptor table in FIGS. 32A-32F and used during the automated music composition
and generation process of the present invention;

FIGS. 28R1, 28R2 and 28R3, taken together, show a schematic representation of the
probability-based parameter tables and energy-based parameter tables maintained in the
Orchestration Generation Subsystem (B31) of the Automated Music Composition and Generation
Engine of the present invention, configured for the exemplary emotion-type musical experience
descriptor - HAPPY — specified in the emotion descriptor table in FIGS. 32A-32F and used during

the automated music composition and generation process of the present invention;
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FIG. 28S shows a schematic representation of the probability-based parameter tables
maintained in the Controller Code Generation Subsystem (B32) of the Automated Music
Composition and Generation Engine of the present invention, configured for the exemplary
emotion-type musical experience descriptor — HAPPY — specified in the emotion descriptor table in
FIGS. 32A-32F, and the style-type musical experience descriptor — POP— specified in the style
descriptor table in FIG. 33A through 32F, and used during the automated music composition and
generation process of the present invention;

FIGS. 29A and 29B, taken together, show a schematic representation of a timing control
diagram illustrating the time sequence that particular timing control pulse signals are sent to cach
subsystem block diagram in the system diagram shown in FIGS. 26A-26P, after the system has
received its musical experience descriptor inputs from the system user, and the system has been
automatically arranged and configured in its operating mode, wherein music is automatically
composed and generated in accordance with the principles of the present invention;

FIGS. 30A 30B, 30C, 30D, 30E, 30F, 30G, 30H, 30l and 30J, taken together, show a
schematic representation of a table describing the nature and various possible formats of the input
and output data signals supported by each subsystem within the Automated Music Composition
and Generation System of the illustrative embodiments of the present invention described herein,
wherein each subsystem is identified in the table by its block name or identifier (¢.g. B1);

FIG. 31 is a schematic representation of a table describing exemplary data formats that are
supported by the various data input and output signals (e.g. text, chord, audio file, binary,
command, meter, image, time, pitch, number, tonality, tempo, letter, linguistics, speech, MIDI,
etc.) passing through the various specially configured information processing subsystems employed
in the Automated Music Composition and Generation System of the present invention;

FIGS. 32A, 32B, 32C, 32D, 32E, and 32F, taken together, provide a schematic
representation of a table describing exemplary hierarchical set of “emotional” descriptors, arranged
according to primary, secondary and tertiary emotions, which are supported as “musical experience
descriptors” for system users to provide as input to the Automated Music Composition and
Generation System of the illustrative embodiment of the present invention;

FIGS. 33A 33B, 33C, 33D and 33E, taken together, provide a table describing an
exemplary set of “style” musical experience descriptors (MUSEX) which are supported for system
users to provide as input to the Automated Music Composition and Generation System of the
illustrative embodiment of the present invention;

FIG. 34 is a schematic presentation of the automated music composition and generation
system network of the present invention, comprising a plurality of remote system designer client
workstations, operably connected to the Automated Music Composition And Generation Engine
(E1) of the present invention, wherein its parameter transformation engine subsystem and its

associated parameter table archive database subsystem are maintained, and wherein each
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workstation client system supports a GUI-based work environment for creating and managing
“parameter mapping configurations (PMC)” within the parameter transformation engine
subsystem, wherein system designers remotely situated anywhere around the globe can log into the
system network and access the GUI-based work environment and create parameter mapping
configurations between (i) different possible sets of emotion-type, style-type and timing/spatial
parameters that might be selected by system users, and (ii) corresponding sets of probability-based
music-theoretic system operating parameters, preferably maintained within parameter tables, for
persistent storage within the parameter transformation engine subsystem and its associated
parameter table archive database subsystem;

FIG. 35A is a schematic representation of the GUI-based work environment supported by
the system network shown in FIG. 34, wherein the system designer has the choice of (1) managing
existing parameter mapping configurations, and (ii) creating a new parameter mapping
configuration for loading and persistent storage in the Parameter Transformation Engine Subsystem
B51, which in turn generates corresponding probability-based music-theoretic system operating
parameter (SOP) table(s) represented in FIGS. 28A through 28S, and loads the same within the
various subsystems employed in the deployed Automated Music Composition and Generation
System of the present invention;

FIG. 35B is a schematic representation of the GUI-based work environment supported by
the system network shown in FIG. 35A, wherein the system designer selects (1) manage existing
parameter mapping configurations, and is presented a list of currently created parameter mapping
configurations that have been created and loaded into persistent storage in the Parameter
Transformation Engine Subsystem B51 of the system of the present invention;

FIG. 36A is a schematic representation of the GUI-based work environment supported by
the system network shown in FIG. 35A, wherein the system designer selects (i) create a new
parameter mapping configuration;

FIG. 36B is a schematic representation of the GUI-based work environment supported by
the system network shown in FIG. 35A, wherein the system designer is presented with a GUI-
based worksheet for use in creating a parameter mapping configuration between (i) a set of possible
system-user selectable emotion/style/timing parameters, and a set of corresponding probability-
based music-theoretic system operating parameter (SOP) table(s) represented in FIGS. 28A
through 28S, for generating and loading within the various subsystems employed in the deployed
Automated Music Composition and Generation System of the present invention;

FIG. 37 is a prospective view of a seventh alternative embodiment of the Automated Music
Composition And Generation Instrument System of the present invention supporting the use of
virtual-instrument music synthesis driven by linguistic-based musical experience descriptors and

lyrical word descriptions produced using a text keyboard and/or a speech recognition interface, so
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that system users can further apply lyrics to one or more scenes in a video that is to be emotionally
scored with composed music in accordance with the principles of the present invention;

FIG. 38 is a schematic diagram of an exemplary implementation of the seventh illustrative
embodiment of the automated music composition and generation instrument system of the present
invention, supporting the use of virtual-instrument music synthesis driven by graphical icon based
musical experience descriptors selected using a keyboard interface, showing the various
components, such as multi-core CPU, multi-core GPU, program memory (DRAM), video memory
(VRAM), hard drive (SATA), LCD/touch-screen display panel, microphone/speaker, keyboard,
WIFI/Bluetooth network adapters, pitch recognition module/board, and power supply and
distribution circuitry, integrated around a system bus architecture;

FIG. 39 is a high-level system block diagram of the Automated Music Composition and
Generation System of the seventh illustrative embodiment, wherein linguistic and/or graphics
based musical experience descriptors, including lyrical input, and other media (¢.g. a video
recording, slide-show, audio recording, or event marker) are selected as input through the system
user interface BO (i.e. touch-screen keyboard), wherein the media can be automatically analyzed by
the system to extract musical experience descriptors (e.g. based on scene imagery and/or
information content), and thereafter used by the Automated Music Composition and Generation
Engine E1 of the present invention to generate musically-scored media, music files and/or hard-
copy sheet music, that is then supplied back to the system user via the interface of the system input
subsystem BO;

FIG. 39A is a schematic block diagram of the system user interface transmitting typed,
spoken or sung speech or lyrical input provided by the system user to a Real-Time Pitch Event
Analyzing Subsystem B52, supporting a multiplexer with time coding, where the real-time pitch
event, thythmic and prosodic analysis is performed to generate three (3) different pitch-event
streams for typed, spoken and sung lyrics, respectively which are subsequently used to modify
parameters in the system during the music composition and generation process of the present
invention;

FIG. 39B is a detailed block schematic diagram of the Real-Time Pitch Event Analyzing
Subsystem B52 employed in the subsystem shown in FIG. 39A, comprising subcomponents: a
lyrical input handler; a pitch-event output handler; a lexical dictionary; and a vowel-format
analyzer; and a mode controller, configured about the programmed processor;

FIG. 40 is a flow chart describing a method of composing and generating music in an
automated manner using lyrical input supplied by the system user to the Automated Music
Composition and Generation System of the present invention, shown in FIGS. 37 through 39B,
wherein the process comprises (a) providing musical experience descriptors to the system user
interface of an automated music composition and generation system, (b) providing lyrical input

(e.g. in typed, spoken or sung format) to the system-user interface of the system, for one or more
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scenes in a video or media object to be scored with music composed and generated by the system,
(c) processing the lyrical input provided to the system user interface, using real-time rhythmic,
pitch event, and prosodic analysis of typed/spoken/sung lyrics, based on time and/or frequency
domain techniques, (d) extracting pitch events on a time line from the analyzed lyrical input, and
code with timing information on when such detected pitch events occurred, (¢) providing the
extracted pitch events to the automated music composition and generation engine for use in
constraining the probability-based parameters tables employed in the various subsystems of the
automated system;

FIG. 41 is a flow chart illustrating the primary steps involved in carrying out the automated
music composition and generation process within the music composing and generation system of
the seventh illustrative embodiment of the present invention, supporting the use of virtual-
instrument music synthesis driven by linguistic (including lyrical) musical experience descriptors,
wherein during the first step of the process, (a) the system user accesses the Automated Music
Composition and Generation System, and then selects media to be scored with music generated by
its Automated Music Composition and Generation Engine, (b) the system user selects musical
experience descriptors (and optionally lyrics) provided to the Automated Music Composition and
Generation Engine of the system for application to the selected media to be musically-scored, (¢)
the system user initiates the Automated Music Composition and Generation Engine to compose and
generate music based on the provided musical descriptors scored on selected media, and (d) the
system combines the composed music with the selected media so as to create a composite media
file for display and enjoyment;

FIG. 42 is a flow chart describing the high level steps involved in a method of processing
typed a lyrical expression (set of words) characteristic of the emotion HAPPY (e.g. “Put On A
Happy Face™ by Charles Strouse) provided as typed lyrical input into the system so as
automatically abstract musical notes (¢.g. pitch events) from detected vowel formats, to assist in the
musical experience description of the music piece to be composed, along with emotion and style
type of musical experience descriptors provided to the system;

FIG. 43 is a flow chart describing the high level steps involved in a method of processing
the spoken lyrical expression characteristic of the emotion HAPPY “Put On A Happy Face™ by
Charles Strouse) provided as spoken lyrical input into the system so as automatically abstract
musical notes (¢.g. pitch events) from detected vowel formats, to assist in the musical experience
description of the music piece to be composed, along with emotion and style type of musical
experience descriptors provided to the system;

FIG. 44 is a flow chart describing the high level steps involved in a method of processing
the sung lyrical expression characteristic of the emotion HAPPY “Put On A Happy Face™ by
Charles Strouse) provided as sung lyrical input into the system so as automatically abstract musical

notes (e.g. pitch events) from detected vowel formats, to assist in the musical experience
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description of the music piece to be composed, along with emotion and style type of musical
experience descriptors provided to the system;

FIG. 45 is a schematic representation of a score of musical notes automatically recognized
within the sung lyrical expression at Block E in FIG. 44 using automated vowel format analysis
methods;

FIG. 46 is a flow chart describing the high level steps involved in a method of processing
the typed lyrical expression characteristic of the emotion SAD or MELONCHOLY (e.g.
“Somewhere Over The Rainbow™ by E. Yip Harburg and Harold Arlen) provided as typed lyrical
input into the system so as automatically abstract musical notes (¢.g. pitch events) from detected
vowel formats, to assist in the musical experience description of the music piece to be composed,
along with emotion and style type of musical experience descriptors provided to the system;

FIG. 47 is a flow chart describing the high level steps involved in a method of processing
the spoken lyrical expression characteristic of the emotion SAD or MELONCHOLY (e.g.
“Somewhere Over The Rainbow™ by E. Yip Harburg and Harold Arlen) provided as spoken lyrical
input into the system so as automatically abstract musical notes (¢.g. pitch events) from detected
vowel formats, to assist in the musical experience description of the music piece to be composed,
along with emotion and style type of musical experience descriptors provided to the system;

FIG. 48 is a flow chart describing the high level steps involved in a method of processing
the sung lyrical expression characteristic of the emotion SAD or MELONCHOLY (e.g.
“Somewhere Over The Rainbow™ by E. Yip Harburg and Harold Arlen) provided as sung lyrical
input into the system so as automatically abstract musical notes (e.g. pitch events) from detected
vowel formats, to assist in the musical experience description of the music piece to be composed,
along with emotion and style type of musical experience descriptors provided to the system;

FIG. 49 is a schematic representation of a score of musical notes automatically recognized
within the sung lyrical expression at Block E in FIG. 48 using automated vowel format analysis
methods; and

FIG. 50 is a high-level flow chart set providing an overview of the automated music
composition and generation process supported by the various systems of the present invention, with
reference to FIGS. 26A through 26P, illustrating the high-level system architecture provided by the
system to support the automated music composition and generation process of the present

invention.
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DESCRIPTION OF EMBODIMENTS

Referring to the accompanying Drawings, like structures and elements shown throughout

the figures thereof shall be indicated with like reference numerals.

Overview On The Automated Music Composition and Generation Svstem Of The Present
Invention, And The Employment Of Its Automated Music Composition and Generation Engine In
Diverse Applications

FIG. 1 shows the high-level system architecture of the automated music composition and
generation system of the present invention S1 supporting the use of virtual-instrument music
synthesis driven by linguistic and/or graphical icon based musical experience descriptors, wherein
there linguistic-based musical experience descriptors, and an piece of media (e.g. video, audio file,
image), or an event marker, are supplied by the system user as input through the system user input
output (I/0) interface B0, and used by the Automated Music Composition and Generation Engine
of the present invention E1, illustrated in FIGS. 25A through 33E, to generate musically-scored
media (e.g. video, podcast, audio file, slideshow etc.) or event marker, that is then supplied back to
the system user via the system user (I/0O) interface BO. The details of this novel system and its
supporting information processes will be described in great technical detail hereinafter.

The architecture of the automated music composition and generation system of the present
invention is inspired by the inventor’s real-world experience composing music scores for diverse
kinds of media including movies, video-games and the like. As illustrated in FIGS. 25A and 25B,
the system of the present invention comprises a number of higher level subsystems including
specifically; an input subsystem AO, a General Rhythm subsystem Al, a General Rhythm
Generation Subsystem A2, a melody rhythm generation subsystem A3, a melody pitch generation
subsystem A4, an orchestration subsystem AS, a controller code creation subsystem A6, a digital
piece creation subsystem A7, and a feedback and learning subsystem A8. As illustrated in the
schematic diagram shown in FIGS. 27B1 and 27B2, each of these high-level subsystems A0-A7
comprises a set of subsystems, and many of these subsystems maintain probabilistic-based system
operating parameter tables (i.e. structures) that are generated and loaded by the Transformation
Engine Subsystem B51.

FIG. 2 shows the primary steps for carrying out the generalized automated music
composition and generation process of the present invention using automated virtual-instrument
music synthesis driven by linguistic and/or graphical icon based musical experience descriptors.
As used herein, the term “virtual-instrument music synthesis™ refers to the creation of a musical

piece on a note-by-note and chord-by-chord basis, using digital audio sampled notes, chords and
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sequences of notes, recorded from real or virtual instruments, using the techniques disclosed
herein. This method of music synthesis is fundamentally different from methods where many
loops, and tracks, of music are pre-recorded and stored in a memory storage device (e.g. a
database) and subsequently accessed and combined together, to create a piece of music, as there is
no underlying music theoretic characterization/specification of the notes and chords in the
components of music used in this prior art synthesis method. In marked contrast, strict musical-
theoretic specification of each musical event (e.g. note, chord, phrase, sub-phrase, rhythm, beat,
measure, melody, and pitch) within a piece of music being automatically composed and generated
by the system/machine of the present invention, must be maintained by the system during the entire
music composition/generation process in order to practice the virtual-instrument music synthesis
method in accordance with the principles of the present invention.

As shown in FIG. 2, during the first step of the automated music composition process, the
system user accesses the Automated Music Composition and Generation System of the present
invention, and then selects a video, an audio-recording (i.e. podcast), slideshow, a photograph or
image, or event marker to be scored with music generated by the Automated Music Composition
and Generation System of the present invention, (ii) the system user then provides linguistic-based
and/or icon-based musical experience descriptors to the Automated Music Composition and
Generation Engine of the system, (ii1) the system user initiates the Automated Music Composition
and Generation System to compose and generate music based on inputted musical descriptors
scored on selected media or event markers, (iv), the system user accepts composed and generated
music produced for the score media or event markers, and provides feedback to the system
regarding the system user’s rating of the produced music, and/or music preferences in view of the
produced musical experience that the system user subjectively experiences, and (v) the system
combines the accepted composed music with the selected media or event marker, so as to create a
video file for distribution and display.

The automated music composition and generation system is a complex system comprised
of many subsystems, wherein complex calculators, analyzers and other specialized machinery is
used to support highly specialized generative processes that support the automated music
composition and generation process of the present invention. Each of these components serves a
vital role in a specific part of the music composition and generation engine system (i.e. engine) of
the present invention, and the combination of each component into a ballet of integral elements in
the automated music composition and generation engine creates a value that is truly greater that the
sum of any or all of its parts. A concise and detailed technical description of the structure and
functional purpose of each of these subsystem components is provided hereinafter in Figs. 27A
through 27XX.

As shown in FIG. 26A through 26P, each of the high-level subsystems specified in FIGS.
25A and 25B is realized by one or more highly-specialized subsystems having very specific
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functions to be performed within the highly complex automated music composition and generation
system of the present invention. In the preferred embodiments, the system employs and implements
automated virtual-instrument music synthesis techniques, where sampled notes and chords, and
sequences of notes from various kinds of instruments are digitally sampled and represented as a
digital audio samples in a database and organized according to a piece of music that is composted
and generated by the system of the present invention. In response to linguistic and/or graphical-
icon based musical experience descriptors (including emotion-type descriptors illustrated in FIGS.
32A, 32B, 32C, 32D, 32E and 32F, and style-type descriptors illustrated in FIGS. 33A through
33E) that have been supplied to the GUI-based input output subsystem illustrated in FIG. 27A, to
reflect the emotional and stylistic requirements desired by the system user, which the system
automatically carries out during the automated music composition and generation process of the
present invention.

In FIG. 27A, musical experience descriptors, and optionally time and space parameters
(specifying the time and space requirements of any form of media to be scored with composed
music) are provided to the GUI-based interface supported by the input output subsystem BO. The
output of the input output subsystem BO is provided to other subsystems B1, B37 and B40 in the
Automated Music Composition and Generation Engine, as shown in FIGS. 26A through 26P.

As shown in FIGS. 27B1 and 27B2, the Descriptor Parameter Capture Subsystem B1
interfaces with a Parameter Transformation Engine Subsystem B51 schematically illustrated in
FIG. 27B3B, wherein the musical experience descriptors (e.g. emotion-type descriptors illustrated
in FIGS. 32A, 32B, 32C, 32D, 32E and 32F and style-type descriptors illustrated in FIGS. 33A,
33B, 33C, 33D, and 33E) and optionally timing (e.g. start, stop and hit timing locations) and/or
spatial specifications (e.g. Slide No. 21 in the Photo Slide Show), are provided to the system user
interface of subsystem B0O. These musical experience descriptors are automatically transformed by
the Parameter Transformation Engine B51 into system operating parameter (SOP) values
maintained in the programmable music-theoretic parameter tables that are generated, distributed
and then loaded into and used by the various subsystems of the system. For purposes of illustration
and simplicity of explication, the musical experience descriptor — HAPPY — is used as a system
user input selection, as illustrated in Figs. 28A through 28S. However, the SOP parameter tables
corresponding to five exemplary emotion-type musical experience descriptors are illustrated in
FIGS. 28A through 28P, for purposes of illustration only. It is understood that the dimensions of
such SOP tables in the subsystems will include (i) as many emotion-type musical experience
descriptors as the system user has selected, for the probabilistic SOP tables that are structured or
dimensioned on emotion-type descriptors in the respective subsystems, and (ii) as many style-type
musical experience descriptors as the system user has selected, for probabilistic SOP tables that are

structured or dimensioned on style-type descriptors in respective subsystems.
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The principles by which such non-musical system user parameters are transformed or
otherwise mapped into the probabilistic-based system operating parameters of the various system
operating parameter (SOP) tables employed in the system will be described hereinbelow with
reference to the transformation engine model schematically illustrated in FIGS. 27B3A, 27B3B and
27B3C, and related figures disclosed herein. In connection therewith, it will be helpful to illustrate
how the load of parameter transformation engine in subsystem B51 will increase depending on the
degrees of freedom supported by the musical experience descriptor interface in subsystem BO.

Consider an exemplary system where the system supports a set of N different emotion-type
musical experience descriptors (N.) and a set of M different style-type musical experience
descriptors (M), from which a system user can select at the system user interface subsystem BO.
Also, consider the case where the system user is free to select only one emotion-type descriptor
from the set of N different emotion-type musical experience descriptors (N.), and only one style-
type descriptor set of M different style-type musical experience descriptors (Mg). In this highly
limited case, where the system user can select any one of N unique emotion-type musical
experience descriptors (N.). and only one of the M different style-type musical experience
descriptors (M), the Parameter Transformation Engine Subsystem B51 FIGS. 27B3A, 27B3B and
27B3C will need to generate Ngope = Ne!/(Ne-r)!re! x M!/(Mg-15)!rs! unique sets of probabilistic
system operating parameter (SOP) tables, as illustrated in FIGS. 28A through 28S, for distribution
to and loading into their respective subsystems during each automated music composition process,
where N, is the total number of emotion-type musical experience descriptors, Ms is the total
number of style-type musical experience descriptors, 1. is the number of musical experience
descriptors that are selected for emotion, and rg is the number musical experience descriptors that
are selected for style. The above factorial-based combination formula reduces to Ny = Ne x M,
for the case where r.=1 and r;=1. If N. =30 x M, = 10, the Transformation Engine will have the
capacity to generate 300 different sets of probabilistic system operating parameter tables to support
the set of 30 different emotion descriptors and set of 10 style descriptors, from which the system
user can select one (1) emotion descriptor and one (1) style descriptor when configuring the
automated music composition and generation system — with musical experience descriptors — to
create music using the exemplary embodiment of the system in accordance with the principles of
the present invention.

For the case where the system user is free to select up to two (2) unique emotion-type
musical experience descriptors from the set of n unique emotion-type musical experience
descriptors (ne), and two (2) unique style-type musical experience descriptors from the set of m
different style-type musical experience descriptors (M), then the Transformation Engine of FIGS.
27B3A, 27B3B and 27B3C must generate Ngpe = Ne!/(Ne-2)12! x M!/(M-2)12! different sets of
probabilistic system operating parameter tables (Sopr) as illustrated in FIGS. 28A through 28S, for

distribution to and loading into their respective subsystems during each automated music
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composition process of the present invention, wherein where ne is the total number of emotion-type
musical experience descriptors, Mg is the total number of style-type musical experience descriptors,
r. =2 is the number of musical experience descriptors that are selected for emotion, and ry =2 is the
number musical experience descriptors that are selected for style. If N, = 30 x M, = 10, then the
Parameter Transformation Engine subsystem B351 will have the capacity to generate N =
301/(30-2)121 x 10!/(10-2)!2! different sets of probabilistic system operating parameter tables to
support the set of 30 different emotion descriptors and set of 10 style descriptors, from which the
system user can select one emotion descriptor and one style descriptor when programming the
automated music composition and generation system — with musical experience descriptors — to
create music using the exemplary embodiment of the system in accordance with the principles of
the present invention. The above factorial-based combinatorial formulas provide guidance on how
many different sets of probabilistic system operating parameter tables will need to be generated by
the Transformation Engine over the full operating range of the different inputs that can be selected
for emotion-type musical experience descriptors, Mg number of style-type musical experience
descriptors, r. number of musical experience descriptors that can be selected for emotion, and rg
number of musical experience descriptors that can be selected for style, in the illustrative example
given above. It is understood that design parameters N, Mg, re, and 1 can be selected as needed to
meet the emotional and artistic needs of the expected system user base for any particular automated
music composition and generation system-based product to be designed, manufactured and
distributed for use in commerce.

While the quantitative nature of the probabilistic system operating tables have been
explored above, particularly with respect to the expected size of the table sets, that can be
generated by the Transformation Engine Subsystem B51, it will be appropriate to discuss at a later
juncture with reference to FIGS. 27B3A, 27B3B and 27B3C and FIGS. 28A through 28S, the
qualitative relationships that exist between (i) the musical experience descriptors and timing and
spatial parameters supported by the system user interface of the system of the present invention,
and (i1) music-theoretic concepts reflected in the probabilistic-based system operating parameter
tables (SOPT) illustrated in FIGS. 28A through 285, and how these qualitative relationships can be
used to select specific probability values for each set of probabilistic-based system operating
parameter tables that must be generated within the Transformation Engine and distributed to and
loaded within the various subsystem before each automated music composition and generation
process is carried out like clock-work within the system of the present invention.

Regarding the overall timing and control of the subsystems within the system, reference
should be made to the system timing diagram set forth in FIGS. 29A and 29B, illustrating that the
timing of each subsystem during each execution of the automated music composition and
generation process for a given set of system user selected musical experience descriptors and

timing and/or spatial parameters provided to the system.
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As shown in FIGS. 29A and 29B, the system begins with Bl turning on, accepting inputs
from the system user, followed by similar processes with B37, B40, and B41. At this point, a
waterfall creation process is engaged and the system initializes, engages, and disengages each
component of the platform in a sequential manner. As described in FIGS. 29A and 29B, cach
component is not required to remain on or actively engaged throughout the entire compositional
process.

The table formed by FIGS. 30, 30A, 30B, 30C, 30D, 30E, 30F, 30G, 30H, 30I and 30J
describes the input and output information format(s) of each component of the Automated Music
Composition and Generation System. Again, these formats directly correlate to the real-world
method of music composition. Each component has a distinct set of inputs and outputs that allow
the subsequent components in the system to function accurately.

FIGS. 26A through 26P illustrates the flow and processing of information input, within,
and out of the automated music composition and generation system. Starting with user inputs to
Blocks 1, 37, 40, and 41, each component subsystem methodically makes decisions, influences
other decision-making components/subsystems, and allows the system to rapidly progress in its
music creation and generation process. In FIGS. 26A through 26P, and other figure drawings
herein, solid lines (dashed when crossing over another line to designate no combination with the
line being crossed over) connect the individual components and triangles designate the flow of the
processes, with the process moving in the direction of the triangle point that is on the line and away
from the triangle side that is perpendicular to the line. Lines that intersect without any dashed line
indications represent a combination and or split of information and or processes, again moving in

the direction designated by the triangles on the lines.

Overview Of The Automated Musical Composition And Generation Process Of The Present
Invention Supported By The Architectural Components Of The Automated Music Composition
And Generation System Illustrated In FIGS. 26 A Through 26P

It will be helpful at this juncture to refer to the high-level flow chart set forth in FIG. 50,
providing an overview of the automated music composition and generation process supported by
the various systems of the present invention disclosed and taught here. In connection with this
process, reference should also be made to FIGS. 26A through 26P, to follow the corresponding
high-level system architecture provided by the system to support the automated music composition
and generation process of the present invention, carrying out the virtual-instrument music synthesis
method, described above.

As indicated in Block A of FIG. 50 and reflected in FIGS. 26A through 26D, the first
phase of the automated music composition and generation process according to the illustrative
embodiment of the present invention involves receiving emotion-type and style-type and optionally

timing-type parameters as musical descriptors for the piece of music which the system user wishes
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to be automatically composed and generated by machine of the present invention. Typically, the
musical experience descriptors are provided through a GUI-based system user /O Subsystem BO,
although it is understood that this system user interface need not be GUI-based, and could use EDI,
XML, XML-HTTP and other types information exchange techniques where machine-to-machine,
or computer-to-computer communications are required to support system users which are
machines, or computer-based machines, request automated music composition and generation
services from machines practicing the principles of the present invention, disclosed herein.

As indicated in Block B of FIG. 50, and reflected in FIGS. 26D through 26J, the second
phase of the automated music composition and generation process according to the illustrative
embodiment of the present invention involves using the General Rhythm Subsystem Al for
generating the General Rhythm for the piece of music to be composed. This phase of the process
involves using the following subsystems: the Length Generation Subsystem B2; the Tempo
Generation Subsystem B3; the Meter Generation Subsystem B4; the Key Generation Subsystem
B5; the Beat Calculator Subsystem B6; the Tonality Generation Subsystem B7; the Measure
Calculator Subsystem BS8; the Song Form Generation Subsystem B9: the Sub-Phrase Length
Generation Subsystem B15; the Number of Chords in Sub-Phrase Calculator Subsystem B16; the
Phrase Length Generation Subsystem B12; the Unique Phrase Generation Subsystem B10; the
Number of Chords in Phrase Calculator Subsystem B13; the Chord Length Generation Subsystem
B11; the Unique Sub-Phrase Generation Subsystem B14; the Instrumentation Subsystem B38; the
Instrument Selector Subsystem B39; and the Timing Generation Subsystem B41.

As indicated in Block C of FIG. 50, and reflected in FIGS. 26J and 26K, the third phase of
the automated music composition and generation process according to the illustrative embodiment
of the present invention involves using the General Pitch Generation Subsystem A2 for generating
chords for the piecce of music being composed. This phase of the process involves using the
following subsystems: the Initial General Rhythm Generation Subsystem B17; the Sub-Phrase
Chord Progression Generation Subsystem B19; the Phrase Chord Progression Generation
Subsystem B18; the Chord Inversion Generation Subsystem B20.

As indicated in Block D of FIG. 50, and reflected in FIGS. 26K and 26L, the fourth phase
of the automated music composition and generation process according to the illustrative
embodiment of the present invention involves using the Melody Rhythm Generation Subsystem A3
for generating a melody rhythm for the piece of music being composed. This phase of the process
involve using the following subsystems: the Melody Sub-Phrase Length Generation Subsystem
B25; the Melody Sub-Phrase Generation Subsystem B24; the Melody Phrase Length Generation
Subsystem B23; the Melody Unique Phrase Generation Subsystem B22:; the Melody Length
Generation Subsystem B21; the Melody Note Rhythm Generation Subsystem B26.

As indicated in Block E of FIG. 50, and reflected FIGS. 261 and 26M, the fifth phase of

the automated music composition and generation process according to the illustrative embodiment
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of the present invention involves using the Melody Pitch Generation Subsystem A4 for generating
a melody pitch for the piece of music being composed. This phase of the process involves the
following subsystems: the Initial Pitch Generation Subsystem B27; the Sub-Phrase Pitch
Generation Subsystem B29; the Phrase Pitch Generation Subsystem B28; and the Pitch Octave
Generation Subsystem B30.

As indicated in Block F of FIG. 50, and reflected in FIG. 26M, the sixth phase of the
automated music composition and generation process according to the illustrative embodiment of
the present invention involves using the Orchestration Subsystem A5 for generating the
orchestration for the piece of music being composed. This phase of the process involves the
Orchestration Generation Subsystem B31.

As indicated in Block G of FIG. 50, and reflected in FIG. 26M, the seventh phase of the
automated music composition and generation process according to the illustrative embodiment of
the present invention involves using the Controller Code Creation Subsystem A6 for creating
controller code for the piece of music. This phase of the process involves using the Controller Code
Generation Subsystem B32.

As indicated in Block H of FIG. 50, and reflected in FIGS. 26M and 26N, the eighth phase
of the automated music composition and generation process according to the illustrative
embodiment of the present invention involves using the Digital Piece Creation Subsystem A7 for
creating the digital piece of music. This phase of the process involves using the following
subsystems: the Digital Audio Sample Audio Retriever Subsystem B333; the Digital Audio Sample
Organizer Subsystem B34; the Piece Consolidator Subsystem B35; the Piece Format Translator
Subsystem B50; and the Piece Deliverer Subsystem B36.

As indicated in Block I of FIG. 50, and reflected in FIGS. 26N, 260 and 26P, the ninth
phase of the automated music composition and generation process according to the illustrative
embodiment of the present invention involves using the Feedback and Learning Subsystem A8 for
supporting the feedback and learning cycle of the system. This phase of the process involves using
the following subsystems: the Feedback Subsystem B42; the Music Editability Subsystem B43l;
the Preference Saver Subsystem B44; the Musical kernel Subsystem B45; the User Taste
Subsystem B46; the Population Taste Subsystem B47; the User Preference Subsystem B48; and the
Population Preference Subsystem B49.

Specification Of The First llustrative Embodiment Of The Automated Music Composition and
Generation System Of The Present Invention

FIG. 3 shows an automated music composition and generation instrument system
according to a first illustrative embodiment of the present invention, supporting virtual-instrument

(e.g. sampled-instrument) music synthesis and the use of linguistic-based musical experience
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descriptors produced using a text keyboard and/or a speech recognition interface provided in a
compact portable housing.

FIG. 4 is a schematic diagram of an illustrative implementation of the automated music
composition and generation instrument system of the first illustrative embodiment of the present
invention, supporting virtual-instrument (¢.g. sampled-instrument) music synthesis and the use of
linguistic-based musical experience descriptors produced using a text keyboard and/or a speech
recognition interface, showing the various components integrated around a system bus architecture.

In general, the automatic or automated music composition and generation system shown in
FIG. 3, including all of its inter-cooperating subsystems shown in FIGS. 26A through 33E and
specified above, can be implemented using digital electronic circuits, analog ¢lectronic circuits, or
a mix of digital and analog ¢lectronic circuits specially configured and programmed to realize the
functions and modes of operation to be supported by the automatic music composition and
generation system. The digital integrated circuitry (IC) can include low-power and mixed (i.e.
digital and analog) signal systems realized on a chip (i.e. system on a chip or SOC)
implementation, fabricated in silicon, in a manner well known in the electronic circuitry as well as
musical instrument manufacturing arts. Such implementations can also include the use of multi-
CPUs and multi-GPUs, as may be required or desired for the particular product design based on the
systems of the present invention. For details on such digital integrated circuit (ID) implementation,
reference can be made to any number of companies and specialists in the field including Cadence
Design Systems, Inc., Synopsis Inc., Mentor Graphics, Inc. and other ¢lectronic design automation
firms.

For purpose of illustration, the digital circuitry implementation of the system is shown as
an architecture of components configured around SOC or like digital integrated circuits. As shown,
the system comprises the various components, comprising: SOC sub-architecture including a multi-
core CPU, a multi-core GPU, program memory (DRAM), and a video memory (VRAM); a hard
drive (SATA); a LCD/touch-screen display panel, a microphone/speaker; a keyboard;
WIFI/Bluetooth network adapters; pitch recognition module/board; and power supply and
distribution circuitry; all being integrated around a system bus architecture and supporting
controller chips, as shown.

The primary function of the multi-core CPU is to carry out program instructions loaded
into program memory (e.g. micro-code), while the multi-core GPU will typically receive and
execute graphics instructions from the multi-core CPU, although it is possible for both the multi-
core CPU and GPU to be realized as a hybrid multi-core CPU/GPU chip where both program and
graphics instructions can be implemented within a single IC device, wherein both computing and
graphics pipelines are supported, as well as interface circuitry for the LCD/touch-screen display
panel, microphone/speaker, keyboard or keypad device, as well as WIFI/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry. The purpose of the LCD/touch-screen display
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panel, microphone/speaker, keyboard or keypad device, as well as WIFI/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry will be to support and implement the functions
supported by the system interface subsystem B0, as well as other subsystems employed in the
system.

FIG. 5 shows the automated music composition and generation instrument system of the
first illustrative embodiment, supporting virtual-instrument (e.g. sampled-instrument) music
synthesis and the use of linguistic-based musical experience descriptors produced using a text
keyboard and/or a speech recognition interface, wherein linguistic-based musical experience
descriptors, and a video, audio-recording, image, or event marker, are supplied as input through the
system user interface, and used by the Automated Music Composition and Generation Engine of
the present invention to generate musically-scored media (¢.g. video, podcast, image, slideshow
etc.) or event marker, that is then supplied back to the system user via the system user interface.

FIG. 6 describes the primary steps involved in carrying out the automated music
composition and generation process of the first illustrative embodiment of the present invention
supporting the use of linguistic and/or graphical icon based musical experience descriptors and
virtual-instrument (e.g. sampled-instrument) music synthesis using the instrument system shown in
FIGS. 3-5, wherein (i) during the first step of the process, the system user accesses the Automated
Music Composition and Generation System of the present invention, and then selects a video, & an
audio-recording (i.¢. podcast), slideshow, a photograph or image, or event marker to be scored
with music generated by the Automated Music Composition and Generation System of the present
invention, (ii) the system user then provides linguistic-based and/or icon-based musical experience
descriptors to the Automated Music Composition and Generation Engine of the system, (iii) the
system user initiates the Automated Music Composition and Generation System to compose and
generate music based on inputted musical descriptors scored on selected media or event markers,
(iv), the system user accepts composed and generated music produced for the score media or event
markers, and provides feedback to the system regarding the system user’s rating of the produced
music, and/or music preferences in view of the produced musical experience that the system user
subjectively experiences, and (v) the system combines the accepted composed music with the

selected media or event marker, so as to create a video file for distribution and display.

Specification Of Modes Of Operation Of The Automated Music Composition And Generation
System Of The First Illustrative Embodiment Of The Present Invention

The Automated Music Composition and Generation System of the first illustrative
embodiment shown in FIGS. 3 through 6, can operate in various modes of operation including: (i)
Manual Mode where a human system user provides musical experience descriptor and

timing/spatial parameter input to the Automated Music Composition and Generation System; (ii)
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Automatic Mode where one or more computer-controlled systems automatically supply musical
experience descriptors and optionally timing/spatial parameters to the Automated Music
Composition and Generation System, for controlling the operation the Automated Music
Composition and Generation System autonomously without human system user interaction; and
(ii1) a Hybrid Mode where both a human system user and one or more computer-controlled systems
provide musical experience descriptors and optionally timing/spatial parameters to the Automated

Music Composition and Generation System.

Specification Of The Second Illustrative Embodiment Of The Automated Music Composition and
Generation System Of The Present Invention

FIG. 7 shows a toy instrument supporting Automated Music Composition and Generation
Engine of the second illustrative embodiment of the present invention using virtual-instrument
music synthesis and icon-based musical experience descriptors, wherein a touch screen display is
provided to select and load videos from a library, and children can then select musical experience
descriptors (e.g. emotion descriptor icons and style descriptor icons) from a physical keyboard) to
allow a child to compose and generate custom music for a segmented scene of a selected video.

FIG. 8 is a schematic diagram of an illustrative implementation of the automated music
composition and generation instrument system of the second illustrative embodiment of the present
invention, supporting virtual-instrument (e.g. sampled-instrument) music synthesis and the use of
graphical icon based musical experience descriptors selected using a keyboard interface, showing
the various components, such as multi-core CPU, multi-core GPU, program memory (DRAM),
video memory (VRAM), hard drive (SATA), LCD/touch-screen display panel,
microphone/speaker, keyboard, WIFI/Bluetooth network adapters, and power supply and
distribution circuitry, integrated around a system bus architecture.

In general, the automatic or automated music composition and generation system shown in
FIG. 7, including all of its inter-cooperating subsystems shown in FIGS. 26A through 33E and
specified above, can be implemented using digital electronic circuits, analog ¢lectronic circuits, or
a mix of digital and analog ¢lectronic circuits specially configured and programmed to realize the
functions and modes of operation to be supported by the automatic music composition and
generation system. The digital integrated circuitry (IC) can include low-power and mixed (i.e.
digital and analog) signal systems realized on a chip (i.e. system on a chip or SOC)
implementation, fabricated in silicon, in a manner well known in the electronic circuitry as well as
musical instrument manufacturing arts. Such implementations can also include the use of multi-
CPUs and multi-GPUs, as may be required or desired for the particular product design based on the
systems of the present invention. For details on such digital integrated circuit (ID) implementation,

reference can be made to any number of companies and specialists in the field including Cadence
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Design Systems, Inc., Synopsis Inc., Mentor Graphics, Inc. and other electronic design automation
firms.

For purpose of illustration, the digital circuitry implementation of the system is shown as
an architecture of components configured around SOC or like digital integrated circuits. As shown,
the system comprises the various components, comprising: SOC sub-architecture including a multi-
core CPU, a multi-core GPU, program memory (DRAM), and a video memory (VRAM); a hard
drive (SATA); a LCD/touch-screen display panel, a microphone/speaker; a keyboard;
WIFI/Bluetooth network adapters; pitch recognition module/board; and power supply and
distribution circuitry; all being integrated around a system bus architecture and supporting
controller chips, as shown.

The primary function of the multi-core CPU is to carry out program instructions loaded
into program memory (e.g. micro-code), while the multi-core GPU will typically receive and
execute graphics instructions from the multi-core CPU, although it is possible for both the multi-
core CPU and GPU to be realized as a hybrid multi-core CPU/GPU chip where both program and
graphics instructions can be implemented within a single IC device, wherein both computing and
graphics pipelines are supported, as well as interface circuitry for the LCD/touch-screen display
panel, microphone/speaker, keyboard or keypad device, as well as WIFI/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry. The purpose of the LCD/touch-screen display
panel, microphone/speaker, keyboard or keypad device, as well as WIFI/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry will be to support and implement the functions
supported by the system interface subsystem B0, as well as other subsystems employed in the
system.

FIG. 9 is a high-level system block diagram of the automated toy music composition and
generation toy instrument system of the second illustrative embodiment, wherein graphical icon
based musical experience descriptors, and a video are selected as input through the system user
interface (i.e. touch-screen keyboard), and used by the Automated Music Composition and
Generation Engine of the present invention to generate a musically-scored video story that is then
supplied back to the system user via the system user interface.

FIG. 10 is a flow chart illustrating the primary steps involved in carrying out the automated
music composition and generation process within the toy music composing and generation system
of the second illustrative embodiment of the present invention, supporting the use of graphical icon
based musical experience descriptors and virtual-instrument music synthesis using the instrument
system shown in FIGS. 7 through 9, wherein (i) during the first step of the process, the system user
accesses the Automated Music Composition and Generation System of the present invention, and
then selects a video to be scored with music generated by the Automated Music Composition and
Generation Engine of the present invention, (ii) the system user selects graphical icon-based

musical experience descriptors to be provided to the Automated Music Composition and
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Generation Engine of the system, (ii1) the system user initiates the Automated Music Composition
and Generation Engine to compose and generate music based on inputted musical descriptors
scored on selected video media, and (iv) the system combines the composed music with the

selected video so as to create a video file for display and enjoyment.

Specification Of Modes Of Operation Of The Automated Music Composition And Generation
System Of The Second Illustrative Embodiment Of The Present Invention

The Automated Music Composition and Generation System of the second illustrative
embodiment shown in FIGS. 7 through 10, can operate in various modes of operation including: (i)
Manual Mode where a human system user provides musical experience descriptor and
timing/spatial parameter input to the Automated Music Composition and Generation System; (ii)
an Automatic Mode where one or more computer-controlled systems automatically supply musical
experience descriptors and optionally timing/spatial parameters to the Automated Music
Composition and Generation System, for controlling the operation the Automated Music
Composition and Generation System autonomously without human system user interaction; and
(ii1) a Hybrid Mode where both a human system user and one or more computer-controlled systems
provide musical experience descriptors and optionally timing/spatial parameters to the Automated

Music Composition and Generation System.

Specification Of The Third Ilustrative Embodiment Of The Automated Music Composition and
Generation System Of The Present Invention

FIG. 11 is a perspective view of an electronic information processing and display system
according to a third illustrative embodiment of the present invention, integrating a SOC-based
Automated Music Composition and Generation Engine of the present invention within a resultant
system, supporting the creative and/or entertainment needs of its system users.

FIG. 11A is a schematic representation illustrating the high-level system architecture of the
SOC-based music composition and generation system of the present invention supporting the use
of linguistic and/or graphical icon based musical experience descriptors and virtual-instrument
music synthesis, wherein linguistic-based musical experience descriptors, and a video, audio-
recording, image, slide-show, or event marker, are supplied as input through the system user
interface, and used by the Automated Music Composition and Generation Engine of the present
invention to generate musically-scored media (e.g. video, podcast, image, slideshow etc.) or event
marker, that is then supplied back to the system user via the system user interface.

FIG. 11B shows the system illustrated in FIGS. 11 and 11A, comprising a SOC-based
subsystem architecture including a multi-core CPU, a multi-core GPU, program memory (RAM),

and video memory (VRAM), interfaced with a solid-state (DRAM) hard drive, a LCD/Touch-
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screen display panel, a micro-phone speaker, a keyboard or keypad, WIFI/Bluetooth network
adapters, and 3G/LTE/GSM network adapter integrated with one or more bus architecture
supporting controllers and the like.

In general, the automatic or automated music composition and generation system shown in
FIG. 11, including all of its inter-cooperating subsystems shown in FIGS. 26A through 33D and
specified above, can be implemented using digital electronic circuits, analog ¢lectronic circuits, or
a mix of digital and analog electronic circuits specially configured and programmed to realize the
functions and modes of operation to be supported by the automatic music composition and
generation system. The digital integrated circuitry (IC) can include low-power and mixed (i.e.
digital and analog) signal systems realized on a chip (i.e. system on a chip or SOC)
implementation, fabricated in silicon, in a manner well known in the electronic circuitry as well as
musical instrument manufacturing arts. Such implementations can also include the use of multi-
CPUs and multi-GPUs, as may be required or desired for the particular product design based on the
systems of the present invention. For details on such digital integrated circuit (ID) implementation,
reference can be made to any number of companies and specialists in the field including Cadence
Design Systems, Inc., Synopsis Inc., Mentor Graphics, Inc. and other ¢lectronic design automation
firms.

For purpose of illustration, the digital circuitry implementation of the system is shown as
an architecture of components configured around SOC or like digital integrated circuits. As shown,
the system comprises the various components, comprising: SOC sub-architecture including a multi-
core CPU, a multi-core GPU, program memory (DRAM), and a video memory (VRAM); a hard
drive (SATA); a LCD/touch-screen display panel, a microphone/speaker; a keyboard;
WIFI/Bluetooth network adapters; pitch recognition module/board; and power supply and
distribution circuitry; all being integrated around a system bus architecture and supporting
controller chips, as shown.

The primary function of the multi-core CPU is to carry out program instructions loaded
into program memory (e.g. micro-code), while the multi-core GPU will typically receive and
execute graphics instructions from the multi-core CPU, although it is possible for both the multi-
core CPU and GPU to be realized as a hybrid multi-core CPU/GPU chip where both program and
graphics instructions can be implemented within a single IC device, wherein both computing and
graphics pipelines are supported, as well as interface circuitry for the LCD/touch-screen display
panel, microphone/speaker, keyboard or keypad device, as well as WIFI/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry. The purpose of the LCD/touch-screen display
panel, microphone/speaker, keyboard or keypad device, as well as WIFI/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry will be to support and implement the functions
supported by the system interface subsystem B0, as well as other subsystems employed in the

system.
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FIG. 12 describes the primary steps involved in carrying out the automated music
composition and generation process of the present invention using the SOC-based system shown in
Figs. 11 and 11A supporting the use of linguistic and/or graphical icon based musical experience
descriptors and virtual-instrument music synthesis, wherein (i) during the first step of the process,
the system user accesses the Automated Music Composition and Generation System of the present
invention, and then selects a video, an audio- with music generated by the Automated Music
Composition and Generation System of the present invention, (ii) the system user then provides
linguistic-based and/or icon recording (i.e. podcast), slideshow, a photograph or image, or event
marker to be scored -based musical experience descriptors to the Automated Music Composition
and Generation Engine of the system, (iii) the system user initiates the Automated Music
Composition and Generation System to compose and generate music based on inputted musical
descriptors scored on selected media or event markers, (iv), the system user accepts composed and
generated music produced for the score media or event markers, and provides feedback to the
system regarding the system user’s rating of the produced music, and/or music preferences in view
of the produced musical experience that the system user subjectively experiences, and (v) the
system combines the accepted composed music with the selected media or event marker, so as to

create a video file for distribution and display.

Specification Of Modes Of Operation Of The Automated Music Composition And Generation
System Of The Third Illustrative Embodiment Of The Present Invention

The Automated Music Composition and Generation System of the third illustrative
embodiment shown in FIGS. 11 through 12, can operate in various modes of operation including:
(1) Manual Mode where a human system user provides musical experience descriptor and
timing/spatial parameter input to the Automated Music Composition and Generation System; (ii)
Automatic Mode where one or more computer-controlled systems automatically supply musical
experience descriptors and optionally timing/spatial parameters to the Automated Music
Composition and Generation System, for controlling the operation the Automated Music
Composition and Generation System autonomously without human system user interaction; and
(ii1) a Hybrid Mode where both a human system user and one or more computer-controlled systems
provide musical experience descriptors and optionally timing/spatial parameters to the Automated

Music Composition and Generation System.

Specification Of The Fourth Ilustrative Embodiment Of The Automated Music Composition and
Generation System Of The Present Invention

FIG. 13 is a schematic representation of the enterprise-level internet-based music

composition and generation system of fourth illustrative embodiment of the present invention,
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supported by a data processing center with web servers, application servers and database (RDBMS)
servers operably connected to the infrastructure of the Internet, and accessible by client machines,
social network servers, and web-based communication servers, and allowing anyone with a web-
based browser to access automated music composition and generation services on websites (e.g. on
YouTube, Vimeo, etc.) to score videos, images, slide-shows, audio-recordings, and other events
with music using virtual-instrument music synthesis and linguistic-based musical experience
descriptors produced using a text keyboard and/or a speech recognition interface.

FIG. 13A is a schematic representation illustrating the high-level system architecture of the
automated music composition and generation process supported by the system shown in FIG. 13,
supporting the use of linguistic and/or graphical icon based musical experience descriptors and
virtual-instrument music synthesis, wherein linguistic-based musical experience descriptors, and a
video, audio-recordings, image, or event marker, are supplied as input through the web-based
system user interface, and used by the Automated Music Composition and Generation Engine of
the present invention to generate musically-scored media (¢.g. video, podcast, image, slideshow
etc.) or event marker, that is then supplied back to the system user via the system user interface.

FIG. 13B shows the system architecture of an exemplary computing server machine, one or
more of which may be used, to implement the enterprise-level automated music composition and
generation system illustrated in FIGS. 13 and 13A.

FIG. 14 is a flow chart illustrating the primary steps involved in carrying out the automated
music composition and generation process supported by the system illustrated in FIGS. 13 and
13A, wherein (1) during the first step of the process, the system user accesses the Automated Music
Composition and Generation System of the present invention, and then selects a video, a an audio-
recording (i.¢. podcast), slideshow, a photograph or image, or an event marker to be scored with
music generated by the Automated Music Composition and Generation System of the present
invention, (ii) the system user then provides linguistic-based and/or icon-based musical experience
descriptors to the Automated Music Composition and Generation Engine of the system, (iii) the
system user initiates the Automated Music Composition and Generation System to compose and
generate music based on inputted musical descriptors scored on selected media or event markers,
(iv), the system user accepts composed and generated music produced for the score media or event
markers, and provides feedback to the system regarding the system user’s rating of the produced
music, and/or music preferences in view of the produced musical experience that the system user
subjectively experiences, and (v) the system combines the accepted composed music with the

selected media or event marker, so as to create a video file for distribution and display.

Specification Of Modes Of Operation Of The Automated Music Composition And Generation
System Of The Fourth Illustrative Embodiment Of The Present Invention
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The Automated Music Composition and Generation System of the fourth illustrative
embodiment shown in FIGS. 13 through 15W, can operate in various modes of operation
including: (i) Score Media Mode where a human system user provides musical experience
descriptor and timing/spatial parameter input, as well as a piece of media (e.g. video, slideshow,
etc.) to the Automated Music Composition and Generation System so it can automatically generate
a piece of music scored to the piece of music according to instructions provided by the system user;
and (i) Compose Music-Only Mode where a human system user provides musical experience
descriptor and timing/spatial parameter input to the Automated Music Composition and Generation

System so it can automatically generate a piece of music scored for use by the system user.

Specification of Graphical User Interfaces (GUIs) For The Various Modes Of Operation Supported
By The Automated Music Composition And Generation System Of The Fourth Illustrative
Embodiment Of The Present Invention

FIG. 15A is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13 and 14, wherein the interface objects are displayed for
engaging the system into its Score Media Mode of operation or its Compose Music-Only Mode of
operation as described above, by selecting one of the following graphical icons, respectively: (i)
“Select Video™ to upload a video into the system as the first step in the automated composition and
generation process of the present invention, and then automatically compose and generate music as
scored to the uploaded video; or (ii) “Music Only” to compose music only using the Automated

Music Composition and Generation System of the present invention.

Specification of The Score Media Mode

The user decides if the user would like to create music in conjunction with a video or other
media, then the user will have the option to engage in the workflow described below and
represented in FIGS. 15A through 15W. The details of this work flow will be described below.

When the system user selects “Select Video™ object in the GUI of FIG. 15A, the exemplary
graphical user interface (GUI) screen shown in FIG. 15B is generated and served by the system
illustrated in FIGS. 13-14. In this mode of operation, the system allows the user to select a video
file, or other media object (¢.g. slide show, photos, audio file or podcast, etc.), from several
different local and remote file storage locations (¢.g. photo album, shared folder hosted on the
cloud, and photo albums from ones smartphone camera roll), as shown in FIGS. 15B and 15C. If a
user decides to create music in conjunction with a video or other media using this mode, then the
system user will have the option to engage in a workflow that supports such selected options.

Using the GUI screen shown in FIG. 15D, the system user selects the category “music

emotions” from the music emotions/music style/music spotting menu, to display four exemplary
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classes of emotions (i.c. Drama, Action, Comedy, and Horror) from which to choose and
characterize the musical experience they system user seeks.

FIG. 15E shows an exemplary GUI screen that is generated and served by the system
illustrated in FIGS. 13-14, in response to the system user selecting the music emotion category —
Drama. FIG. 15F shows an exemplary GUI screen that is generated and served by the system
illustrated in FIGS. 13-14, in response to the system user selecting the music emotion category —
Drama, and wherein the system user has selected the Drama-classified emotions — Happy,
Romantic, and Inspirational for scoring the selected video.

FIG. 15G shows an exemplary GUI screen that is generated and served by the system
illustrated in FIGS. 13-14, in response to the system user selecting the music emotion category —
Action. FIG. 15H shows an exemplary GUI screen that is generated and served by the system
illustrated in FIGS. 13-14, in response to the system user selecting the music emotion category —
Action, and wherein the system user has selected two Action-classified emotions — Pulsating, and
Spy -- for scoring the selected video.

FIG. 151 shows an exemplary GUI screen that is generated and served by the system
illustrated in FIGS. 13-14, in response to the system user selecting the music emotion category —
Comedy. FIG. 15J is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to the system user selecting the music
emotion category — Drama, and wherein the system user has selected the Comedy-classified
emotions — Quirky and Slap Stick for scoring the selected video.

FIG. 15K shows an exemplary GUI screen that is generated and served by the system
illustrated in FIGS. 13-14, in response to the system user selecting the music emotion category —
Horror. FIG. 15L shows an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, in response to the system user selecting the music
emotion category — Horror, and wherein the system user has selected the Horror-classified
emotions — Brooding, Disturbing and Mysterious for scoring the selected video.

It should be noted at this juncture that while the fourth illustrative embodiment shows a
fixed set of emotion-type musical experience descriptors, for characterizing the emotional quality
of music to be composed and generated by the system of the present invention, it is understood that
in general, the music composition system of the present invention can be readily adapted to support
the selection and input of a wide variety of emotion-type descriptors such as, for example,
linguistic descriptors (¢.g. words), images, and/or like representations of emotions, adjectives, or
other descriptors that the user would like to music to convey the quality of emotions to be
expressed in the music to be composed and generated by the system of the present invention.

FIG. 15M shows an exemplary GUI screen that is generated and served by the system

illustrated in FIGS. 13-14, in response to the system user completing the selection of the music
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emotion category, displaying the message to the system user -- “Ready to Create Your Music™
Press Compose to Set Amper To Work Or Press Cancel To Edit Your Selections™.

At this stage of the workflow, the system user can select COMPOSE and the system will
automatically compose and generate music based only on the emotion-type musical experience
parameters provided by the system user to the system interface. In such a case, the system will
choose the style-type parameters for use during the automated music composition and generation
system. Alternatively, the system user has the option to select CANCEL, to allow the user to edit
their selections and add music style parameters to the music composition specification.

FIG. 15N shows an exemplary GUI screen that is generated and served by the system
illustrated in FIGS. 13-14 when the user selects CANCEL followed by selection of the MUSIC
STYLE button from the music emotions/music style/music spotting menu, thereby displaying
twenty (20) styles (i.e. Pop, Rock, Hip Hop, etc.) from which to choose and characterize the
musical experience they system user seeks.

FIG. 150 is an exemplary GUI screen that is generated and served by the system illustrated
in FIGS. 13-14, wherein the system user has selected the music style categories — Pop and Piano.

It should be noted at this juncture that while the fourth illustrative embodiment shows a
fixed set of style-type musical experience descriptors, for characterizing the style quality of music
to be composed and generated by the system of the present invention, it is understood that in
general, the music composition system of the present invention can be readily adapted to support
the selection and input of a wide variety of style-type descriptors such as, for example, linguistic
descriptors (e.g. words), images, and/or like representations of emotions, adjectives, or other
descriptors that the user would like to music to convey the quality of styles to be expressed in the
music to be composed and generated by the system of the present invention.

FIG. 15P is an exemplary GUI screen that is generated and served by the system illustrated
in FIGS. 13-14, in response to the system user has selected the music style categories — POP and
PIANO. At this stage of the workflow, the system user can select COMPOSE and the system will
automatically compose and generate music based only on the emotion-type musical experience
parameters provided by the system user to the system interface. In such a case, the system will use
both the emotion-type and style-type musical experience parameters selected by the system user for
use during the automated music composition and generation system. Alternatively, the system user
has the option to select CANCEL, to allow the user to edit their selections and add music spotting
parameters to the music composition specification.

FIG. 15Q is an exemplary GUI screen that is generated and served by the system illustrated
in FIGS. 13-14, allowing the system user to select the category “music spotting” from the music
emotions/music style/music spotting menu, to display six commands from which the system user

can choose during music spotting functions.
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FIG. 15R is an exemplary GUI screen that is generated and served by the system illustrated
in FIGS. 13-14, in response to the system user selecting “music spotting” from the function menu,
showing the “Start,” “Stop,” “Hit,” “Fade In”, “Fade Out,” and “New Mood™ markers being scored
on the selected video, as shown.

In this illustrative embodiment, the “music spotting™ function or mode allows a system
user to convey the timing parameters of musical events that the user would like to music to convey,
including, but not limited to, music start, stop, descriptor change, style change, volume change,
structural change, instrumentation change, split, combination, copy, and paste. This process is
represented in subsystem blocks 40 and 41 in FIGS. 26A through 26D. As will be described in
greater detail hereinafter, the transformation engine B51 within the automatic music composition
and generation system of the present invention receives the timing parameter information, as well
as emotion-type and style-type descriptor parameters, and generates appropriate sets of
probabilistic-based system operating parameter tables, reflected in FIGS. 28A through 28S, which
are distributed to their respective subsystems, using subsystem indicated by Blocks 1 and 37.

FIG. 15S is an exemplary GUI screen that is generated and served by the system illustrated
in FIGS. 13-14, in response to completing the music spotting function, displaying a message to the
system user --“Ready to Create Music” Press Compose to Set Amper To work or “Press Cancel to
Edit Your Selection”. At this juncture, the system user has the option of selecting COMPOSE
which will initiate the automatic music composition and generation system using the musical
experience descriptors and timing parameters supplied to the system by the system user.
Alternatively, the system user can select CANCEL, whereupon the system will revert to displaying
a GUI screen such as shown in FIG. 15D, or like form, where all three main function menus are
displayed for MUSIC EMOTIONS, MUSIC STYLE, and MUSIC SPOTTING.

FIG. 15T shows an exemplary GUI screen that is generated and served by the system
illustrated in FIGS. 13-14, in response to the system user pressing the “Compose™ button,
indicating the music is being composed and generated by the phrase “Bouncing Music.” After the
confirming the user’s request for the system to generate a piece of music, the user’s client system
transmits, either locally or externally, the request to the music composition and generation system,
whereupon the request is satisfied. The system generates a piece of music and transmits the music,
either locally or externally, to the user.

FIG. 15U shows an exemplary GUI screen that is generated and served by the system
illustrated in FIGS. 13-14, when the system user’s composed music is ready for review. FIG. 15V
is an exemplary GUI screen that is generated and served by the system illustrated in FIGS. 13-14,
in response to the system user selecting the “Your Music is Ready™ object in the GUI screen.

At this stage of the process, the system user may preview the music that has been created.
If the music was created with a video or other media, then the music may be synchronized to this

content in the preview.
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As shown in FIG. 15V, after a music composition has been generated and is ready for
preview against the selected video, the system user is provided with several options:

(1) edit the musical experience descriptors set for the musical piece and recompile the
musical composition;

(i1) accept the generated piece of composed music and mix the audio with the video to
generated a scored video file; and

(ii1) select other options supported by the automatic music composition and generation
system of the present invention.

If the user would like to resubmit the same request for music to the system and receive a
different piece of music, then the system user may elect to do so. If the user would like to change
all or part of the user’s request, then the user may make these modifications. The user may make
additional requests if the user would like to do so. The user may elect to balance and mix any or all
of the audio in the project on which the user is working including, but not limited to, the pre-
existing audio in the content and the music that has been generated by the platform. The user may
elect to edit the piece of music that has been created.

The user may edit the music that has been created, inserting, removing, adjusting, or
otherwise changing timing information. The user may also edit the structure of the music, the
orchestration of the music, and/or save or incorporate the music kernel, or music genome, of the
piece. The user may adjust the tempo and pitch of the music. Each of these changes can be applied
at the music piece level or in relation to a specific subset, instrument, and/or combination thercof.
The user may elect to download and/or distribute the media with which the user has started and
used the platform to create.

The user may elect to download and/or distribute the media with which the user has started
and used the platform to create.

In the event that, at the GUI screen shown in FIG. 15S, the system user decides to select
CANCEL, then the system generates and delivers a GUI screen as shown in FIG. 15D with the full
function menu allowing the system user to make edits with respect to music emotion descriptors,

music style descriptors, and/or music spotting parameters, as discussed and described above.

Specification Of The Compose Music Only Mode Of System Operation

If the user decides to create music independently of any additional content by selecting
Music Only in the GUI screen of FIG. 15A, then the workflow described and represented in the
GUI screens shown in FIGS. 15B, 15C, 15Q, 15R, and 15S are not required, although these
spotting features may still be used if the user wants to convey the timing parameters of musical

events that the user would like to music to convey.
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FIG. 15B is an exemplary graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13-14, when the system user selects “Music Only™ object
in the GUI of FIG. 15A. In the mode of operation, the system allows the user to select emotion and
style descriptor parameters, and timing information, for use by the system to automatically
compose and generate a piece of music that expresses the qualities reflected in the musical
experience descriptors. In this mode, the general workflow is the same as in the Score Media
Mode, except that scoring commands for music spotting, described above, would not typically be
supported. However, the system user would be able to input timing parameter information as would

desired in some forms of music.

Specification Of The Fifth Illustrative Embodiment Of The Automated Music Composition and
Generation System Of The Present Invention

FIG. 16 shows the Automated Music Composition and Generation System according to a
fifth illustrative embodiment of the present invention. In this illustrative embodiment, an Internet-
based automated music composition and generation platform is deployed so that mobile and
desktop client machines, alike, using text, SMS and email services supported on the Internet, can
be augmented by the addition of automatically-composed music by users using the Automated
Music Composition and Generation Engine of the present invention, and graphical user interfaces
supported by the client machines while creating text, SMS and/or email documents (i.e. messages).
Using these interfaces and supported functionalities, remote system users can easily select graphic
and/or linguistic based emotion and style descriptors for use in generating composed music pieces
for insertion into text, SMS and email messages, as well as diverse document and file types.

FIG. 16A is a perspective view of a mobile client machine (e.g. Internet-enabled
smartphone or tablet computer) deployed in the system network illustrated in FIG. 16, where the
client machine is realized a mobile computing machine having a touch-screen interface, a memory
architecture, a central processor, graphics processor, interface circuitry, network adapters to
support various communication protocols, and other technologies to support the features expected
in a modern smartphone device (¢.g. Apple iPhone, Samsung Android Galaxy, et al), and wherein a
first exemplary client application is running that provides the user with a virtual keyboard
supporting the creation of a text or SMS message, and the creation and insertion of a piece of
composed music created by selecting linguistic and/or graphical-icon based emotion descriptors,
and style-descriptors, from a menu screen.

FIG. 16B is a perspective view of a mobile client machine (e.g. Internet-enabled
smartphone or tablet computer) deployed in the system network illustrated in FIG. 16, where the
client machine is realized a mobile computing machine having a touch-screen interface, a memory

architecture, a central processor, graphics processor, interface circuitry, network adapters to

78



WO 2017/058844 PCT/US2016/054066

support various communication protocols, and other technologies to support the features expected
in a modern smartphone device (¢.g. Apple iPhone, Samsung Android Galaxy, et al), and wherein a
second exemplary client application is running that provides the user with a virtual keyboard
supporting the creation of an email document, and the creation and embedding of a piece of
composed music therein, which has been created by the user selecting linguistic and/or graphical-
icon based emotion descriptors, and style-descriptors, from a menu screen in accordance with the
principles of the present invention.

FIG. 16C is a perspective view of a mobile client machine (e.g. Internet-enabled
smartphone or tablet computer) deployed in the system network illustrated in FIG. 16, where the
client machine is realized a mobile computing machine having a touch-screen interface, a memory
architecture, a central processor, graphics processor, interface circuitry, network adapters to
support various communication protocols, and other technologies to support the features expected
in a modern smartphone device (¢.g. Apple iPhone, Samsung Android Galaxy, et al), and wherein a
second exemplary client application is running that provides the user with a virtual keyboard
supporting the creation of a Microsoft Word, PDF, or image (e.g. jpg or tiff) document, and the
creation and insertion of a piece of composed music created by selecting linguistic and/or
graphical-icon based emotion descriptors, and style-descriptors, from a menu screen.

FIG. 16D is a perspective view of a mobile client machine (e.g. Internet-enabled
smartphone or tablet computer) deployed in the system network illustrated in FIG. 16, where the
client machine is realized a mobile computing machine having a touch-screen interface, a memory
architecture, a central processor, graphics processor, interface circuitry, network adapters to
support various communication protocols, and other technologies to support the features expected
in a modern smartphone device (¢.g. Apple iPhone, Samsung Android Galaxy, et al), and wherein a
second exemplary client application is running that provides the user with a virtual keyboard
supporting the creation of a web-based (i.c. html) document, and the creation and insertion of a
piece of composed music created by selecting linguistic and/or graphical-icon based emotion
descriptors, and style-descriptors, from a menu screen, so that the music piece can be delivered to a
remote client and experienced using a conventional web-browser operating on the embedded URL,
from which the embedded music piece is being served by way of web, application and database
Sservers.

FIG. 17 is a schematic representation of the system architecture of each client machine
deployed in the system illustrated in FIGS. 16A, 16B, 16C and 16D, comprising around a system
bus architecture, subsystem modules including a multi-core CPU, a multi-core GPU, program
memory (RAM), video memory (VRAM), hard drive (SATA drive), LCD/Touch-screen display
panel, micro-phone speaker, keyboard, WIFI/Bluetooth network adapters, and 3G/LTE/GSM

network adapter integrated with the system bus architecture.
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FIG. 18 is a schematic representation illustrating the high-level system architecture of the
Internet-based music composition and generation system of the present invention supporting the
use of linguistic and/or graphical icon based musical experience descriptors and virtual-instrument
music synthesis to add composed music to text, SMS and email documents/messages, wherein
linguistic-based or icon-based musical experience descriptors are supplied as input through the
system user interface, and used by the Automated Music Composition and Generation Engine of
the present invention to generate a musically-scored text document or message that is generated for
preview by system user via the system user interface, before finalization and transmission.

FIG. 19 is a flow chart illustrating the primary steps involved in carrying out the automated
music composition and generation process of the present invention using the Web-based system
shown in FIGS. 16-18 supporting the use of linguistic and/or graphical icon based musical
experience descriptors and virtual-instrument music synthesis to create musically-scored text,
SMS, email, PDF, Word and/or html documents, wherein (i) during the first step of the process, the
system user accesses the Automated Music Composition and Generation System of the present
invention, and then selects a text, SMS or email message or Word, PDF or HTML document to be
scored (e.g. augmented) with music generated by the Automated Music Composition and
Generation System of the present invention, (ii) the system user then provides linguistic-based
and/or icon-based musical experience descriptors to the Automated Music Composition and
Generation Engine of the system, (ii1) the system user initiates the Automated Music Composition
and Generation System to compose and generate music based on inputted musical descriptors
scored on selected messages or documents, (iv) the system user accepts composed and generated
music produced for the message or document, or rejects the music and provides feedback to the
system, including providing different musical experience descriptors and a request to re-compose
music based on the updated musical experience descriptor inputs, and (v) the system combines the
accepted composed music with the message or document, so as to create a new file for distribution

and display.

Specification Of The Sixth Ilustrative Embodiment Of The Automated Music Composition and
Generation System Of The Present Invention

FIG. 20 is a schematic representation of a band of musicians with real or synthetic musical
instruments, surrounded about an Al-based autonomous music composition and composition
performance system, employing a modified version of the Automated Music Composition and
Generation Engine of the present invention, wherein the Al-based system receives musical signals
from its surrounding instruments and musicians and buffers and analyzes these instruments and, in

response thereto, can compose and generate music in real-time that will augment the music being
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played by the band of musicians, or can record, analyze and compose music that is recorded for
subsequent playback, review and consideration by the human musicians.

FIG. 21 is a schematic representation of the autonomous music analyzing, composing and
performing instrument, having a compact rugged transportable housing comprising a LCD touch-
type display screen, a built-in stereo microphone set, a set of audio signal input connectors for
receiving audio signals produced from the set of musical instruments in the system’s environment,
a set of MIDI signal input connectors for receiving MIDI input signals from the set of instruments
in the system environment, audio output signal connector for delivering audio output signals to
audio signal preamplifiers and/or amplifiers, WIFI and BT network adapters and associated signal
antenna structures, and a set of function buttons for the user modes of operation including (i)
LEAD mode, where the instrument system autonomously leads musically in response to the
streams of music information it receives and analyzes from its (local or remote) musical
environment during a musical session, (ii)) FOLLOW mode, where the instrument system
autonomously follows musically in response to the music it receives and analyzes from the musical
instruments in its (local or remote) musical environment during the musical session, (iii)
COMPOSE mode, where the system automatically composes music based on the music it receives
and analyzes from the musical instruments in its (local or remote) environment during the musical
session, and (iv) PERFORM mode, where the system autonomously performs automatically
composed music, in real-time, in response to the musical information it receives and analyzes from
its environment during the musical session.

FIG. 22 illustrates the high-level system architecture of the automated music composition
and generation instrument system shown in FIG. 21. As shown in FIG. 22, audio signals as well as
MIDI input signals produced from a set of musical instruments in the system’s environment are
received by the instrument system, and these signals are analyzed in real-time, on the time and/or
frequency domain, for the occurrence of pitch events and melodic structure. The purpose of this
analysis and processing is so that the system can automatically abstract musical experience
descriptors from this information for use in generating automated music composition and
generation using the Automated Music Composition and Generation Engine of the present
invention.

FIG. 23 is a schematic representation of the system architecture of the system illustrated in
FIGS. 20 and 21, comprising an arrangement of subsystem modules, around a system bus
architecture, including a multi-core CPU, a multi-core GPU, program memory (DRAM), video
memory (VRAM), hard drive (SATA drive), LCD/Touch-screen display panel, sterco
microphones, audio speaker, keyboard, WIFI/Bluetooth network adapters, and 3G/LTE/GSM
network adapter integrated with the system bus architecture.

In general, the automatic or automated music composition and generation system shown in

FIGS. 20 and 21, including all of its inter-cooperating subsystems shown in FIGS. 26A through
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33E and specified above, can be implemented using digital electronic circuits, analog electronic
circuits, or a mix of digital and analog electronic circuits specifically configured and programmed
to realize the functions and modes of operation to be supported by the automatic music
composition and generation system. The digital integrated circuitry (IC) can be low-power and
mixed (i.e. digital and analog) signal systems realized on a chip (i.e. system on a chip or SOC)
implementation, fabricated in silicon, in a manner well known in the electronic circuitry as well as
musical instrument manufacturing arts. Such implementations can also include the use of multi-
CPUs and multi-GPUs, as may be required or desired for the particular product design based on the
systems of the present invention. For details on such digital integrated circuit (ID) implementation,
reference can be made to any number of companies and specialists in the field including Cadence
Design Systems, Inc., Synopsis Inc., Mentor Graphics, Inc. and other electronic design automation
firms.

For purpose of illustration, the digital circuitry implementation of the system is shown as
an architecture of components configured around SOC or like digital integrated circuits. As shown,
the system comprises the various components, comprising: SOC sub-architecture including a multi-
core CPU, a multi-core GPU, program memory (DRAM), and a video memory (VRAM); a hard
drive (SATA); a LCD/touch-screen display panel, a microphone/speaker; a keyboard;
WIFI/Bluetooth network adapters; pitch recognition module/board; and power supply and
distribution circuitry; all being integrated around a system bus architecture and supporting
controller chips, as shown.

The primary function of the multi-core CPU is to carry out program instructions loaded
into program memory (e.g. micro-code), while the multi-core GPU will typically receive and
execute graphics instructions from the multi-core CPU, although it is possible for both the multi-
core CPU and GPU to be realized as a hybrid multi-core CPU/GPU chip where both program and
graphics instructions can be implemented within a single IC device, wherein both computing and
graphics pipelines are supported, as well as interface circuitry for the LCD/touch-screen display
panel, microphone/speaker, keyboard or keypad device, as well as WIFI/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry. The purpose of the LCD/touch-screen display
panel, microphone/speaker, keyboard or keypad device, as well as WIFI/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry will be to support and implement the functions
supported by the system interface subsystem B0, as well as other subsystems employed in the
system.

FIG. 24 is a flow chart illustrating the primary steps involved in carrying out the automated
music composition and generation process of the present invention using the system shown in
FIGS. 20-23, wherein (i) during the first step of the process, the system user selects either the
LEAD or FOLLOW mode of operation for the automated musical composition and generation

instrument system of the present invention, (ii) prior to the session, the system is then is interfaced
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with a group of musical instruments played by a group of musicians in a creative environment
during a musical session, (iii) during the session system receives audio and/or MIDI data signals
produced from the group of instruments during the session, and analyzes these signals for pitch
data and melodic structure, (iv) during the session, the system automatically generates musical
descriptors from abstracted pitch and melody data, and uses the musical experience descriptors to
compose music for the session on a real-time basis, and (v) in the event that the PERFORM mode
has been selected, the system generates the composed music, and in the event that the COMPOSE
mode has been selected, the music composed during for the session is stored for subsequent access

and review by the group of musicians.

Specification Of The Ilustrative Embodiment Of The Automated Music Composition and
Generation Engine Of The Present Invention

FIG. 25A shows a high-level system diagram for the Automated Music Composition and
Generation Engine of the present invention (E1) employed in the various embodiments of the
present invention herein. As shown, the Engine E1 comprises: a user GUI-Based Input Subsystem
A0, a General Rhythm Subsystem Al, a General Pitch Generation Subsystem A2, a Melody
Rhythm Generation Subsystem A3, a Melody Pitch Generation Subsystem A4, an Orchestration
Subsystem A5, a Controller Code Creation Subsystem A6, a Digital Piece Creation Subsystem A7,
and a Feedback and Learning Subsystem A8 configured as shown.

FIG. 25B shows a higher-level system diagram illustrating that the system of the present
invention comprises two very high level subsystems, namely: (i) a Pitch Landscape Subsystem CO
comprising the General Pitch Generation Subsystem A2, the Melody Pitch Generation Subsystem
A4, the Orchestration Subsystem AS5, and the Controller Code Creation Subsystem A6, and (ii) a
Rhythmic Landscape Subsystem C1 comprising the General Rhythm Generation Subsystem Al,
Melody Rhythm Generation Subsystem A3, the Orchestration Subsystem AS, and the Controller
Code Creation Subsystem A6.

At this stage, it is appropriate to discuss a few important definitions and terms relating to
important music-theoretic concepts that will be helpful to understand when practicing the various
embodiments of the automated music composition and generation systems of the present invention.
However, it should be noted that, while the system of the present invention has a very complex and
rich system architecture, such features and aspects are essentially transparent to all system users,
allowing them to have essentially no knowledge of music theory, and no musical experience and/or
talent. To use the system of the present invention, all that is required by the system user is to have
(1) a sense of what kind of emotions they system user wishes to convey in an automatically
composed piece of music, and/or (i1) a sense of what musical style they wish or think the musical

composition should follow.
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At the top level, the “Pitch Landscape™ CO is a term that encompasses, within a piece of
music, the arrangement in space of all events. These events are often, though not always, organized
at a high level by the musical piece's key and tonality; at a middle level by the musical piece's
structure, form, and phrase; and at a low level by the specific organization of events of cach
instrument, participant, and/or other component of the musical piece. The various subsystem
resources available within the system to support pitch landscape management are indicated in the
schematic representation shown in FIG. 25B.

Similarly, “Rhythmic Landscape™ C1 is a term that encompasses, within a piece of music,
the arrangement in time of all events. These events are often, though not always, organized at a
high level by the musical piece's tempo, meter, and length; at a middle level by the musical piece's
structure, form, and phrase; and at a low level by the specific organization of events of each
instrument, participant, and/or other component of the musical piece. The various subsystem
resources available within the system to support pitch landscape management are indicated in the
schematic representation shown in FIG. 25B.

There are several other high-level concepts that play important roles within the Pitch and
Rhythmic Landscape Subsystem Architecture employed in the Automated Music Composition And
Generation System of the present invention.

In particular, “Melody Pitch™ is a term that encompasses, within a piece of music, the
arrangement in space of all events that, either independently or in concert with other events,
constitute a melody and/or part of any melodic material of a musical piece being composed.

“Melody Rhythm™ is a term that encompasses, within a piece of music, the arrangement in
time of all events that, either independently or in concert with other events, constitute a melody
and/or part of any melodic material of a musical piece being composed.

“Orchestration” for the piece of music being composed is a term used to describe
manipulating, arranging, and/or adapting a piece of music.

“Controller Code™ for the piece of music being composed is a term used to describe
information related to musical expression, often separate from the actual notes, rhythms, and
instrumentation.

“Digital Piece™ of music being composed is a term used to describe the representation of a
musical piece in a digital or combination or digital and analog, but not solely analog manner.

FIG. 26A through 26P, taken together, show how cach subsystem in FIG. 25 are
configured together with other subsystems in accordance with the principles of the present
invention, so that musical experience descriptors provided to the user GUI-based input/output
subsystem AO0/BO are distributed to their appropriate subsystems for processing and use in the
automated music composition and generation process of the present invention, described in great

technical detail herein. It is appropriate at this juncture to identify and describe each of the
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subsystems B0 through B52 that serve to implement the higher-level subsystems A0 through A8
within the Automated Music Composition and Generation System (S) of the present invention.

More specifically, as shown in FIGS. 26A through 26D, the GUI-Based Input Subsystem
A0 comprises: the User GUI-Based Input Output Subsystem BO; Descriptor Parameter Capture
Subsystem B1; Parameter Transformation Engine Subsystem B51; Style Parameter Capture
Subsystem B37; and the Timing Parameter Capture Subsystem B40. These subsystems receive and
process all musical experience parameters (e.g. emotional descriptors, style descriptors, and
timing/spatial descriptors) provided to the Systems A0 via the system users, or other means and
ways called for by the end system application at hand.

As shown in FIGS. 27D, 26E, 26F, 26G, 26H, 261 and 27J, the General Rhythm
Generation Subsystem Al for generating the General Rhythm for the piece of music to be
composed, comprises the following subsystems: the Length Generation Subsystem B2; the Tempo
Generation Subsystem B3; the Meter Generation Subsystem B4; the Beat Calculator Subsystem
B6; the Measure Calculator Subsystem B8; the Song Form Generation Subsystem B9; the Sub-
Phrase Length Generation Subsystem B15; the Number of Chords in Sub-Phrase Calculator
Subsystem B16; the Phrase Length Generation Subsystem B12; the Unique Phrase Generation
Subsystem B10; the Number of Chords in Phrase Calculator Subsystem B13; the Chord Length
Generation Subsystem Bl1; the Unique Sub-Phrase Generation Subsystem Bl4; the
Instrumentation Subsystem B38; the Instrument Selector Subsystem B39; and the Timing
Generation Subsystem B41.

As shown in FIGS. 27J and 26K, the General Pitch Generation Subsystem A2 for
generating chords (i.e. pitch events) for the piece of music being composed, comprises: the Key
Generation Subsystem BS5; the Tonality Generation Subsystem B7; the Initial General Rhythm
Generation Subsystem B17; the Sub-Phrase Chord Progression Generation Subsystem B19; the
Phrase Chord Progression Generation Subsystem B18; the Chord Inversion Generation Subsystem
B20; the Instrumentation Subsystem B38; the Instrument Selector Subsystem B39.

As shown in FIGS. 26K and 26L, the Melody Rhythm Generation Subsystem A3 for
generating a Melody Rhythm for the piece of music being composed, comprises: the Melody Sub-
Phrase Length Generation Subsystem B25; the Melody Sub-Phrase Generation Subsystem B24; the
Melody Phrase Length Generation Subsystem B23; the Melody Unique Phrase Generation
Subsystem B22; the Melody Length Generation Subsystem B21; the Melody Note Rhythm
Generation Subsystem B26.

As shown in FIGS. 26L and 27M, the Melody Pitch Generation Subsystem A4 for
generating a Melody Pitch for the piece of music being composed, comprises: the Initial Pitch
Generation Subsystem B27; the Sub-Phrase Pitch Generation Subsystem B29; the Phrase Pitch
Generation Subsystem B28; and the Pitch Octave Generation Subsystem B30.
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As shown in FIG. 26M, the Orchestration Subsystem A5 for generating the Orchestration
for the piece of music being composed comprises: the Orchestration Generation Subsystem B31.

As shown in FIG. 26M, the Controller Code Creation Subsystem A6 for creating
Controller Code for the piece of music being composed comprises: the Controller Code Generation
Subsystem B32.

As shown in FIGS. 26M and 26N, the Digital Piece Creation Subsystem A7 for creating
the Digital Piece of music being composed comprises: the Digital Audio Sample Audio Retriever
Subsystem B33; the Digital Audio Sample Organizer Subsystem B34; the Piece Consolidator
Subsystem B35; the Piece Format Translator Subsystem B50; and the Piece Deliverer Subsystem
B36.

As shown in FIGS. 26N, 260 and 26P, the Feedback and Learning Subsystem A8 for
supporting the feedback and learning cycle of the system, comprises: the Feedback Subsystem
B42; the Music Editability Subsystem B43; the Preference Saver Subsystem B44; the Musical
kernel Subsystem B45; the User Taste Subsystem B46; the Population Taste Subsystem B47; the
User Preference Subsystem B48; and the Population Preference Subsystem B49.

As shown in FIGS. 26N, 260 and 26P, the Feedback and Learning Subsystem A8 for
supporting the feedback and learning cycle of the system, comprises: the Feedback Subsystem
B42; the Music Editability Subsystem B43; the Preference Saver Subsystem B44; the Musical
kernel Subsystem B45; the User Taste Subsystem B46; the Population Taste Subsystem B47; the
User Preference Subsystem B48; and the Population Preference Subsystem B49. Having taken an
overview of the subsystems employed in the system, it is appropriate at this juncture to describe, in
greater detail, the input and output port relationships that exist among the subsystems, as clearly
shown in FIGS. 26A through 26P.

As shown in FIGS. 26A through 26J, the system user provides inputs such as emotional,
style and timing type musical experience descriptors to the GUI-Based Input Output Subsystem
BO, typically using LCD touchscreen, keyboard or microphone speech-recognition interfaces, well
known in the art. In turn, the various data signal outputs from the GUI-Based Input and Output
Subsystem B0 are provided as input data signals to the Descriptor Parameter Capture Subsystems
B1, the Parameter Transformation Engine Subsystem B51, the Style Parameter Capture Subsystem
B37, and the Timing Parameter Capture Subsystem B40, as shown. The (Emotional) Descriptor
Parameter Capture Subsystems B1 receives words, images and/or other representations of musical
experience to be produced by the piece of music to be composed, and these captured emotion-type
musical experience parameters are then stored preferably in a local data storage device (e.g. local
database, DRAM, etc.) for subsequent transmission to other subsystems. The Style Parameter
Capture Subsystems B17 receives words, images and/or other representations of musical
experience to be produced by the piece of music to be composed, and these captured style-type

musical experience parameters are then stored preferably in a local data storage device (e.g. local
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database, DRAM, etc.), as well, for subsequent transmission to other subsystems. In the event that
the music spotting feature is enabled or accessed by the system user, and timing parameters are
transmitted to the input subsystem B0, the Timing Parameter Capture Subsystem B40 will enable
other subsystems (¢.g. Subsystems Al, A2, etc.) to support such functionalitics. The Parameter
Transformation Engine Subsystems B51 receives words, images and/or other representations of
musical experience parameters to be produced by the piece of music to be composed, and these
emotion-type, style-type and timing-type musical experience parameters are transformed by the
engine subsystem B51 to generate sets of probabilistic-based system operating parameter tables,
based on the provided system user input, for subsequent distribution to and loading within
respective subsystems, as will be described in greater technical detailer hereinafter, with reference
to FIGS. 23B3A-27B3C and 27B4A-27B4E, in particular and other figures as well.

Having provided an overview of the subsystems employed in the system, it is appropriate
at this juncture to describe, in greater detail, the input and output port relationships that exist

among the subsystems, as clearly shown in FIGS. 26A through 26P.

Specification of Input And Output Port Connections Among Subsvstems Within The Input
Subsystem B0

As shown in FIGS. 26A through 26J, the system user provides inputs such as emotional,
style and timing type musical experience descriptors to the GUI-Based Input Output Subsystem
BO, typically using LCD touchscreen, keyboard or microphone speech-recognition interfaces, well
known in the art. In turn, the various data signal outputs from the GUI-Based Input and Output
Subsystem B0, encoding the emotion and style musical descriptors and timing parameters, are
provided as input data signals to the Descriptor Parameter Capture Subsystems B1, the Parameter
Transformation Engine Subsystem B51, the Style Parameter Capture Subsystem B37, and the
Timing Parameter Capture Subsystem B40, as shown.

As shown in FIGS. 26A through 26J, the (Emotional) Descriptor Parameter Capture
Subsystem Bl receives words, images and/or other representations of musical experience to be
produced by the piece of music to be composed, and these captured emotion-type musical
experience parameters are then stored preferably in a local data storage device (e.g. local database,
DRAM, etc.) for subsequent transmission to other subsystems.

As shown in FIGS. 26A through 26J, the Style Parameter Capture Subsystems B17
receives words, images and/or other representations of musical experience to be produced by the
piece of music to be composed, and these captured style-type musical experience parameters are
then stored preferably in a local data storage device (e.g. local database, DRAM, etc.), as well, for
subsequent transmission to other subsystems.

In the event that the “music spotting™ feature is enabled or accessed by the system user,

and timing parameters are transmitted to the input subsystem BO, then the Timing Parameter
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Capture Subsystem B40 will enable other subsystems (e.g. Subsystems Al, A2, etc.) to support
such functionalities.

As shown in FIGS. 26A through 26J, the Parameter Transformation Engine Subsystem
B51 receives words, images and/or other representations of musical experience parameters, and
timing parameters, to be reflected by the piece of music to be composed, and these emotion-type,
style-type and timing-type musical experience parameters are automatically and transparently
transformed by the parameter transformation engine subsystem B51 so as to generate, as outputs,
sets of probabilistic-based system operating parameter tables, based on the provided system user
input, which are subsequently distributed to and loaded within respective subsystems, as will be
described in greater technical detailer hercinafter, with reference to FIGS. 27B3A-27B3C and
27B4A-27B4E, in particular and other figures as well.

Specification of Input And Output Port Connections Among Subsyvstems Within The General
Rhythm Generation Subsystem Al

As shown in FIGS. 26A through 26J, the General Rhythm Generation Subsystem Al
generates the General Rhythm for the piece of music to be composed.

As shown in FIGS. 26A through 26J, the data input ports of the User GUI-based Input
Output Subsystem BO can be realized by LCD touch-screen display panels, keyboards,
microphones and various kinds of data input devices well known the art. As shown, the data output
of the User GUI-based Input Output Subsystem BO is connected to the data input ports of the
(Emotion-type) Descriptor Parameter Capture Subsystem Bl, the Parameter Transformation
Engine Subsystem B51, the Style Parameter Capture Subsystem B37, and the Timing Parameter
Capture Subsystem B40.

As shown in FIGS. 26A through 26P, the data input port of the Parameter Transformation
Engine Subsystem B51 is connected to the output data port of the Population Taste Subsystem B47
and the data input port of the User Preference Subsystem B48, functioning a data feedback
pathway.

As shown in FIGS. 26A through 26P, the data output port of the Parameter Transformation
Engine B51 is connected to the data input ports of the (Emotion-Type) Descriptor Parameter
Capture Subsystem B1, and the Style Parameter Capture Subsystem B37.

As shown in FIGS. 26A through 26F, the data output port of the Style Parameter Capture
Subsystem B37 is connected to the data input port of the Instrumentation Subsystem B38 and the
Sub-Phrase Length Generation Subsystem B15.

As shown in FIGS. 26A through 26G, the data output port of the Timing Parameter
Capture Subsystem B40 is connected to the data input ports of the Timing Generation Subsystem
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B41 and the Length Generation Subsystem B2, the Tempo Generation Subsystem B3, the Meter
Generation Subsystem B4, and the Key Generation Subsystem BS5.

As shown in FIGS. 26A through 26G, the data output ports of the (Emotion-Type)
Descriptor Parameter Capture Subsystem Bl and Timing Parameter Capture Subsystem B40 are
connected to (1) the data input ports of the Length Generation Subsystem B2 for structure control,
(i1) the data input ports of the Tempo Generation Subsystem B3 for tempo control, (iii) the data
input ports of the Meter Generation Subsystem B4 for meter control, and (iv) the data input ports of
the Key Generation Subsystem B35 for key control.

As shown in FIG. 26E, the data output ports of the Length Generation Subsystem B2 and
the Tempo Generation Subsystem B3 are connected to the data input port of the Beat Calculator
Subsystem B6.

As shown in FIGS. 26E through 26K, the data output ports of the Beat Calculator
Subsystem B6 and the Meter Generation Subsystem B4 are connected to the input data ports of the
Measure Calculator Subsystem BS.

As shown in FIGS. 26E, 26F, 26G and 26H, the output data port of the Measure Calculator
B8 is connected to the data input ports of the Song Form Generation Subsystem B9, and also the
Unique Sub-Phrase Generation Subsystem B14.

As shown in FIG. 26G, the output data port of the Key Generation Subsystem BS5 is
connected to the data input port of the Tonality Generation Subsystem B7.

As shown in FIGS. 26G and 26J, the data output port of the Tonality Generation
Subsystem B7 is connected to the data input ports of the Initial General Rhythm Generation
Subsystem B17, and also the Sub-Phrase Chord Progression Generation Subsystem B19.

As shown in FIGS. 26E1, 26H and 26I, the data output port of the Song Form Subsystem
B9 is connected to the data input ports of the Sub-Phrase Length Generation Subsystem B15, the
Chord Length Generation Subsystem B11, and Phrase Length Generation Subsystem B12.

As shown in FIGS. 26G, 26H, 261 and 26J, the data output port of the Sub-Phrase Length
Generation Subsystem BI15 is connected to the input data port of the Unique Sub-Phrase
Generation Subsystem B14. As shown, the output data port of the Unique Sub-Phrase Generation
Subsystem B14 is connected to the data input ports of the Number of Chords in Sub-Phrase
Calculator Subsystem B16. As shown, the output data port of the Chord Length Generation
Subsystem B11 is connected to the Number of Chords in Phrase Calculator Subsystem B13.

As shown in FIG. 26H, the data output port of the Number of Chords in Sub-Phrase
Calculator Subsystem B16 is connected to the data input port of the Phrase Length Generation
Subsystem B12.

As shown in FIGS. 26E, 26H, 26l and 26J, the data output port of the Phrase Length
Generation Subsystem B12 is connected to the data input port of the Unique Phrase Generation

Subsystem B10.
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As shown in FIG. 26J, the data output port of the Unique Phrase Generation Subsystem
B10 is connected to the data input port of the Number of Chords in Phrase Calculator Subsystem
B13.

Specification of Input And Output Port Connections Among Subsvstems Within The General Pitch
Generation Subsystem A2

As shown in FIGS. 26] and 26K, the General Pitch Generation Subsystem A2 generates
chords for the piece of music being composed.

As shown in FIGS. 26G and 26J, the data output port of the Initial Chord Generation
Subsystem B17 is connected to the data input port of the Sub-Phrase Chord Progression Generation
Subsystem B19, which is also connected to the output data port of the Tonality Generation
Subsystem B7.

As shown in FIG. 26J, the data output port of the Sub-Phrase Chord Progression
Generation Subsystem B19 is connected to the data input port of the Phrase Chord Progression
Generation Subsystem B18.

As shown in FIGS. 26] and 26K, the data output port of the Phrase Chord Progression
Generation Subsystem B18 is connected to the data input port of the Chord Inversion Generation

Subsystem B20.

Specification of Input And Output Port Connections Among Subsystems Within The Melody
Rhythm Generation Subsystem A3

As shown in FIGS. 26K and 26L, the Melody Rhythm Generation Subsystem A3 generates
a melody rhythm for the piece of music being composed.

As shown in FIGS. 26] and 26K, the data output port of the Chord Inversion Generation
Subsystem B20 is connected to the data input port of the Melody Sub-Phrase Length Generation
Subsystem B18.

As shown in FIG. 26K, the data output port of the Chord Inversion Generation Subsystem
B20 is connected to the data input port of the Melody Sub-Phrase Length Generation Subsystem
B25.

As shown in FIG. 26K, the data output port of the Melody Sub-Phrase Length Generation
Subsystem B25 is connected to the data input port of the Melody Sub-Phrase Generation
Subsystem B24.

As shown in FIG. 26K, the data output port of the Melody Sub-Phrase Generation
Subsystem B24 is connected to the data input port of the Melody Phrase Length Generation
Subsystem B23.
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As shown in FIG. 26K, the data output port of the Melody Phrase Length Generation
Subsystem B23 is connected to the data input port of the Melody Unique Phrase Generation
Subsystem B22.

As shown in FIGS. 26K and 26L, the data output port of the Melody Unique Phrase
Generation Subsystem B22 is connected to the data input port of Melody Length Generation
Subsystem B21.

As shown in 26L, the data output port of the Melody Length Generation Subsystem B21 is
connected to the data input port of Melody Note Rhythm Generation Subsystem B26.

Specification of Input And Output Port Connections Among Subsystems Within The Melody Pitch
Generation Subsystem A4

As shown in FIGS. 26L through 26N, the Meclody Pitch Generation Subsystem A4
generates a melody pitch for the piece of music being composed.

As shown in FIG. 26L, the data output port of the Melody Note Rhythm Generation
Subsystem B26 is connected to the data input port of the Initial Pitch Generation Subsystem B27.

As shown in FIG. 26L, the data output port of the Initial Pitch Generation Subsystem B27
is connected to the data input port of the Sub-Phrase Pitch Generation Subsystem B29.

As shown in FIG. 26L, the data output port of the Sub-Phrase Pitch Generation Subsystem
B29 is connected to the data input port of the Phrase Pitch Generation Subsystem B28.

As shown in FIGS. 26L and 26M, the data output port of the Phrase Pitch Generation
Subsystem B28 is connected to the data input port of the Pitch Octave Generation Subsystem B30.

Specification of Input And Output Port Connections Among Subsystems Within The Orchestration
Subsystem A5

As shown in FIG. 26M, the Orchestration Subsystem A5 generates an orchestration for the
piece of music being composed.

As shown in FIGS. 26D and 26M, the data output ports of the Pitch Octave Generation
Subsystem B30 and the Instrument Selector Subsystem B39 are connected to the data input ports of
the Orchestration Generation Subsystem B31.

As shown in FIG. 26M, the data output port of the Orchestration Generation Subsystem
B31 is connected to the data input port of the Controller Code Generation Subsystem B32.

Specification of Input And Output Port Connections Among Subsystems Within The Controller
Code Creation Subsystem A6

As shown in FIG. 26M, the Controller Code Creation Subsystem A6 creates controller

code for the piece of music being composed.
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As shown in FIG. 26M, the data output port of the Orchestration Generation Subsystem
B31 is connected to the data input port of the Controller Code Generation Subsystem B32.

Specification of Input And Qutput Port Connections Among Subsystems Within The Digital Piece
Creation Subsystem A7

As shown in FIGS. 26M and 26N, the Digital Piece Creation Subsystem A7 creates the
digital piece of music.

As shown in FIG. 26M, the data output port of the Controller Code Generation Subsystem
B32 is connected to the data input port of the Digital Audio Sample Audio Retriever Subsystem
B33.

As shown in FIGS. 26M and 26N, the data output port of the Digital Audio Sample Audio
Retriever Subsystem B33 is connected to the data input port of the Digital Audio Sample Organizer
Subsystem B34.

As shown in FIG. 26N, the data output port of the Digital Audio Sample Organizer
Subsystem B34 is connected to the data input port of the Piece Consolidator Subsystem B35.

As shown in FIG. 26N, the data output port of the Piece Consolidator Subsystem B35 is
connected to the data input port of the Piece Format Translator Subsystem B50.

As shown in FIG. 26N, the data output port of the Piece Format Translator Subsystem B50
is connected to the data input ports of the Piece Deliverer Subsystem B36 and also the Feedback
Subsystem B42.

Specification of Input And Output Port Connections Among Subsystems Within The Feedback and
Learning Subsystem A8

As shown in FIGS. 26N, 260 and 26P, the Feedback and Learning Subsystem A8 supports
the feedback and learning cycle of the system.

As shown in FIG. 26N, the data output port of the Piece Deliverer Subsystem B36 is
connected to the data input port of the Feedback Subsystem B42.

As shown in FIGS. 26N and 260, the data output port of the Feedback Subsystem B42 is
connected to the data input port of the Music Editability Subsystem B43.

As shown in FIG. 260, the data output port of the Music Editability Subsystem B43 is
connected to the data input port of the Preference Saver Subsystem B44.

As shown in FIG. 260, the data output port of the Preference Saver Subsystem B44 is
connected to the data input port of the Musical Kernel (DNA) Subsystem B45.

As shown in FIG. 260, the data output port of the Musical Kernel (DNA) Subsystem B45
is connected to the data input port of the User Taste Subsystem B46.
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As shown in FIG. 260, the data output port of the User Taste Subsystem B46 is connected
to the data input port of the Population Taste Subsystem B47

As shown in FIGS. 260 and 26P, the data output port of the Population Taste Subsystem
B47 is connected to the data input ports of the User Preference Subsystem B48 and the Population
Preference Subsystem B49.

As shown in FIGS. 26A through 26P, the data output ports of the Music Editability
Subsystem B43, the Preference Saver Subsystem B44, the Musical Kernel (DNA) Subsystem B45,
the User Taste Subsystem B46 and the Population Taster Subsystem B47 are provided to the data
input ports of the User Preference Subsystem B48 and the Population Preference Subsystem B49,
as well as the Parameter Transformation Engine Subsystem B51, as part of a first data feedback
loop, shown in FIGS. 26A through 26P.

As shown in FIGS. 26N through 26P, the data output ports of the Music Editability
Subsystem B43, the Preference Saver Subsystem B44, the Musical Kernel (DNA) Subsystem B45,
the User Taste Subsystem B46 and the Population Taster Subsystem B47, and the User Preference
Subsystem B48 and the Population Preference Subsystem B49, are provided to the data input ports
of the (Emotion-Type) Descriptor Parameter Capture Subsystem B1, the Style Descriptor Capture
Subsystem B37 and the Timing Parameter Capture Subsystem B40, as part of a second data
feedback loop, shown in FIGS. 26A through 26P.

Specification of Lower (B) Level Subsystems Implementing Higher (A) Level Subsystems With
The Automated Music Composition And Generation Systems Of The Present Invention, And
Quick Identification Of Parameter Tables Emploved In Each B-Level Subsystem

Referring to FIGS. 23B3A, 27B3B and 27B3C, there is shown a schematic representation
illustrating how system user supplied sets of emotion, style and timing/spatial parameters are
mapped, via the Parameter Transformation Engine Subsystem B51, into sets of system operating
parameters stored in parameter tables that are loaded within respective subsystems across the
system of the present invention. Also, the schematic representation illustrated in FIGS. 27B4A,
27B4B, 27B4C, 27B4D and 27B4E, also provides a map that illustrates which lower B-level
subsystems are used to implement particular higher A-level subsystems within the system
architecture, and which parameter tables are employed within which B-level subsystems within the
system. These subsystems and parameter tables will be specified in greater technical detail

hereinafter.

Specification Of The Probabilitv-Based Svstem Operating Parameters Maintained Within The
Programmed Tables Of The Various Subsystems Within The Automated Music Composition And
Generation System Of The Present Invention
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The probability-based system operating parameters (SOPs) maintained within the
programmed tables of the various subsystems specified in FIGS. 28A through 28S play important
roles within the Automated Music Composition And Generation Systems of the present invention.
It is appropriate at this juncture to describe, in greater detail these, (i) these system operating
parameter (SOP) tables, (ii) the information elements they contain, (iii) the music-theoretic objects
they represent, (iv) the functions they perform within their respective subsystems, and (v) how such

information objects are used within the subsystems for the intended purposes.

Specification Of The Tempo Generation Table Within The Tempo Generation Subsystem (B3)

FIG. 28A shows the probability-based parameter table maintained in the tempo generation
subsystem (B3) of the Automated Music Composition and Generation Engine of the present
invention. As shown in FIG. 28A, for each emotion-type musical experience descriptor supported
by the system and selected by the system user (e.g. HAPPY, SAD, ANGRY, FEARFUL, LOVE
selected from the emotion descriptor table in FIGS. 32A-32F), a probability measure is provided
for each tempo (beats per minute) supported by the system, and this probability-based parameter
table is used during the automated music composition and generation process of the present
invention.

The primary function of the tempo generation table is to provide a framework to determine
the tempo(s) of a musical piece, section, phrase, or other structure. The tempo generation table is
used by loading a proper set of parameters into the various subsystems determined by subsystems
B1, B37, B40, and B41 and, through a guided stochastic process illustrated in FIG. 27G, the

subsystem makes a determination(s) as to what value (s) and/or parameter(s) in the table to use.

Specification Of The Length Generation Table Within The Length Generation Subsystem (B2)

FIG. 28B shows the probability-based parameter table maintained in the length generation
subsystem (B2) of the Automated Music Composition and Generation Engine of the present
invention. As shown in FIG. 28B, for each emotion-type musical experience descriptor supported
by the system and selected by the system user (e.g. HAPPY, SAD, ANGRY, FEARFUL, LOVE
selected from the emotion descriptor table in FIGS. 32A-32F, a probability measure is provided for
cach length (seconds) supported by the system, and this probability-based parameter table is used
during the automated music composition and generation process of the present invention.

The primary function of the length generation table is to provide a framework to determine
the length(s) of a musical piece, section, phrase, or other structure. The length generation table is
used by loading a proper set of parameters into the various subsystems determined by subsystems
B1, B37, B40, and B41 and, through a guided stochastic process illustrated in FIG. 27F, the

subsystem B2 makes a determination(s) as to what value(s) and/or parameter(s) to select from the
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parameter table and use during the automated music composition and generation process of the

present invention.

Specification Of The Meter Generation Table Within The Meter Generation Subsystem (B4)

FIG. 28C shows the probability-based meter generation table maintained in the Meter
Generation Subsystem (B4) of the Automated Music Composition and Generation Engine of the
present invention. As shown in FIG. 28C, for each emotion-type musical experience descriptor
supported by the system and selected by the system user (¢.g. HAPPY, SAD, ANGRY, FEARFUL,
LOVE selected from the emotion descriptor table in FIGS. 32A-32F), a probability measure is
provided for each meter supported by the system, and this probability-based parameter table is used
during the automated music composition and generation process of the present invention.

The primary function of the meter generation table is to provide a framework to determine
the meter(s) of a musical piece, section, phrase, or other structure. The meter generation table is
used by loading a proper set of parameters into the various subsystems determined by subsystems
B1, B37, B40, and B41 and, through a guided stochastic process illustrated in FIG. 27H, the
subsystem B4 makes a determination(s) as to what value(s) and/or parameter(s) to select from the
parameter table and use during the automated music composition and generation process of the
present invention.

Like all system operating parameter (SOP) tables, the Parameter Transformation Engine
Subsystem B51 generates probability-weighted tempo parameter tables for all of the possible
musical experience descriptors selected at the system user input subsystem BO0. Taking into
consideration these inputs, this subsystem B4 creates the meter(s) of the piece. For example, a
piece with an input descriptor of “Happy,” a length of thirty seconds, and a tempo of sixty beats per
minute might have a one third probability of using a meter of 4/4 (four quarter notes per measure),
a one third probability of using a meter of 6/8 (six eighth notes per measure), and a one third
probability of using a tempo of 2/4 (two quarter notes per measure). If there are multiple sections,
music timing parameters, and/or starts and stops in the music, multiple meters might be selected.

There is a strong relationship between Emotion and style descriptors and meter. For
example, a waltz is often played with a meter of 3/4, whereas a march is often played with a meter
of 2/4. The system’s meter tables are reflections of the cultural connection between a musical
experience and/or style and the meter in which the material is delivered.

Further, meter(s) of the musical piece may be unrelated to the emotion and style descriptor
inputs and solely in existence to line up the measures and/or beats of the music with certain timing
requests. For example, if a piece of music a certain tempo needs to accent a moment in the piece
that would otherwise occur on halfway between the fourth beat of a 4/4 measure and the first beat

of the next 4/4 measure, an change in the meter of a single measure preceding the desired accent to
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7/8 would cause the accent to occur squarely on the first beat of the measure instead, which would

then lend itself to a more musical accent in line with the downbeat of the measure.

Specification Of The Key Generation Table Within The Key Generation Subsystem (B5)

FIG. 28D shows the probability-based parameter table maintained in the Key Generation
Subsystem (B35) of the Automated Music Composition and Generation Engine of the present
invention. As shown in FIG. 28D, for each emotion-type musical experience descriptor supported
by the system and selected by the system user, a probability measure is provided for each key
supported by the system, and this probability-based parameter table is used during the automated
music composition and generation process of the present invention.

The primary function of the key generation table is to provide a framework to determine
the key(s) of a musical piece, section, phrase, or other structure. The key generation table is used
by loading a proper set of parameters into the various subsystems determined by subsystems B1,
B37, B40, and B41 and, through a guided stochastic process illustrated in FIG. 271, the subsystem
B5 makes a determination(s) as to what value(s) and/or parameter(s) to select from the parameter
table and use during the automated music composition and generation process of the present

invention.

Specification Of The Tonality Generation Table Within The Tonality Generation Subsystem (B7)

FIG. 28E shows the probability-based parameter table maintained in the Tonality
Generation Subsystem (B7) of the Automated Music Composition and Generation Engine of the
present invention. As shown in FIG. 28E, for each emotion-type musical experience descriptor
supported by the system and selected by the system user, a probability measure is provided for each
tonality (i.e. Major, Minor-Natural, Minor-Harmonic, Minor-Melodic, Dorian, Phrygian, Lydian,
Mixolydian, Acolian, Locrian) supported by the system, and this probability-based parameter table
is used during the automated music composition and generation process of the present invention.

The primary function of the tonality generation table is to provide a framework to
determine the tonality(s) of a musical piece, section, phrase, or other structure. The tonality
generation table is used by loading a proper set of parameters into the various subsystems
determined by subsystems B1l, B37, B40, and B41 and, through a guided stochastic process
illustrated in FIG. 27L, the subsystem B7 makes a determination(s) as to what value(s) and/or
parameter(s) to select from the parameter table and use during the automated music composition

and generation process of the present invention.

Specification Of The Parameter Tables Within The Song Form Generation Subsystem (B9)
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FIG. 28F shows the probability-based parameter tables maintained in the Song Form
Generation Subsystem (B9) of the Automated Music Composition and Generation Engine of the
present invention. As shown in FIG. 28F, for each emotion-type musical experience descriptor
supported by the system and selected by the system user, a probability measure is provided for each
song form (i.e. A, AA, AB, AAA, ABA, ABC) supported by the system, as well as for each sub-
phrase form (a, aa, ab, aaa, aba, abc), and these probability-based parameter tables are used during
the automated music composition and generation process of the present invention.

The primary function of the song form generation table is to provide a framework to
determine the song form(s) of a musical piece, section, phrase, or other structure. The song form
generation table is used by loading a proper set of parameters into the various subsystems
determined by subsystems B1l, B37, B40, and B41 and, through a guided stochastic process
illustrated in FIGS. 27M1 and 27M2, the subsystem B9 makes a determination(s) as to what
value(s) and/or parameter(s) to select from the parameter table and use during the automated music
composition and generation process of the present invention.

The primary function of the sub-phrase generation table is to provide a framework to
determine the sub-phrase(s) of a musical piece, section, phrase, or other structure. The sub-phrase
generation table is used by loading a proper set of parameters into the various subsystems
determined by subsystems Bl, B37, B40, and B41 and, through a guided stochastic process
illustrated in FIGS. 27M1 and 27M2, the subsystem B9 makes a determination(s) as to what
value(s) and/or parameter(s) to select from the parameter table and use during the automated music

composition and generation process of the present invention.

Specification Of The Parameter Table Within The Sub-Phrase Length Generation Subsystem (B15)

FIG. 28G shows the probability-based parameter table maintained in the Sub-Phrase
Length Generation Subsystem (B15) of the Automated Music Composition and Generation Engine
of the present invention. As shown in FIG. 28G, for cach emotion-type musical experience
descriptor supported by the system, and selected by the system user, a probability measure is
provided for each sub-phrase length (i.e. measures) supported by the system, and this probability-
based parameter table is used during the automated music composition and generation process of
the present invention.

The primary function of the sub-phrase length generation table provides a framework to
determine the length(s) or duration(s) of a musical piece, section, phrase, or other structure. The
sub-phrase length generation table is used by loading a proper set of parameters into the various
subsystems determined by subsystems B1, B37, B40, and B41 and, through a guided stochastic

process illustrated in FIG. 27N, the subsystem B15 makes a determination(s) as to what value(s)
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and/or parameter(s) to select from the parameter table and use during the automated music

composition and generation process of the present invention.

Specification Of The Parameter Tables Within The Chord Length Generation Subsystem (B11)

FIG. 28H shows the probability-based parameter tables maintained in the Chord Length
Generation Subsystem (B11) of the Automated Music Composition and Generation Engine of the
present invention. As shown in FIG. 28H, for cach emotion-type musical experience descriptor
supported by the system and selected by the system user, a probability measure is provided for each
initial chord length and second chord lengths supported by the system, and these probability-based
parameter tables are used during the automated music composition and generation process of the
present invention.

The primary function of the initial chord length table is to provide a framework to
determine the duration of an initial chord(s) or prevailing harmony(s) in a musical piece, section,
phrase, or other structure. The initial chord length table is used by loading a proper set of
parameters as determined by B1, B37, B40, and B41 and, through a guided stochastic process, the
subsystem makes a determination(s) as to what value (s) and/or parameter(s) in the table to use.

The primary function of the second chord length table is to provide a framework to
determine the duration of a non-initial chord(s) or prevailing harmony(s) in a musical piece,
section, phrase, or other structure. The second chord length table is used by loading a proper set of
parameters into the various subsystems determined by subsystems B1, B37, B40, and B41 and,
through a guided stochastic process illustrated in FIGS. 2801, 2802 and 2803, the subsystem B11
makes a determination(s) as to what value(s) and/or parameter(s) to select from the parameter table

and use during the automated music composition and generation process of the present invention.

Specification Of The Parameter Tables Within The General Rhythm Generation Subsystem (B17)

FIG. 28I shows the probability-based parameter tables maintained in the General Rhythm
Generation Subsystem (B17) of the Automated Music Composition and Generation Engine of the
present invention. As shown in FIG. 281, for each emotion-type musical experience descriptor
supported by the system and selected by the system user, a probability measure is provided for each
root note (i.e. indicated by musical letter) supported by the system, and these probability-based
parameter tables are used during the automated music composition and generation process of the
present invention.

The primary function of the initial chord root table is to provide a framework to determine
the root note of the initial chord(s) of a piece, section, phrase, or other similar structure. The initial

chord root table is used by loading a proper set of parameters into the various subsystems
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determined by subsystems B1, B5, B7, and B37, and, through a guided stochastic process, the
subsystem B17 makes a determination(s) as to what value(s) and/or parameter(s) to select from the
parameter table and use during the automated music composition and generation process of the
present invention.

The primary function of the chord function table is to provide a framework to determine to
musical function of a chord or chords. The chord function table is used by loading a proper set of
parameters as determined by Bl, B5, B7, and B37, and, through a guided stochastic process
illustrated in FIG. 27U, the subsystem B17 makes a determination(s) as to what value(s) and/or
parameter(s) to select from the parameter table and use during the automated music composition

and generation process of the present invention.

Specification Of The Parameter Tables Within The Sub-Phrase Chord Progression Generation
Subsystem (B19)

FIGS. 28J1 and 28J2 shows the probability-based parameter tables maintained in the Sub-
Phrase Chord Progression Generation Subsystem (B19) of the Automated Music Composition and
Generation Engine of the present invention. As shown in FIGS. 28J1 and 28J2, for each emotion-
type musical experience descriptor supported by the system and selected by the system user, a
probability measure is provided for each original chord root (i.e. indicated by musical letter) and
upcoming beat in the measure supported by the system, and these probability-based parameter
tables are used during the automated music composition and generation process of the present
invention.

The primary function of the chord function root modifier table is to provide a framework to
connect, in a causal manner, future chord root note determination(s)s to the chord function(s) being
presently determined. The chord function root modifier table is used by loading a proper set of
parameters into the various subsystems determined by subsystems B1, B5, B7, and B37 and,
through a guided stochastic process, the subsystem B19 makes a determination(s) as to what
value(s) and/or parameter(s) to select from the parameter table and use during the automated music
composition and generation process of the present invention.

The primary function of the current chord function is the same as the chord function table.
The current chord function table is the same as the chord function table.

The primary function of the beat root modifier table is to provide a framework to connect,
in a causal manner, future chord root note determination(s)s to the arrangement in time of the chord
root(s) and function(s) being presently determined. The beat root modifier table is used by loading
a proper set of parameters into the various subsystems determined by subsystems B1, B37, B40,
and B41 and, through a guided stochastic process illustrated in FIGS. 27V1, 27V2 and 27V3, the

subsystem B19 makes a determination(s) as to what value(s) and/or parameter(s) to select from the
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parameter table and use during the automated music composition and generation process of the

present invention.

Specification Of The Parameter Tables Within The Chord Inversion Generation Subsystem (B20)

FIG. 28K shows the probability-based parameter tables maintained in the Chord Inversion
Generation Subsystem (B20) of the Automated Music Composition and Generation Engine of the
present invention. As shown in FIG. 28K, for ecach emotion-type musical experience descriptor
supported by the system and selected by the system user, a probability measure is provided for each
inversion and original chord root (i.e. indicated by musical letter) supported by the system, and
these probability-based parameter tables are used during the automated music composition and
generation process of the present invention.

The primary function of the initial chord inversion table is to provide a framework to
determine the inversion ofthe initial chord(s) of a piece, section, phrase, or other similar
structure. The initial chord inversion table is used by loading a proper set of parameters as
determined by B1, B37, B40, and B41 and, through a guided stochastic process, the subsystem B20
makes a determination(s) as to what value(s) and/or parameter(s) to select from the parameter table
and use during the automated music composition and generation process of the present invention.

The primary function of the chord inversion table is to provide a framework to determine
the inversion of the non-initial chord(s) of a piece, section, phrase, or other similar structure. The
chord inversion table is used by loading a proper set of parameters into the various subsystems
determined by subsystems B1l, B37, B40, and B41 and, through a guided stochastic process
illustrated in FIGS. 27X1, 27X2 and 27X3, the subsystem B20 makes a determination(s) as to what
value(s) and/or parameter(s) to select from the parameter table and use during the automated music

composition and generation process of the present invention.

Specification Of The Parameter Tables Within The Melody Sub-Phrase Length Progression
Generation Subsystem (B25)

FIG. 28L1 shows the probability-based parameter table maintained in the melody sub-
phrase length progression generation subsystem (B25) of the Automated Music Composition and
Generation Engine and System of the present invention. As shown in FIG. 28L1, for each emotion-
type musical experience descriptor supported by the system, configured for the exemplary emotion-
type musical experience descriptor — HAPPY — specified in the emotion descriptor table in FIGS.
32A through 32F, a probability measure is provided for each number of % notes the melody starts
into the sub-phrase that are supported by the system, and this probability-based parameter table is

used during the automated music composition and generation process of the present invention.
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The primary function of the melody length table is to provide a framework to determine the
length(s) and/or rhythmic value(s) of a musical piece, section, phrase, or other structure. The
melody length table is used by loading a proper set of parameters into the various subsystems
determined by subsystems Bl, B37, B40, and B41 and, through a guided stochastic process
illustrated in FIG. 27Y, the subsystem B25 makes a determination(s) as to what value(s) and/or
parameter(s) to select from the parameter table and use during the automated music composition

and generation process of the present invention.

Specification Of The Parameter Tables Within The Melody Sub-Phrase Generation Subsystem
(B24)

FIG. 28L2 shows a schematic representation of probability-based parameter tables
maintained in the Melody Sub-Phrase Length Generation Subsystem (B24) of the Automated
Music Composition and Generation Engine of the present invention. As shown in FIG. 2812, for
cach emotion-type musical experience descriptor supported by the system and selected by the
system user, a probability measure is provided for each Y4 into the sub-phrase supported by the
system, and this probability-based parameter table is used during the automated music composition
and generation process of the present invention.

The primary function of the sub-phrase melody placement table is to provide a framework
to determine the position(s) in time of a melody or other musical event. The sub-phrase melody
placement table is used by loading a proper set of parameters into the various subsystems
determined by subsystems B1l, B37, B40, and B41 and, through a guided stochastic process
illustrated in FIGS. 27Z1 and 2772, the subsystem B24 makes a determination(s) as to what
value(s) and/or parameter(s) to select from the parameter table and use during the automated music

composition and generation process of the present invention.

Specification Of The Parameter Tables Within The Melody Note Rhythm Generation Subsystem
(B26)

FIG. 28M shows the probability-based parameter tables maintained in the Melody Note
Rhythm Generation Subsystem (B26) of the Automated Music Composition and Generation
Engine of the present invention. As shown in FIG. 28M, for each emotion-type musical experience
descriptor supported by the system and selected by the system user, a probability measure is
provided for each initial note length and second chord lengths supported by the system, and these
probability-based parameter tables are used during the automated music composition and

generation process of the present invention.
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The primary function of the initial note length table is to provide a framework to determine
the duration of an initial note(s) in a musical piece, section, phrase, or other structure. The initial
note length table is used by loading a proper set of parameters into the various subsystems
determined by subsystems B1l, B37, B40, and B41 and, through a guided stochastic process
illustrated in FIGS. 28DD1, 28DD2 and 28DD3, the subsystem B26 makes a determination(s) as to
what value(s) and/or parameter(s) to select from the parameter table and use during the automated

music composition and generation process of the present invention.

Specification Of The Parameter Tables Within The Initial Pitch Generation Subsystem (B27)

FIG. 28N shows the probability-based parameter table maintained in the Initial Pitch
Generation Subsystem (B27) of the Automated Music Composition and Generation Engine of the
present invention. As shown in FIG. 28N, for cach emotion-type musical experience descriptor
supported by the system and selected by the system user, a probability measure is provided for each
note (i.e. indicated by musical letter) supported by the system, and this probability-based parameter
table is used during the automated music composition and generation process of the present
invention.

The primary function of the initial melody table is to provide a framework to determine the
pitch(es) of the initial melody(s) and/or melodic material(s) of a musical piece, section, phrase, or
other structure. The melody length table is used by loading a proper set of parameters into the
various subsystems determined by subsystems Bl, B5, B7, and B37 and, through a guided
stochastic process illustrated in FIG. 27EE, the subsystem B27 makes a determination(s) as to what
value(s) and/or parameter(s) to select from the parameter table and use during the automated music

composition and generation process of the present invention.

Specification Of The Parameter Tables Within The Sub-Phrase Pitch Generation Subsystem (B29)

FIGS. 2801, 2802 and 2803 shows the four probability-based system operating parameter
(SOP) tables maintained in the Sub-Phrase Pitch Generation Subsystem (B29) of the Automated
Music Composition and Generation Engine of the present invention. As shown in FIGS. 2801,
2802 and 2803, for each emotion-type musical experience descriptor supported by the system and
selected by the system user, a probability measure is provided for each original note (i.. indicated
by musical letter) supported by the system, and leap reversal, and these probability-based
parameter tables are used during the automated music composition and generation process of the
present invention.

The primary function of the melody note table is to provide a framework to determine the

pitch(es) of a melody(s) and/or melodic material(s) of a musical piece, section, phrase, or other
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structure. The melody note table is used by loading a proper set of parameters into the various
subsystems determined by subsystems Bl, B5, B7, and B37 and, through a guided stochastic
process illustrated in FIGS. 27FF1, 27FF2 and 27FF3, the subsystem B29 makes a determination(s)
as to what value(s) and/or parameter(s) to select from the parameter table and use during the
automated music composition and generation process of the present invention.

The primary function of the chord modifier table is to provide a framework to influence the
pitch(es) of a melody(s) and/or melodic material(s) of a musical piece, section, phrase, or other
structure. The melody note table is used by loading a proper set of parameters into the various
subsystems determined by subsystems B1, B5, B7, and B37 and, through a guided stochastic
process illustrated in FIGS. 27FF1, 27FF2 and 27FF3, the subsystem B29 makes a determination(s)
as to what value(s) and/or parameter(s) to select from the parameter table and use during the
automated music composition and generation process of the present invention.

The primary function of the leap reversal modifier table is to provide a framework to
influence the pitch(es) of a melody(s) and/or melodic material(s) of a musical piece, section,
phrase, or other structure. The leap reversal modifier table is used by loading a proper set of
parameters into the various subsystems determined by subsystems Bl and B37 and, through a
guided stochastic process illustrated in FIGS. 27FF1, 27FF2 and 27FF3, the subsystem B29 makes
a determination(s) as to what value(s) and/or parameter(s) to select from the parameter table and
use during the automated music composition and generation process of the present invention.

The primary function of the leap incentive modifier table to provide a framework to
influence the pitch(es) of a melody(s) and/or melodic material(s) of a musical piece, section,
phrase, or other structure. The leap incentive modifier table is used by loading a proper set of
parameters into the various subsystems determined by subsystems Bl and B37 and, through a
guided stochastic process illustrated in FIGS. 27FF1, 27FF2 and 27FF3, the subsystem B29 makes
a determination(s) as to what value(s) and/or parameter(s) to select from the parameter table and

use during the automated music composition and generation process of the present invention.

Specification Of The Parameter Tables Within The Pitch Octave Generation Subsystem (B30)

FIG. 28P shows the probability-based parameter tables maintained in the Pitch Octave
Generation Subsystem (B30) of the Automated Music Composition and Generation Engine of the
present invention. As shown in FIG. 28P, for each emotion-type musical experience descriptor
supported by the system and selected by the system user, a set of probability measures are provided
for used during the automated music composition and generation process of the present invention.

The primary function of the melody note octave table is to provide a framework to
determine the specific frequency(s) of a note(s) in a musical piece, section, phrase, or other

structure. The melody note octave table is used by loading a proper set of parameters into the
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various subsystems determined by subsystems Bl, B37, B40, and B41 and, through a guided
stochastic process illustrated in FIGS. 27HH1 and 27HH2, the subsystem B30 makes a
determination(s) as to what value(s) and/or parameter(s) to select from the parameter table and use

during the automated music composition and generation process of the present invention.

Specification Of The Parameter Tables Within The Instrument Subsystem (B38)

FIGS. 28Q1A and 28Q1B show the probability-based instrument table maintained in the
Instrument Subsystem (B38) of the Automated Music Composition and Generation Engine of the
present invention. As shown in FIGS. 28Q1A and 28QI1B, for each emotion-type musical
experience descriptor supported by the system and selected by the system user, a probability
measure is provided for each instrument supported by the system, and these probability-based
parameter tables are used during the automated music composition and generation process of the
present invention.

The primary function of the instrument table is to provide a framework for storing a local
library of instruments, from which the Instrument Selector Subsystem B39 can make selections
during the subsequent stage of the musical composition process. There are no guided stochastic
processes within subsystem B38, nor any determination(s) as to what value(s) and/or parameter(s)
should be select from the parameter table and use during the automated music composition and
generation process of the present invention. Such decisions take place within the Instrument

Selector Subsystem B39.

Specification Of The Parameter Tables Within The Instrument Selector Subsystem (B39)

FIGS. 28Q2A and 28Q2B show the probability-based instrument section table maintained
in the Instrument Selector Subsystem (B39) of the Automated Music Composition and Generation
Engine of the present invention. As shown in FIGS. 28Q1A and 28Q1B, for each emotion-type
musical experience descriptor supported by the system and selected by the system user, a
probability measure is provided for each instrument supported by the system, and these probability-
based parameter tables are used during the automated music composition and generation process of

the present invention.

The primary function of the instrument selection table is to provide a framework to
determine the instrument or instruments to be used in the musical piece, section, phrase or other
structure. The instrument selection table is used by loading a proper set of parameters into the
various subsystems determined by subsystems Bl, B37, B40, and B41 and, through a guided
stochastic process illustrated in FIGS. 27JJ1 and 27]J2, the subsystem B39 makes a
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determination(s) as to what value(s) and/or parameter(s) to select from the parameter table and use

during the automated music composition and generation process of the present invention.

Specification Of The Parameter Tables Within The Orchestration Generation Subsystem (B31)

FIGS. 28R1, 28R2 and 28R3 show the probability-based parameter tables maintained in
the Orchestration Generation Subsystem (B31) of the Automated Music Composition and
Generation Engine of the present invention, illustrated in FIGS. 27KK 1 through 27KK9. As shown
in FIGS. 28R 1, 28R2 and 28R3, for each emotion-type musical experience descriptor supported by
the system and selected by the system user, probability measures are provided for each instrument
supported by the system, and these parameter tables are used during the automated music
composition and generation process of the present invention.

The primary function of the instrument orchestration prioritization table is to provide a
framework to determine the order and/or process of orchestration in a musical piece, section,
phrase, or other structure. The instrument orchestration prioritization table is used by loading a
proper set of parameters into the various subsystems determined by subsystems B1 and B37 and,
through a guided stochastic process illustrated in FIG.—27KK1, the subsystem B31 makes a
determination(s) as to what value(s) and/or parameter(s) to select from the parameter table and use
during the automated music composition and generation process of the present invention.

The primary function of the instrument function table is to provide a framework to
determine the musical function of each instrument in a musical piece, section, phrase, or other
structure. The instrument function table is used by loading a proper set of parameters as determined
by Bl and B37 and, through a guided stochastic process illustrated in FIG. 27KK1, the subsystem
B31 makes a determination(s) as to what value(s) and/or parameter(s) to select from the parameter
table and use during the automated music composition and generation process of the present
invention.

The primary function of the piano hand function table is to provide a framework to
determine the musical function of ¢ach hand of the piano in a musical piece, section, phrase, or
other structure. The piano hand function table is used by loading a proper set of parameters into the
various subsystems determined by subsystems Bl and B37 and, through a guided stochastic
process illustrated in FIGS. 27KK2 and 27KK3, the subsystem B31 makes a determination(s) as to
what value(s) and/or parameter(s) to select from the parameter table and use during the automated
music composition and generation process of the present invention.

The primary function of the piano voicing table is to provide a framework to determine the
voicing of ecach note of each hand of the piano in a musical piece, section, phrase, or other
structure. The piano voicing table is used by loading a proper set of parameters into the various

subsystems determined by subsystems Bl and B37 and, through a guided stochastic process
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illustrated in FIG. 27KK3, the subsystem B31 makes a determination(s) as to what value(s) and/or
parameter(s) to select from the parameter table and use during the automated music composition
and generation process of the present invention.

The primary function of the piano rhythm table is to provide a framework to determine the
arrangement in time of each event of the piano in a musical piece, section, phrase, or other
structure. The piano rhythm table is used by loading a proper set of parameters into the various
subsystems determined by subsystems B1, B37, B40, and B41 and, through a guided stochastic
process illustrated in FIG. 27KK3, the subsystem B31 makes a determination(s) as to what value(s)
and/or parameter(s) to select from the parameter table and use during the automated music
composition and generation process of the present invention.

The primary function of the second note right hand table is to provide a framework to
determine the arrangement in time of each non-initial event of the right hand of the piano in a
musical piece, section, phrase, or other structure. The second note right hand table is used by
loading a proper set of parameters into the various subsystems determined by subsystems B1, B37,
B40, and B41 and, through a guided stochastic process illustrated in FIGS. 27KK3 and 27KK4, the
subsystem B31 makes a determination(s) as to what value(s) and/or parameter(s) to select from the
parameter table and use during the automated music composition and generation process of the
present invention.

The primary function of the second note left hand table is to provide a framework to
determine the arrangement in time of each non-initial event of the left hand of the piano in a
musical piece, section, phrase, or other structure. The second note left hand table is used by loading
a proper set of parameters into the various subsystems determined by subsystems B1, B37, B40,
and B41 and, through a guided stochastic process illustrated in FIG. 27KK4, the subsystem B31
makes a determination(s) as to what value(s) and/or parameter(s) to select from the parameter table
and use during the automated music composition and generation process of the present invention.

The primary function of the third note right hand length table provides a framework to
determine the rhythmic length of the third note in the right hand of the piano within a musical
piece, section, phrase, or other structure(s). The third note right hand length table is used by
loading a proper set of parameters into the various subsystems determined by subsystems B1 and
B37 and, through a guided stochastic process illustrated in FIGS. 27KK4 and 27KKS5, the
subsystem B31 makes a determination(s) as to what value(s) and/or parameter(s) to select from the
parameter table and use during the automated music composition and generation process of the
present invention.

The primary function of the piano dynamics table is to provide a framework to determine
the musical expression of the piano in a musical piece, section, phrase, or other structure. The
piano voicing table is used by loading a proper set of parameters into the various subsystems

determined by subsystems Bl and B37 and, through a guided stochastic process illustrated in
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FIGS. 27KK6 and 27KK?7, the subsystem B31 makes a determination(s) as to what value(s) and/or
parameter(s) to select from the parameter table and use during the automated music composition

and generation process of the present invention.

Specification Of The Parameter Tables Within The Controller Code Generation Subsystem (B32)

FIG. 28S shows the probability-based parameter tables maintained in the Controller Code
Generation Subsystem (B32) of the Automated Music Composition and Generation Engine of the
present invention, as illustrated in FIG. 27LL. As shown in FIG. 28S, for each emotion-type
musical experience descriptor supported by the system and selected by the system user, probability
measures are provided for each instrument supported by the system, and these parameter tables are
used during the automated music composition and generation process of the present invention.

The primary function of the instrument controller code table is to provide a framework to
determine the musical expression of an instrument in a musical piece, section, phrase, or other
structure. The instrument controller code table is used by loading a proper set of parameters into
the various subsystems determined by subsystems Bl and B37 and, through a process of guided
stochastic process, making a determination(s) for the value(s) and/or parameter(s) to use.

The primary function of the instrument group controller code table is to provide a
framework to determine the musical expression of an instrument group in a musical piece, section,
phrase, or other structure. The instrument group controller code table is used by loading a proper
set of parameters into the various subsystems determined by subsystems by Bl and B37 and,
through a process of guided stochastic process, making a determination(s) for the value(s) and/or
parameter(s) to use.

The primary function of the piece-wide controller code table is to provide a framework to
determine the overall musical expression in a musical piece, section, phrase, or other structure. The
piece-wide controller code table is used by loading a proper set of parameters into the various
subsystems determined by subsystems B1 and B37 and, through a process of guided stochastic
process illustrated in FIG. 27LL, making a determination(s) for the value(s) and/or parameter(s) to

use.

Methods Of Distributing Probability-Based System Operating Parameters (SOP) To The
Subsystems Within The Automated Music Composition And Generation System Of The Present
Invention

There are different methods by which the probability-based music-theoretic parameters,
generated by the Parameter Transformation Engine Subsystem B51, can be transported to and

accessed within the respective subsystems of the automated music composition and generation
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system of the present invention during the automated music composition process supported
thereby. Several different methods will be described in detail below.

According to a first preferred method, described throughout the illustrative embodiments
of the present invention, the following operations occur in an organized manner:

(1) the system user provides a set of emotion and style type musical experience descriptors
(e.g. HAPPY and POP) and timing/spatial parameters (=32 seconds) to the system input
subsystem B0, which are then transported to the Parameter Transformation Engine Subsystem B51;

(i1) the Parameter Transformation Engine Subsystem B51 automatically generates only
those sets of probability-based parameter tables corresponding to HAPPY emotion descriptors, and
POP style descriptors, and organizes these music-theoretic parameters in their respective
emotion/style-specific parameter tables (or other data suitable structures, such as lists, arrays, etc.);
and

(i) any one or more of the subsystems Bl, B37 and B51 are used to transport the
probability-based emotion/style-specific parameter tables from Subsystem B51, to their destination
subsystems, where these emotion/style-specific parameter tables are loaded into the subsystem, for
access and use at particular times/stages in the execution cycle of the automated music composition
process of the present invention, according to the timing control process described in FIGS. 29A
and 29B.

Using this first method, there is no need for the emotion and style type musical experience
parameters to be transported to each of numerous subsystems employing probabilistic-based
parameter tables. The reason is because the subsystems are loaded with emotion/style-specific
parameter tables containing music-theoretic parameter values seeking to implement the musical
experience desired by the system user and characterized by the emotion-type and style-type
musical experience descriptors selected by the system user and supplied to the system interface. So
in this method, the system user’s musical experience descriptors need not be transmitted past the
Parameter Transformation Engine Subsystem B51, because the music-theoretic parameter tables
generated from this subsystem B51 inherently contain the emotion and style type musical
experience descriptors selected by the system user. There will be a need to transmit timing/spatial
parameters from the system user to particular subsystems by way of the Timing Parameter Capture
Subsystem B40, as illustrated throughout the drawings.

According to a second preferred method, the following operations will occur in an
organized manner:

(i) during system configuration and set-up, the Parameter Transformation Engine
Subsystem B51 is used to automatically generate all possible (i.e. allowable) sets of probability-
based parameter tables corresponding to all of the emotion descriptors and style descriptors

available for selection by the system user at the GUI-based Input Output Subsystem BO, and then
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organizes these music-theoretic parameters in their respective emotion/style parameter tables (or
other data suitable structures, such as lists, arrays, etc.);

(i1) during system configuration and set-up, subsystems Bl, B37 and B51) are used to
transport all sets of generalized probability-based parameter tables across the system data buses to
their respective destination subsystems where they are loaded in memory;

(ii1) during system operation and use, the system user provides a particular set of emotion
and style type musical experience descriptors (¢.g. HAPPY and POP) and timing/spatial parameters
(t=32 seconds) to the system input subsystem B0, which are then are received by the Parameter
Capture Subsystems B1, B37 and B40;

(iv) during system operation and use, the Parameter Capture subsystems B1, B37 and B40
transport these emotion descriptors and style descriptors (selected by the system user) to the
various subsystems in the system; and

(v) during system operation and use, the emotion descriptors and style descriptors
transmitted to the subsystems are then used by each subsystem to access specific parts of the
generalized probabilistic-based parameter tables relating only to the selected emotion and style
descriptors (¢.g. HAPPY and POP) for access and use at particular times/stages in the execution
cycle of the automated music composition process of the present invention, according to the timing
control process described in FIGS. 29A and 29B.

Using this second method, there is a need for the emotion and style type musical
experience parameters to be transported to each of numerous subsystems employing probabilistic-
based parameter tables. The reason is because the subsystems need to have information on which
emotion/style-specific parameter tables containing music-theoretic parameter values, should be
accessed and used during the automated music composition process within the subsystem. So in
this second method, the system user’s emotion and style musical experience descriptors must be
transmitted through Parameter Capture Subsystems B1 and B37 to the various subsystems in the
system, because the generalized music-theoretic parameter tables do not contain the emotion and
style type musical experience descriptors selected by the system user. Also when using this second
method, there will be a need to transmit timing/spatial parameters from the system user to
particular subsystems by way of the Timing Parameter Capture Subsystem B40, as illustrated
throughout the drawings.

While the above-described methods are preferred, it is understood that other methods can
be used to practice the automated system and method for automatically composing and generating

music in accordance with the spirit of the present invention.

Specification of The B-Level Subsystems Employved In The Automated Music Composition
System Of The Present Invention, And The Specific Information Processing Operations Supported
By And Performed Within Each Subsystem During The Execution Of The Automated Music
Composition And Generation Process Of The Present Invention
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A more detail technical specification of each B-level subsystem employed in the system
(S) and its Engine (E1) of the present invention, and the specific information processing operations
and functions supported by each subsystem during cach full cycle of the automated music
composition and generation process hereof, will now be described with reference to the schematic
illustrations set forth in FIGS. 27A through 27XX.

Notably, the description of the cach subsystem and the operations performed during the
automated music composition process will be given by considering an example of where the
system generates a complete piece of music, on a note-by-note, chord-by-chord basis, using the
automated virtual-instrument music synthesis method, in response to the system user providing the
following system inputs: (i) emotion-type music descriptor = HAPPY; (ii) style-type descriptor =
POP:; and (iii) the timing parameter t = 32 seconds.

As shown in the Drawings, the exemplary automated music composition and generation
process begins at the Length Generation Subsystem B2 shown in FIG. 27F, and proceeds through
FIG. 27KK9 where the composition of the exemplary piece of music is completed, and resumes in
FIGS. 27LL where the Controller Code Generation Subsystem generates controller code
information for the music composition, and Subsystem B33 shown in FIG. 27MM through
Subsystem B36 in FIG. 27PP completes the generation of the composed piece of digital music for
delivery to the system user. This entire process is controlled under the Subsystem Control
Subsystem B60 (i.e. Subsystem Control Subsystem A9), where timing control data signals are
generated and distributed as illustrated in FIGS. 29A and 29B in a clockwork manner.

Also, while Subsystems B1, B37, B40 and B41 do not contribute to generation of musical
events during the automated musical composition process, these subsystems perform essential
functions involving the collection, management and distribution of emotion, style and
timing/spatial parameters captured from system users, and then supplied to the Parameter
Transformation Engine Subsystem B51 in a user-transparent manner, where these supplied sets of
musical experience and timing/spatial parameters are automatically transformed and mapped into
corresponding sets of music-theoretic system operating parameters organized in tables, or other
suitable data/information structures that are distributed and loaded into their respective subsystems,
under the control of the Subsystem Control Subsystem B60, illustrated in FIG. 25A. The function
of the Subsystem Control Subsystem B60 is to generate the timing control data signals as
illustrated in FIGS. 29A and 29B which, in response to system user input to the Input Output
Subsystem BO, is to enable each subsystem into operation at a particular moment in time, precisely
coordinated with other subsystems, so that all of the data flow paths between the input and output
data ports of the subsystems are enabled in the proper time order, so that each subsystem has the

necessary data required to perform its operations and contribute to the automated music
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composition and generation process of the present invention. While control data flow lines are not
shown at the B-level subsystem architecture illustrated in FIGS. 26A through 26P, such control
data flow paths are illustrated in the corresponding model shown in FIG. 25A, where the output
ports of the Input Subsystem AO are connected to the input ports of the Subsystem Control
Subsystem A9, and the output data ports of Subsystem A9 are provided to the input data ports of
Subsystems A1l through A8. Corresponding data flow paths exist at the B-level schematic

representation, but have not been shown for clarity of illustration.

Specification Of The User GUI-based Input Output Subsystem (B0)

FIG. 27A shows a schematic representation of the User GUI-Based Input Output
Subsystem (BO) used in the Automated Music Composition and Generation Engine and Systems
the present invention (E1). During operation, the system user interacts with the system’s GUI, or
other supported interface mechanism, to communicate his, her or its desired musical experience
descriptor(s) (e.g. emotional descriptors and style descriptor(s)), and/or timing information. In the
illustrative embodiment, and exemplary illustrations, (i) the emotion-type musical experience
descriptor = HAPPY is provided to the input output system BO of the Engine for distribution to the
(Emotion) Descriptor Parameter Capture Subsystem B1, (ii) the style-type musical experience
descriptor = POP is provided to the input output system B0 of the Engine for distribution to the
Style Parameter Capture Subsystem B37, and (iii) the timing parameter t = 32 seconds is provided
to the Input Output System BO of the Engine for distribution to the Timing Parameter Capture
Subsystem B40. These subsystems, in turn, transport the supplied set of musical experience
parameters and timing/spatial data to the input data ports of the Parameter Transformation Engine
Subsystem B51 shown in FIGS. 27B3A, 27B3B and 27B3C, where the Parameter Transformation
Engine Subsystem BS51 then generates an appropriate set of probability-based parameter
programming tables for subsequent distribution and loading into the various subsystems across the
system, for use in the automated music composition and generation process being prepared for

execution.

Specification Of The Descriptor Parameter Capture Subsystem (B1)

FIGS. 27B1 and 27B2 show a schematic representation of the (Emotion-Type) Descriptor
Parameter Capture Subsystem (B1) used in the Automated Music Composition and Generation
Engine of the present invention. The Descriptor Parameter Capture Subsystem Bl serves as an
input mechanism that allows the user to designate his or her preferred emotion, sentiment, and/or
other descriptor for the music. It is an interactive subsystem of which the user has creative control,

set within the boundaries of the subsystem.
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In the illustrative example, the system user provides the exemplary “emotion-type” musical
experience descriptor — HAPPY-- to the descriptor parameter capture subsystem B1. These
parameters are used by the parameter transformation engine B51 to generate probability-based
parameter programming tables for subsequent distribution to the various subsystems therein, and
also subsequent subsystem set up and use during the automated music composition and generation
process of the present invention.

Once the parameters are inputted, the Parameter Transformation Engine Subsystem B51
generates the system operating parameter tables and then the subsystem 51 loads the relevant data
tables, data sets, and other information into each of the other subsystems across the system. The
emotion-type descriptor parameters can be inputted to subsystem B51 either manually or semi-
automatically by a system user, or automatically by the subsystem itself. In processing the input
parameters, the subsystem 51 may distill (i.e. parse and transform) the emotion descriptor
parameters to any combination of descriptors as described in FIGS. 30 through 30J. Also, where
text-based emotion descriptors are provided, say in a short narrative form, the Descriptor Parameter
Capture Subsystem B1 can parse and analyze and translate the words in the supplied text narrative
into emotion-type descriptor words that have entries in emotion descriptor library as illustrated in
FIGS. 30 through 30J, so through translation processes, virtually any set of words can be used to
express one or more emotion-type music descriptors registered in the emotion descriptor library of
FIGS. 30 through 30J, and be used to describe the kind of music the system user wishes to be
automatically composed by the system of the present invention.

Preferably, the number of distilled descriptors is between one and ten, but the number can
and will vary from embodiment to embodiment, from application to application. If there are
multiple distilled descriptors, and as necessary, the Parameter Transformation Engine Subsystem
B51 can create new parameter data tables, data sets, and other information by combining
previously existing data tables, data sets, and other information to accurately represent the inputted
descriptor parameters. For example, the descriptor parameter “happy” might load parameter data
sets related to a major key and an upbeat tempo. This transformation and mapping process will be
described in greater detail with reference to the Parameter Transformation Engine Subsystem B351
described in greater detail hereinbelow.

In addition to performing the music-theoretic and information processing functions
specified above, when necessary or helpful, System Bl can also assist the Parameter
Transformation Engine System B51 in transporting probability-based music-theoretic system
operating parameter (SOP) tables (or like data structures) to the various subsystems deployed

throughout the automated music composition and generation system of the present invention.

Specification Of The Style Parameter Capture Subsystem (B37)
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FIGS. 27C1 and 27C2 show a schematic representation of the Style Parameter Capture
Subsystem (B37) used in the Automated Music Composition and Generation Engine and System of
the present invention. The Style Parameter Capture Subsystem B37 serves as an input mechanism
that allows the user to designate his or her preferred style parameter(s) of the musical piece. It is an
interactive subsystem of which the user has creative control, set within the boundaries of the
subsystem. This information is based on ¢ither user inputs (if given), computationally-determined
value(s), or a combination of both. Style, or the characteristic manner of presentation of musical
elements (melody, rhythm, harmony, dynamics, form, etc.), is a fundamental building block of any
musical piece. In the illustrative example of FIGS. 27C1 and 27C2, the probability-based
parameter programming table employed in the subsystem is set up for the exemplary “style-type”
musical experience descriptor = POP and used during the automated music composition and
generation process of the present invention.

The style descriptor parameters can be inputted manually or semi-automatically or by a
system user, or automatically by the subsystem itself. Once the parameters are inputted, the
Parameter Transformation Engine Subsystem B51 receives the user’s musical style inputs from
B37 and generates the relevant probability tables across the rest of the system, typically by
analyzing the sets of tables that do exist and referring to the currently provided style descriptors. If
multiple descriptors are requested, the Parameter Transformation Engine Subsystem B51 generates
system operating parameter (SOP) tables that reflect the combination of style descriptors provided,
and then subsystem B37 loads these parameter tables into their respective subsystems.

In processing the input parameters, the Parameter Transformation Engine Subsystem B51
may distill the input parameters to any combination of styles as described in FIG. 33A through
33E. The number of distilled styles may be between one and ten. If there are multiple distilled
styles, and if necessary, the Parameter Transformation Subsystem B51 can create new data tables,
data sets, and other information by combining previously existing data tables, data sets, and other
information to generate system operating parameter tables that accurately represent the inputted
descriptor parameters.

In addition to performing the music-theoretic and information processing functions
specified above, when necessary or helpful, Subsystem B37 can also assist the Parameter
Transformation Engine System B51 in transporting probability-based music-theoretic system
operating parameter (SOP) tables (or like data structures) to the various subsystems deployed

throughout the automated music composition and generation system of the present invention.

Specification Of The Timing Parameter Capture Subsystem (B40)

FIG. 27D shows the Timing Parameter Capture Subsystem (B40) used in the Automated

Music Composition and Generation Engine (E1) of the present invention. The Timing Parameter
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Capture Subsystem B40 locally decides whether the Timing Generation Subsystem B41 is loaded
and used, or if the piece of music being created will be a specific pre-set length determined by
processes within the system itself. The Timing Parameter Capture Subsystem B40 determines the
manner in which timing parameters will be created for the musical piece. If the user elects to
manually enter the timing parameters, then a certain user interface will be available to the user. If
the user does not clect to manually enter the timing parameters, then a certain user interface might
not be available to the user. As shown in FIGS. 27E1 and 27E2, the subsystem B41 allows for the
specification of timing of for the length of the musical piece being composed, when music starts,
when music stops, when music volume increases and decreases, and where music accents are to
occur along the timeline represented for the music composition. During operation, the Timing
Parameter Capture Subsystem (B40) provides timing parameters to the Timing Generation
Subsystem (B41) for distribution to the various subsystems in the system, and subsequent
subsystem set up and use during the automated music composition and generation process of the
present invention.

In addition to performing the music-theoretic and information processing functions
specified above, when necessary or helpful, Subsystem B40 can also assist the Parameter
Transformation Engine System B51 in transporting probability-based music-theoretic system
operating parameter (SOP) tables (or like data structures) to the various subsystems deployed

throughout the automated music composition and generation system of the present invention.

Specification Of The Parameter Transformation Engine (PTE) Of The Present Invention (B51)

As illustrated in FIGS. 27B3A, 27B3B and 27B3C, the Parameter Transformation Engine
Subsystem B351 is shown integrated with subsystems B1, B37 and B40 for handling emotion-type,
style-type and timing-type parameters, respectively, supplied by the system user though subsystem
BO. The Parameter Transformation Engine Subsystem B51 performs an essential function by
accepting the system user input(s) descriptors and parameters from subsystems B1, B37 and B40,
and transforming these parameters (e.g. input(s)) into the probability-based system operating
parameter tables that the system will use during its operations to automatically compose and
generate music using the virtual-instrument music synthesis technique disclosed herein. The
programmed methods used by the parameter transformation engine subsystem (B51) to process any
set of musical experience (¢.g. emotion and style) descriptors and timing and/or spatial parameters,
for use in creating a picce of unique music, will be described in great detail hercinafter with
reference to FIGS. 27B3A through 27B3C, wherein the musical experience descriptors (e.g.
emotion and style descriptors) and timing and spatial parameters that are selected from the
available menus at the system user interface of input subsystem B0 are automatically transformed

into corresponding sets of probabilistic-based system operating parameter (SOP) tables which are
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loaded into and used within respective subsystems in the system during the music composition and
generation process.

As will be explained in greater detail below, this parameter transformation process
supported within Subsystem B51 employs music theoretic concepts that are expressed and
embodied within the probabilistic-based system operation parameter (SOP) tables maintained
within the subsystems of the system, and controls the operation thereof during the execution of the
time-sequential process controlled by the timing signals illustrated in timing control diagram set
forth in FIGS. 29A and 29B. Various parameter transformation principles and practices for use in
designing, constructing and operating the Parameter Transformation Engine Subsystem (B51) will
be described in detail hereinafter.

In addition to performing the music-theoretic and information processing functions
specified above, the Parameter Transformation Engine System B51 is fully capable of transporting
probability-based music-theoretic system operating parameter (SOP) tables (or like data structures)
to the various subsystems deployed throughout the automated music composition and generation

system of the present invention.

Specification Of The Parameter Table Handling and Processing Subsystem (B70)

In general, there is a need with the system to manage multiple emotion-type and style-type
musical experience descriptors selected by the system user, to produce corresponding sets of
probability-based music-theoretic parameters for use within the subsystems of the system of the
present invention. The primary function of the Parameter Table Handling and Processing
Subsystem B70 is to address this need at either a global or local level, as described in detail below.

FIG. 27B5 shows the Parameter Table Handling and Processing Subsystem (B70) used in
connection with the Automated Music Composition and Generation Engine of the present
invention. The primary function of the Parameter Table Handling and Processing Subsystem (B70)
is to determine if any system parameter table transformation(s) are required in order to produce
system parameter tables in a form that is more convenient and easier to process and use within the
subsystems of the system of the present invention. The Parameter Table Handling and Processing
Subsystem (B70) performs its functions by (i) receiving multiple (i.e. one or more) emotion/style-
specific music-theoretic system operating parameter (SOP) tables from the data output port of the
Parameter Transformation Engine Subsystem B51, (i1) processing these parameter tables using one
or parameter table processing methods M1, M2 or M3, described below, and (ii1) generating system
operating parameter tables in a form that is more convenient and easier to process and use within
the subsystems of the system of the present invention.

In general, there are two different ways in which to practice this aspect of the present

invention: (i) performing parameter table handing and transformation processing operations in a
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global manner, as shown with the Parameter Table Handling and Processing Subsystem B70
configured with the Parameter Transformation Engine Subsystem BS51, as shown in FIGS. 26A
through 26J; or (ii) performing parameter table handing and transformation processing operations
in a local manner, within each subsystem, as shown with the Parameter Table Handling and
Processing Subsystem B70 configured with the input data port of each subsystem supporting
probability-based system operating parameter tables, as shown in FIGS. 28A through 28S. Both
approaches are shown herein for purposes of illustration. However, the details of the Parameter
Table Handling and Processing Subsystem B70 will be described below with reference to the
global implementation shown and illustrated in FIGS. 26A through 26J.

As shown in FIGS. 26A through 26J, the data input ports of the Parameter Table Handling
and Processing Subsystem (B70) are connected to the output data ports of the Parameter Table
Handling and Processing Subsystem B70, wherecas the data output ports of Subsystem B70 are
connected to (i) the input data port of the Parameter Table Archive Database Subsystem B80, and
also (i) the input data ports of parameter table employing Subsystems B2, B3, B4, B5, B7, B9,
B15, B11, B17, B19, B20, B25, B26, B24, B27, B29, B30, B38, B39, B31, B32 and B41,
illustrated in FIGS. 28A through 28S and other figure drawings disclosed herein.

As shown in FIG. 27B5, the Parameter Table Handling and Processing Subsystem B70
receives one or more emotion/style-indexed system operating parameter tables and determines
whether or not system input (i.e. parameter table) transformation is required, or not required, as the
case may be. In the event only a single emotion/style-indexed system parameter table is received, it
is unlikely transformation will be required and therefore the system parameter table is typically
transmitted to the data output port of the subsystem B70 in a pass-through manner. In the event that
two or more emotion/style-indexed system parameter tables are received, then it is likely that these
parameter tables will require or benefit from transformation processing, so the subsystem B70
supports three different methods M1, M2 and M3 for operating on the system parameter tables
received at its data input ports, to transform these parameter tables into parameter table that are in a
form that is more suitable for optimal use within the subsystems.

There are three case scenarios to consider and accompanying rules to use in situations
where multiple emotion/style musical experience descriptors are provided to the input subsystem
B0, and multiple emotion/style-indexed system parameter tables are automatically generated by the
Parameter Transformation Engine Subsystem B51.

Considering the first case scenario, where Method M1 is employed, the subsystem B70
makes a determination among the multiple emotion/style-indexed system parameter tables, and
decides to use only one of the emotion/style-indexed system parameter tables.

In scenario Method 1, the subsystem B70 recognizes that, either in a specific instance or as an
overall trend, that among the multiple parameter tables generated in response to multiple musical

experience descriptors inputted into the subsystem BO, a single one of these descriptors-indexed

116



WO 2017/058844 PCT/US2016/054066

parameter tables might be best utilized.

As an example, if HAPPY, EXHUBERANT, and POSITIVE were all inputted as emotion-
type musical experience descriptors, then the system parameter table(s) generated for
EXHUBERANT might likely provide the necessary musical framework to respond to all three
inputs because EXUBERANT encompassed HAPPY and POSITIVE.  Additionally, if
CHRISTMAS, HOLIDAY, AND WINTER were all inputted as style-type musical experience
descriptors, then the table(s) for CHRISTMAS might likely provide the necessary musical
framework to respond to all three inputs.

Further, if EXCITING and NERVOUSNESS were both inputted as emotion-type musical
experience descriptors and if the system user specified EXCITING: 9 out of 10, where 10 is
maximum excitement and 0 is minimum excitement and NERVOUSNESS: 2 out of 10, where 10
is maximum NERVOUSNESS and 0 is minimum NERVOUSNESS (whereby the amount of each
descriptor might be conveyed graphically by, but not limited to, moving a slider on a line or by
entering in a percentage into a text ficld), then the system parameter table(s) for EXCITING might
likely provide the necessary musical framework to respond to both inputs. In all three of these
examples, the musical experience descriptor that is a subset and, thus, a more specific version of
the additional descriptors, is selected as the musical experience descriptor whose table(s) might be
used.

Considering the second case scenario, where Method M2 is employed, the subsystem B70
makes a determination among the multiple emotion/style-indexed system parameter tables, and
decides to use a combination of the multiple emotion/style descriptor-indexed system parameter
tables.

In scenario Method 2, the subsystem B70 recognizes that, either in a specific instance or as
an overall trend, that among the multiple emotion/style descriptor indexed system parameter tables
generated by subsystem B51 in response to multiple emotion/style descriptor inputted into the
subsystem BO, a combination of some or all of these descriptor-indexed system parameter tables
might best be utilized. According to Method M2, this combination of system parameter tables
might be created by employing functions including, but not limited to, (weighted) average(s) and
dominance of a specific descriptor’s table(s) in a specific table only.

As an example, if HAPPY, EXUBERANT, AND POSITIVE were all inputted as
emotional descriptors, the system parameter table(s) for all three descriptors might likely work well
together to provide the necessary musical framework to respond to all three inputs by averaging the
data in each subsystem table (with equal weighting). Additionally, IF CHRISTMAS, HOLIDAY,
and WINTER were all inputted as style descriptors, the table(s) for all three might likely provide
the necessary musical framework to respond to all three inputs by using the CHRISTMAS tables
for the General Rhythm Generation Subsystem Al, the HOLIDAY tables for the General Pitch
Generation Subsystem A2, and the a combination of the HOLIDAY and WINTER system
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parameter tables for the Controller Code and all other subsystems. Further, if EXCITING and
NERVOUSNESS were both inputted as emotion-type musical experience descriptors and if the
system user specified Exciting: 9 out of 10, where 10 is maximum excitement and 0 is minimum
excitement and NERVOUSNESS: 2 out of 10, where 10 is maximum nervousness and O is
minimum nervousness (whereby the amount of each descriptor might be conveyed graphically by,
but not limited to, moving a slider on a line or by entering in a percentage into a text field), the
weight in table(s) employing a weighted average might be influenced by the level of the user’s
specification. In all three of these examples, the descriptors are not categorized as solely a set(s)
and subset(s), but also by their relationship within the overall emotional and/or style spectrum to
cach other.

Considering the third case scenario, where Method M3 is employed, the subsystem B70
makes a determination among the multiple emotion/style-indexed system parameter tables, and
decides to use neither of multiple emotion/style descriptor-indexed system parameter tables. In
scenario Method 3, the subsystem B70 recognizes that, either in a specific instance or as an overall
trend, that among the multiple emotion/style-descriptor indexed system parameter tables generated
by subsystem B51 in response to multiple emotion/style descriptor inputted into the subsystem BO,
none of the emotion/style-indexed system parameter tables might best be utilized.

As an example, if HAPPY and SAD were both inputted as emotional descriptors, the
system might determine that table(s) for a separate descriptor(s), such as BIPOLAR, might likely
work well together to provide the necessary musical framework to respond to both inputs.
Additionally, if ACOUSTIC, INDIE, and FOLK were all inputted as style descriptors, the system
might determine that table(s) for separate descriptor(s), such as PIANO, GUITAR, VIOLIN, and
BANJO, might likely work well together to provide the necessary musical framework, possibly
following the avenues(s) described in Method 2 above, to respond to the inputs. Further, if
EXCITING and NERVOUSNESS were both inputted as emotional descriptors and if the system
user specified Exciting: 9 out of 10, where 10 is maximum excitement and 0 is minimum
excitement and Nervousness: 8 out of 10, where 10 is maximum nervousness and 0 1s minimum
nervousness (whereby the amount of each descriptor might be conveyed graphically by, but not
limited to, moving a slider on a line or by entering in a percentage into a text field), the system
might determine that an appropriate description of these inputs is Panicked and, lacking a pre-
existing set of system parameter tables for the descriptor PANICKED, might utilize (possibility
similar) existing descriptors’ system parameter tables to autonomously create a set of tables for the
new descriptor, then using these new system parameter tables in the subsystem(s) process(es).

In all of these examples, the subsystem B70 recognizes that there are, or could be created,
additional or alternative descriptor(s) whose corresponding system parameter tables might be used
(together) to provide a framework that ultimately creates a musical piece that satisfies the intent(s)

of the system user.
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Specification Of The Parameter Table Archive Database Subsystem (B80)

FIG. 27B6 shows the Parameter Table Archive Database Subsystem (B80) used in the
Automated Music Composition and Generation System of the present invention. The primary
function of this subsystem B8O is persistent storing and archiving user account profiles, tastes and
preferences, as well as all emotion/style-indexed system operating parameter (SOP) tables
generated for individual system users, and populations of system users, who have made music
composition requests on the system, and have provided feedback on pieces of music composed by
the system in response to emotion/style/timing parameters provided to the system.

As shown in FIG. 27B6, the Parameter Table Archive Database Subsystem B8O, realized
as a relational database management system (RBMS), non-relational database system or other
database technology, stores data in table structures in the illustrative embodiment, according to
database schemas, as illustrated in FIG. 27B6.

As shown, the output data port of the GUI-based Input Output Subsystem BO is connected
to the output data port of the Parameter Table Archive Database Subsystem B80 for receiving
database requests from system users who use the system GUI interface. As shown, the output data
ports of Subsystems B42 through B48 involved in feedback and learning operations, are operably
connected to the data input port of the Parameter Table Archive Database Subsystem B80 for
sending requests for archived parameter tables, accessing the database to modify database and
parameter tables, and performing operations involved system feedback and learning operations. As
shown, the data output port of the Parameter Table Archive Database Subsystem B80 is operably
connected to the data input ports of the Systems B42 through B48 involved in feedback and
learning operations. Also, as shown in FIGS. 26A through 26P, the output data port of the
Parameter Table Handling and Processing Subsystem B7 is connected to data input port of the
Parameter Table Archive Database Subsystem B80, for archiving copies of all parameter tables
handled, processed and produced by this Subsystem B8O, for future analysis, use and processing.

In general, while all parameter data sets, tables and like structures will be stored globally in
the Parameter Table Archive Database Subsystem B8O, it is understood that the system will also
support local persistent data storage within subsystems, as required to support the specialized
information processing operations performed therein in a high-speed and reliable manner during

automated music composition and generation processes on the system of the present invention.

Specification Of The Timing Generation Subsystem (B41)

FIGS. 27E1 and 27E2 shows the Timing Generation Subsystem (B41) used in the

Automated Music Composition and Generation Engine of the present invention. In general, the
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Timing Generation Subsystem B41 determines the timing parameters for the musical piece. This
information is based on either user inputs (if given), compute-determined value(s), or a
combination of both. Timing parameters, including, but not limited to, or designations for the
musical piece to start, stop, modulate, accent, change volume, change form, change melody,
change chords, change instrumentation, change orchestration, change meter, change tempo, and/or
change descriptor parameters, are a fundamental building block of any musical piece.

The Timing Parameter Capture Subsystem B40 can be viewed as creating a timing map for
the piece of music being created, including, but not limited to, the piece’s descriptor(s), style(s),
descriptor changes, style changes, instrument changes, general timing information (start, pause, hit
point, stop), meter (changes), tempo (changes), key (changes), tonality (changes) controller code
information, and audio mix. This map can be created entirely by a user, entirely by the Subsystem,
or in collaboration between the user and the subsystem.

More particularly, the Timing Parameter Capture Subsystem (B40) provides timing
parameters (e.g. piece length) to the Timing Generation Subsystem (B41) for generating timing
information relating to (i) the length of the piece to be composed, (i) start of the music piece, (iii)
the stop of the music piece, (iv) increases in volume of the music piece, and (v) any accents in the
music piece that are to be created during the automated music composition and generation process
of the present invention.

For example, a system user might request that a musical piece begin at a certain point,
modulate a few seconds later, change tempo even later, pause, resume, and then end with a large
accent. This information is transmitted to the rest of the system’s subsystems to allow for accurate
and successful implementation of the user requests. There might also be a combination of user and
system inputs that allow the piece to be created as successfully as possible, including the scenario
when a user might elect a start point for the music, but fail to input to stop point. Without any user
input, the system would create a logical and musical stop point. Thirdly, without any user input, the
system might create an entire set of timing parameters in an attempt to accurately deliver what it

believes the user desires.

Specification Of The Length Generation Subsystem (B2)

FIG. 27F shows the Length Generation Subsystem (B2) used in the Automated Music
Composition and Generation Engine and System of the present invention. In general, the Length
Generation Subsystem B2 determines the length of the musical piece that is being generated.
Length is a fundamental building block of any musical piece. This information is based on either
user inputs (if given), computationally-determined value(s), or a combination of both. The time
length of the piece specified by the system user is provided to the Length Generation Subsystem

(B2) and this subsystem generates the start and stop locations of the piece of music that is to be
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composed during the during the automated music composition and generation process of the
present invention.

In the illustrative embodiment, the Length Generation Subsystem B2 obtains the timing
map information from subsystem B41 and determines the length of the musical piece. By default, if
the musical piece is being created to accompany any previously existing content, then the length of
the musical piece will equal the length of the previously existing content. If a user wants to
manually input the desired length, then the user can either insert the desired lengths in any time
format, such as [hours: minutes: seconds] format, or can visually input the desired length by
placing digital milestones, including, but not limited to, “music start” and “music stop” on a
graphically displayed timeline. This process may be replicated or autonomously completed by the
subsystem itself. For example, a user using the system interface of the system, may select a point
along the graphically displayed timeline to request (i) the “music start,” and (ii) that the music last
for thirty seconds, and then request (through the system interface) the subsystem to automatically
create the “music stop” milestone at the appropriate time.

As shown in FIG. 27F, the Length Generation Subsystem B2 receives, as input, the length
selected by the system user (or otherwise specified by the system automatically), and using this
information, determines the start point of musical piece along a musical score representation
maintained in the memory structures of the system. As shown in FIG. 27F, the output from the
Length Generation Subsystem B2 is shown as single point along the timeline of the musical piece

under composition.

Specification Of The Tempo Generation Subsystem (B3)

FIG. 27G shows the Tempo Generation Subsystem B3 used in the Automated Music
Composition and Generation Engine of the present invention. In general, the Tempo Generation
Subsystem B3 determines the tempo(s) that the musical piece will have when completed. This
information is based on either user inputs (if given), compute-determined value(s), or a
combination of both. Tempo, or the speed at which a piece of music is performed or played, is a
fundamental building block of any musical piece. In principle, the tempo of the piece (i.e.
measured in beats per minute or BPM) is computed based on the piece time length and musical
experience parameters that are provided to this subsystem by the system user(s), and used during
the automated music composition and generation process of the present invention.

As shown in FIG. 27G, the Tempo Generation Subsystem B3 is supported by the tempo
parameter table shown in FIG. 28A and parameter selection mechanisms (¢.g. random number
generator, or lyrical-input based parameter selector). As shown in FIG. 28A, a different probability
table (i.c. sub-table) is generated by subsystem B51 for each potential emotion-type musical

experience descriptor which the system user may select during the musical experience specification
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stage of the process, using the GUI-based Input Output Subsystem BO, in the illustrative
embodiments. For purposes of illustration only, while exemplary probabilistic (music-theoretic)
system operating parameter (SOP) tables are shown in FIGS. 28A, 28B and 28C for a wide array of
possible emotions, which the system user may have selected, it is understood that only the system
operating parameter tables corresponding to the emotion-type and style-type descriptors actually
selected by the system user will be actually generated by the Parameter Transformation Engine
Subsystem B51, and then distributed to and loaded within their respective subsystems during the
execution of the automated music composition process of the present invention.

The Parameter Transformation Engine Subsystem B51 gencrates probability-weighted
tempo parameter tables for the various musical experience descriptors selected by the system user
and provided to the Input Subsystem BO. In FIG. 27G, probability-based parameter tables
employed in the subsystem B3 are set up for the exemplary “emotion-type” musical experience
descriptor — HAPPY — and used during the automated music composition and generation process
so as to generate a part of the piece of music being composed, as illustrated in the musical score
representation illustrated at the bottom of FIG. 27G.

As illustrated in FIG. 27G, the tempo of the musical piece under composition is selected
from the probability-based tonality parameter table loaded within the subsystem B3 using a random
number generator which, in the illustrative embodiment, decides which parameter from the
parameter table will be selected. In alternative embodiments, however, such as shown in FIGS. 37
through 49, where lyrical or language/speech/song/music input is supported by the system, the
parameter selection mechanism within the subsystem can use more advanced methods. For
example, in such cases, the parameter selection mechanism within each subsystem can make a
selection of parameter values based on a criteria established within the subsystem that relates to the
actual pitch, thythm and/or harmonic features of the lyrical or other language/speech/song input
received by the system from the system user. Such variations and modifications will effectively
constrain the decision paths available within e¢ach subsystem during the automated music
composition process, but at the same time, allow for music being composed to transition from
commodity-type music to more artistic-type music, as may be required or desired in many
applications.

Taking into consideration the output of the Length Generation Subsystem B2, the Tempo
Generation Subsystem creates the tempo(s) of the piece. For example, a piece with an input
emotion-type descriptor “Happy™, and a length of thirty seconds, might have a one third probability
of using a tempo of sixty beats per minute, a one third probability of using a tempo of eighty beats
per minute, and a one third probability of using a tempo of one hundred beats per minute. If there
are multiple sections and or starts and stops in the music, then music timing parameters, and/or

multiple tempos might be selected, as well as the tempo curve that adjusts the tempo between
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sections. This curve can last a significant amount of time (for example, many measures) or can last
no time at all (for example, an instant change of tempo).

As shown in FIG. 27G, the Tempo Generation Subsystem B3 is supported by the tempo
tables shown in FIG. 28G and a parameter selection mechanism (e.g. a random number generator,
or lyrical-input based parameter selector described above).

The Parameter Transformation Engine Subsystem B51 gencrates probability-weighted
tempo parameter tables for the various musical experience descriptors selected by the system user
using the input subsystem B0. In FIG. 27G, probability-based parameter tables employed in the
subsystem B3 are set up for the exemplary “emotion-type™ musical experience descriptor —
HAPPY - and used during the automated music composition and generation process so as to
generate a part of the piece of music being composed. The tempo of the piece is selected using the
probability-based tempo parameter table setup within the subsystem B3. The output from the
Tempos Generation Subsystem B3 is a full rest symbol, with an indication that there will be 60
beats per minute, in the exemplary piece of music, as shown in FIG. 27G. There is no meter

assignment determined at this stage of the automated music composition process.

Specification Of The Meter Generation Subsystem (B4)

FIG. 27H shows the Meter Generation Subsystem (B4) used in the Automated Music
Composition and Generation Engine and System of the present invention. Meter, or the recurring
pattern of stresses or accents that provide the pulse or beat of music, is a fundamental building
block of any musical piece. In general, the Meter Generation Subsystem determines the meter(s) of
the musical piece that is being generated. This information is based on either user inputs (if given),
computationally-determined value(s), or a combination of both. In general, the meter of the
musical piece being composed is computed based on the piece time length and musical experience
parameters that are provided to this subsystem, wherein the resultant tempo is measured in beats
per minute (BPM) and is used during the automated music composition and generation process of
the present invention.

As shown in FIG. 27H, the Meter Generation Subsystem B4 is supported by meter
parameter tables shown in FIG. 28C and also a parameter selection mechanism (e.g. a random
number generator, or lyrical-input based parameter selector described above).

The Parameter Transformation Engine Subsystem B51 gencrates probability-weighted
parameter tables for the various musical experience descriptors selected by the system user using
the input subsystem BO. In FIG. 27H, probability-based parameter tables employed in the
subsystem B1l are set up for the exemplary “emotion-type” musical experience descriptor —
HAPPY - and used during the automated music composition and generation process so as to

generate a part of the piece of music being composed, as illustrated in the musical score
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representation illustrated at the bottom of FIG. 27H. The meter of the piece is selected using the
probability-based meter parameter table setup within the subsystem B4. The output from the Meter
Generation Subsystem B4 is a full rest symbol, with an indication that there will be 60 quarter
notes in the exemplary piece of music, and 4/4 timing, as indicated in FIG. 27H. Notably, 4/4
timing means that the piece of music being composed will call for four (4) quarter notes to be

played during each measure of the piece.

Specification Of The Key Generation Subsystem (B5)

FIG. 271 shows the Key Generation Subsystem (B5) used in the Automated Music
Composition and Generation Engine of the present invention. Key, or a specific scale or series of
notes that define a particular tonality, is a fundamental building block of any musical piece. In
general, the Key Generation Subsystem B5 determines the keys of the musical piece that is being
generated. The Key Generation Subsystem B5 determines what key(s) the musical piece will have.
This information is based on either user inputs (if given), computationally-determined value(s), or a
combination of both. Also, the key of the piece is computed based on musical experience
parameters that are provided to the system by the system user(s). The resultant key is selected and
used during the automated music composition and generation process of the present invention.

As shown in FIG. 271, this subsystem is supported by the key parameter table shown in
FIG. 28D, and also parameter selection mechanisms (e.g. a random number generator, or lyrical-
input based parameter selector as described hereinabove).

The Parameter Transformation Engine Subsystem B51 generates probability-weighted key
parameter tables for the various musical experience descriptors selected, from the input subsystem
BO. In FIG. 271, probability-based key parameter tables employed in the subsystem B35 are set up
for the exemplary “emotion-type” musical experience descriptor - HAPPY — and used during the
automated music composition and generation process so as to generate a part of the piece of music
being composed. The key of the piece is selected using the probability-based key parameter table
setup within the subsystem B5. The output from the Key Generation Subsystem B5 is indicated as
a key signature applied to the musical score representation being managed by the system, as shown
in FIG. 271.

Specification Of The Beat Calculator Subsystem (B6)

FIG. 27) shows the Beat Calculator Subsystem (B6) used in the Automated Music
Composition and Generation Engine of the present invention. The Beat Calculator Subsystem
determines the number of beats in the musical piece. This information is based on either user

inputs (if given), compute-determined value(s), or a combination of both. Beat, or the regular pulse
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of music which may be dictated by the rise or fall of the hand or baton of a conductor, by a
metronome, or by the accents in music, is a fundamental building block of any musical piece. The
number of beats in the piece is computed based on the piece length provided to the system and
tempo computed by the system, wherein the resultant number of beats is used during the automated
music composition and generation process of the present invention.

As shown in FIG. 27J, the Beat Calculator Subsystem B6 is supported by a beat calculation
mechanism that is schematically illustrated in FIG. 27J. This subsystem B6 calculates number of
beats in the musical piece by multiplying the length of a piece by the inverse of the tempo of the
piece, or by multiplying the length of each section of a piece by the inverse of the tempo of the
corresponding section and adding the results. For example, a thirty second piece of music with a
tempo of sixty beats per minute and a meter of 4/4 would have [30 seconds * 1/60 beats per
minute| thirty beats, where each beat represents a single quarter note in each measure. The output
of the Beat Calculator Subsystem B6 is the calculated number of beats in the piece of music being
composed. The case example, 32 beat have been calculated, as shown represented on the musical

score representation being managed by the system, as shown in FIG. 27J.

Specification Of The Measure Calculator Subsystem (B8)

FIG. 27K shows the Measure Calculator Subsystem (B8) used in the Automated Music
Composition and Generation Engine and System of the present invention. The Measure Calculator
Subsystem B8 determines the number of complete and incomplete measures in a musical piece.
This information is based on either user inputs (if given), compute-determined value(s), or a
combination of both. Measure, or a signifier of the smallest metrical divisions of a musical piece,
containing a fixed number of beats, is a fundamental building block of any musical piece. The
number of measures in the piece is computed based on the number of beats in the piece, and the
computed meter of the piece, wherein the meters in the piece is used during the automated music
composition and generation process of the present invention.

As shown in FIG. 27K, the Measure Calculator Subsystem BS is supported by a beat
calculation mechanism that is schematically illustrated in FIG. 27K. This subsystem, in a piece
with only one meter, divides the number of beats in each piece of music by the numerator of the
meter(s) of the piece to determine how many measures are in the piece of music. For example, a
thirty second piece of music with a tempo of sixty beats per minute, a meter of 4/4, and thus thirty
beats, where cach beat represents a single quarter note in each measure, would have [30/4] seven
and a half measures. The output of the Measure Calculator Subsystem B8 is the calculated number
of meters in the piece of music being composed. In the example, 8 meters are shown represented on

the musical score representation being managed by the system, as shown in FIG. 27K.
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Specification Of The Tonality Generation Subsystem (B7)

FIG. 27L shows the Tonality Generation Subsystem (B7) used in the Automated Music
Composition and Generation Engine and System of the present invention. Tonality, or the principal
organization of a musical piece around a tonic based upon a major, minor, or other scale, is a
fundamental building block of any musical piece. The Tonality Generation Subsystem determines
the tonality or tonalities of a musical piece. This information is based on either user inputs (if
given), computationally-determined value(s), or a combination of both.

As shown in FIG. 27L, this subsystem B7 is supported by tonality parameter tables shown
in FIG. 28E, and also a parameter selection mechanism (e.g. random number generator, or lyrical-
input based parameter selector).

Each parameter table contains probabilities that sum to 1. Each specific probability
contains a specific section of the 0-1 domain. If the random number is within the specific section
of a probability, then it is selected. For example, if two parameters, A and B, each have a 50%
chance of being selected, then if the random number falls between 0 - .5, it will select A, and if it
falls between .5 — 1, it will select B.

The number of tonality of the piece is selected using the probability-based tonality
parameter table setup within the subsystem B7. The Parameter Transformation Engine Subsystem
B51 generates probability-weighted tonality parameter tables for the various musical experience
descriptors selected by the system user and provided to the input subsystem BO. In FIG. 27L,
probability-based parameter tables employed in the subsystem B7 are set up for the exemplary
“emotion-type” musical experience descriptor — HAPPY — and used during the automated music
composition and generation process so as to generate a part of the piece of music being composed,
as illustrated in the musical score representation illustrated at the bottom of FIG. 27L.

Taking into consideration all system user inputs provided to subsystem B0, this system B7
creates the tonality(s) of the piece. For example, a piece with an input descriptor of “Happy,” a
length of thirty seconds, a tempo of sixty beats per minute, a meter of 4/4, and a key of C might
have a two thirds probability of using a major tonality or a one third probability of using a minor
tonality. If there are multiple sections, music timing parameters, and/or starts and stops in the
music, then multiple tonalities might be selected. The output of the Tonality Generation Subsystem
B7 is the selected tonality of the piece of music being composed. In the example, a “Major scale™

tonality is selected in FIG. 27L.

Specification Of The Song Form Generation Subsystem (B9)

FIGS. 27M1 and 27M2 show the Song Form Generation Subsystem (B9) used in the

Automated Music Composition and Generation Engine of the present invention. Form, or the
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structure of a musical piece, is a fundamental building block of any musical piece. The Song Form
Generation Subsystem determines the song form of a musical piece. This information is based on
either user inputs (if given), computationally-determined value(s), or a combination of both.

As shown in FIGS. 27M1 and 27M?2, this subsystem is supported by the song form
parameter tables and song form sub-phrase tables illustrated in FIG. 28F, and a parameter selection
mechanisms (¢.g. random number generator, or lyrical-input based parameter selector).

In general, the song form is selected using the probability-based song form sub-phrase
parameter table set up within the subsystem B9. The Parameter Transformation Engine Subsystem
B51 generates a probability-weighted song form parameters for the various musical experience
descriptors selected by the system user and provided to the Input Subsystem BO. In FIGS. 27M1
and 27M2, probability-based parameter tables employed in the subsystem B9 are set up for the
exemplary “emotion-type” musical experience descriptor — HAPPY — and used during the
automated music composition and generation process so as to generate a part of the piece of music
being composed, as illustrated in the musical score representation illustrated at the bottom of the
figure drawing.

Taking into consideration all system user inputs provided to subsystem BO, the subsystem
B9 creates the song form of the piece. For example, a piece with an input descriptor of “Happy,” a
length of thirty seconds, a tempo of sixty beats per minute, and a meter of 4/4 might have a one
third probability of a form of ABA (or alternatively described as Verse Chorus Verse), a one third
probability of a form of AAB (or alternatively described as Verse Verse Chorus), or a one third
probability of a form of AAA (or alternatively described as Verse Verse Verse). Further each
section of the song form may have multiple sub-sections, so that the initial section, A, may be
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comprised of subsections “aba” (following the same possible probabilities and descriptions
described previously). Even further, each sub-section may be have multiple motifs, so that the
subsection “a” may be comprised of motifs “i, ii, iii” (following the same possible probabilities and
descriptions described previously).

All music has a form, even if the form is empty, unorganized, or absent. Pop music
traditionally has form elements including Intro, Verse, Chorus, Bridge, Solo, Outro, etc. Each form
clement can be represented with a letter to help communicate the overall piece’s form in a concise
manner, so that a song with form Verse Chorus Verse can also be represented as A B A, Song
form phrases can also have sub-phrases that provide structure to a song within the phrase itself. If a
verse, or A section, consists of two repeated stanzas, then the sub-phrases might be “aa.”

As shown in FIGS. 27M1 and 27M2, the Song Form Generation Subsystem B9 receives
and loads as input, song form tables from subsystem B51. While the song form is selected from
the song form table using the random number generator, although it is understood that other lyrical-

input based mechanisms might be used in other system embodiments as shown in FIGS. 37 through

49. Thereafter, the song form sub-phrase parameter tables are loaded and the random number
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generator selects, in a parallel manner, a sub-phrase is selected for the first and second sub-phrase
sections of the phrase using a random number generator, although it is understood other selection
mechanisms may be employed. The output from the Song Form Generation Subsystem B9 is the

selected song form, and the selected sub-phrases.

Specification Of The Sub-Phrase Length Generation Subsystem (B15)

FIG. 27N shows the Sub-Phrase Length (Rhythmic Length) Generation Subsystem (B15)
used in the Automated Music Composition and Generation Engine and System of the present
invention. Rhythm, or the subdivision of a space of time into a defined, repeatable pattern or the
controlled movement of music in time, is a fundamental building block of any musical piece. The
Sub-Phrase Length Generation Subsystem B15 determines the length or rhythmic length of each
sub-phrase (alternatively described as a sub-section or motif) in the musical piece being composed.
This information is based on either user inputs (if given), compute-determined value(s), or a
combination of both.

As shown in FIG. 27N, the Sub-Phrase Length (Rhythmic Length) Generation Subsystem
B15 is supported by the sub-phrase length (i.e. thythmic length) parameter tables shown in FIG.
28G, and parameter selection mechanisms (e.g. random number generator, or lyrical-input based
parameter selector).

The Parameter Transformation Engine Subsystem B51 generates a probability-weighted set
of sub-phrase length parameter tables for the various musical experience descriptors selected by the
system user and provided to the input subsystem B0O. In FIG. 27N, probability-based parameter
tables employed in the subsystem Bll are set up for the exemplary “emotion-type” musical
experience descriptor — HAPPY - and used during the automated music composition and
generation process so as to generate a part of the piece of music being composed, as illustrated in
the musical score representation illustrated at the bottom of FIG. 27N.

The Sub-Phrase Length Generation Subsystem (B15) determines the length of the sub-
phrases (i.e. thythmic length) within cach phrase of a piece of music being composed. These
lengths are determined by (i) the overall length of the phrase (i.e. a phrase of 2 seconds will have
many fewer sub-phrase options that a phrase of 200 seconds), (ii) the timing necessities of the
piece, and (iii) the emotion-type and style-type musical experience descriptors.

Taking into consideration all system user inputs provided to the subsystem B0, this system
B15 creates the sub-phrase lengths of the piece. For example, a 30 second piece of music might
have four sub-subsections of 7.5 seconds each, three sub-sections of 10 seconds, or five subsections
of 4,5, 6,7, and 8 seconds.

For example, as shown in the Sub-Phrase Length Generation Subsystem (B15), the sub-

phrase length tables are loaded, and for each sub-phrase in the selected song form, the subsystem
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B15, in parallel manner, selects length measures for each sub-phrase and then creates a sub-phrase
length (i.e. rhythmic length) table as output from the subsystem, as illustrated in the musical score

representation set forth at the bottom of FIG. 27N.

Specification Of The Chord Length Generation Subsystem (B11)

FIGS. 2701, 2702, 2703 and 2704 show the Chord Length Generation Subsystem (B11)
used in the Automated Music Composition and Generation Engine and System of the present
invention. Rhythm, or the subdivision of a space of time into a defined, repeatable pattern or the
controlled movement of music in time, is a fundamental building block of any musical piece. The
Chord Length Generation Subsystem B11 determines rhythm (i.e. default chord length(s)) of each
chord in the musical piece. This information is based on either user inputs (if given),
computationally-determined value(s), or a combination of both.

As shown in FIGS. 2701 through 2704, the Chord Length Generation Subsystem B11 is
supported by the chord length parameter tables illustrated in FIG. 28H, and parameter selection
mechanisms (e.g. random number generator, or lyrical-input based parameter selector) as described
above.

In general, the chord length is selected using the probability-based chord length parameter
table set up within the subsystem based on the musical experience descriptors provided to the
system by the system user. The selected chord length is used during the automated music
composition and generation process of the present invention so as to generate a part of the piece of
music being composed, as illustrated in the musical score representation illustrated at the bottom of
FIG. 2704.

The Parameter Transformation Engine Subsystem B51 generates the probability-weighted
set of chord length parameter tables for the various musical experience descriptors selected by the
system user and provided to the input subsystem BO. In FIGS. 2701 through 2704, probability-
based parameter tables employed in the subsystem B11 are set up for the exemplary “emotion-
type” musical experience descriptor — HAPPY — and used during the automated music composition
and generation process so as to generate a part of the piece of music being composed, as illustrated
in the musical score representation illustrated at the bottom of the figure drawing.

The subsystem B11 uses system-user-supplied musical experience descriptors and timing
parameters, and the parameter tables loaded to subsystem Bl1, to create the chord lengths
throughout the piece (usually, though not necessarily, in terms of beats and measures). For
example, a chord in a 4/4 measure might last for two beats, and based on this information the next
chord might last for 1 beat, and based on this information the final chord in the measure might last
for 1 beat. The first chord might also last for one beat, and based on this information the next chord

might last for 3 beats.
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As shown in FIGS. 2701 through 2704, the chord length tables shown in FIGS. 28H are
loaded from subsystem B51, and in a parallel manner, the initial chord length for the first sub-
phrase a is determined using the initial chord length table, and the second chord length for the first
sub-phrase a is determined using both the initial chord length table and the second chord length
table, as shown. Likewise, the initial chord length for the second sub-phrase b is determined using
the initial chord length table, and the second chord length for the second sub-phrase b is determined
using both the initial chord length table and the second chord length table. This process is repeated
for each phrase in the selected song form A B A in the case example. As shown, the output from
the Chord Length Generation Subsystem B11 is the set of sub-phrase chord lengths, for the phrase
A B A in the selected song form. These sub-phrase chord lengths are graphically represented on

the musical score representation shown in FIG. 2704,

Specification Of The Unique Sub-Phrase Generation Subsystem (B14)

FIG. 27P shows the Unique Sub-Phrase Generation Subsystem (B14) used in the
Automated Music Composition and Generation Engine and System of the present invention. The
Unique Sub-Phrase Generation Subsystem B14 determines how many unique sub-phrases are in
cach phrase in the musical piece being composed. This information is based on either user inputs
(if given), computationally-determined value(s), or a combination of both, and is a fundamental
building block of any musical piece.

As shown in FIG. 27P, this subsystem B14 is supported by a Sub-Phrase Analyzer and a
Chord Length Analyzer. The primary function of the Sub-Phrase Analyzer in the Unique Sub-
Phrase Generation Subsystem B20 is to determine the functionality and possible derivations of a
sub-phrase or sub-phrases. During operation, the Sub-Phrase Analyzer uses the tempo, meter,
form, chord(s), harmony(s), and structure of a piece, section, phrase, or other length of a music
piece to determine its output. The primary function of Chord Length Analyzer in the Unique Sub-
Phrase Generation Subsystem B20 is to determine the length of a chord and/or sub-phrase. During
operation, the Chord Length Analyzer uses the tempo, meter, form, chord(s), harmony(s), and
structure of a piece, section, phrase, or other length of a music piece to determine its output.

As shown in FIG. 27P, the Unique Sub-Phrase Generation Subsystem B14 uses the Sub-
Phrase Analyzer and the Chord Length Analyzer to automatically analyze the data output (i.c. set
of sub-phrase length measures) produced from the Sub-Phrase Length (Rhythmic Length)
Generation Subsystem B15 to generate a listing of the number of unique sub-phrases in the piece.
For example, if a 30 second piece of music has four 7.5 second sub-phrases, then there might be
four unique sub-phrases that each occur once, three unique sub-phrases (two of which occur once
cach and one of which occurs twice), two unique sub-phrases that occur twice each, or one unique

sub-phrase that occurs four times, and the Unique Sub-Phrase Generation Subsystem B14 will
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automatically make such determinations during the automated music composition and generation

process of the present invention.

Specification Of The Number of Chords in Sub-Phrase Calculation Subsystem (B16)

FIG. 27Q shows the Number Of Chords In Sub-Phrase Calculation Subsystem (B16) used
in the Automated Music Composition and Generation Engine and System of the present invention.
The Number of Chords in Sub-Phrase Calculator determines how many chords are in each sub-
phrase. This information is based on either user inputs (if given), computationally-determined
value(s), or a combination of both and is a fundamental building block of any musical piece. The
number of chords in a sub-phrase is calculated using the computed unique sub-phrases, and
wherein the number of chords in the sub-phrase is used during the automated music composition
and generation process of the present invention.

As shown in FIG. 27Q, this subsystem B16 is supported by a Chord Counter. During
operation, subsystem B16 combines the outputs from subsystem B11, B14, and B15 to calculate
how many chords are in each sub-phrase. For example, if every chord length in a two-measure sub-
phrase is one measure long, then there are two chords in the sub-phrase, and this data will be

produced as output from the Number Of Chords In Sub-Phrase Calculation Subsystem B16.

Specification Of The Phrase Length Generation Subsystem (B12)

FIG. 27R shows a schematic representation of the Phrase Length Generation Subsystem
(B12) used in the Automated Music Composition and Generation Engine and System of the present
invention. Rhythm, or the subdivision of a space of time into a defined, repeatable pattern or the
controlled movement of music in time, is a fundamental building block of any musical piece. The
Phrase Length Generation Subsystem B12 determines the length or rhythm of each phrase in the
musical piece. This information is based on either user inputs (if given), computationally-
determined value(s), or a combination of both. The lengths of the phrases are measured using a
phrase length analyzer, and the length of the phrases (in number of measures) are then used during
the automated music composition and generation process of the present invention.

As shown in FIG. 27R, this subsystem B12 is supported by a Phrase Length Analyzer. The
primary functionality of the Phrase length Analyzer is to determine the length and/or rhythmic
value of a phrase. The Phrase Length Analyzer considers the length(s) and/or rhythmic value(s) of
all sub-phrases and other structural elements of a musical piece, section, phrase, or additional
segment(s) to determine its output.

Taking into consideration inputs received from subsystem Bl, B31 and/or B40, the

subsystem B12 creates the phrase lengths of the piece of music being automatically composed. For
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example, a one-minute second piece of music might have two phrases of thirty seconds or three
phrases of twenty seconds. The lengths of the sub-sections previously created are used to inform
the lengths of each phrase, as a combination of one or more sub-sections creates the length of the
phrase. The output phrase lengths are graphically illustrated in the music score representation

shown in FIG. 27R

Specification Of The Unique Phrase Generation Subsystem (B10)

FIG. 27S shows the Unique Phrase Generation Subsystem (B10) used in the Automated
Music Composition and Generation Engine of the present invention. Phrase, or a musical unit
often regarded as a dependent division of music, is a fundamental building block of any musical
piece. The Unique Phrase Generation Subsystem B10 determines how many unique phrases will be
included in the musical piece. This information is based on ecither user inputs (if given),
computationally-determined value(s), or a combination of both. The number of unique phrases is
determined using a phrase analyzer within subsystem B10, and number of unique phrases is then
used during the automated music composition and generation process of the present invention.

As shown in FIG. 275, the subsystem B10 is supported by a Phrase (Length) Analyzer.
The primary functionality of the Phrase Length Analyzer is to determine the length and/or rhythmic
value of a phrase. The Phrase Length Analyzer considers the length(s) and/or rhythmic value(s) of
all sub-phrases and other structural elements of a musical piece, section, phrase, or additional
segment(s) to determine its output.

Within the Unique Phrase Generation Subsystem (B10), the Phrase Analyzer analyzes the
data supplied from subsystem B12 so as to generate a listing of the number of unique phrases or
sections in the piece to be composed. If a one-minute picce of music has four 15 second phrases,
then there might be four unique phrases that each occur once, three unique phrases (two of which
occur once each and one of which occurs twice), two unique phrases that occur twice each, or one

unique phrase that occurs four times, and this data will be produced as output from Subsystem B10.

Specification Of The Number of Chords in Phrase Calculation Subsystem (B13)

FIG. 27T shows the Number Of Chords In Phrase Calculation Subsystem (B13) used in the
Automated Music Composition and Generation Engine of the present invention. The Number of
Chord in Phrase Calculator determines how many chords are in each phrase. This information is
based on either user inputs (if given), computationally-determined value(s), or a combination of
both and is a fundamental building block of any musical piece.

As shown in FIG. 27T, the subsystem B13 is supported by a Chord Counter. The primary

functionality of the Chord Counter is to determine the number of chords in a phrase. Chord Counter

132



WO 2017/058844 PCT/US2016/054066

within subsystem B13 determines the number of chords in each phrase by dividing the length of
cach phrase by the rhythms and/or lengths of the chords within the phrase. For example, a 30
second phrase having a tempo of 60 beats per minute in a 4/4 meter that has consistent chord
lengths of one quarter note throughout, would have thirty chords in the phrase. The computed
number of chords in a phrase is then provided as output from subsystem B13 and used during the

automated music composition and generation process of the present invention.

Specification Of The Initial General Rhythm Generation Subsystem (B17)

FIG. 27U shows the Initial General Rhythm Generation Subsystem (B17) used in the
Automated Music Composition and Generation Engine and System of the present invention. A
chord, or the sounding of two or more notes (usually at least three) simultancously, is a
fundamental building block of any musical piece. The Initial General Rhythm Generation
Subsystem B17 determines the initial chord or note(s) of the musical piece being composed. This
information is based on cither user inputs (if given), computationally-determined value(s), or a
combination of both.

As shown in FIG. 27U, the Initial General Rhythm Generation Subsystem B17 is supported
by initial chord root note tables shown in FIG. 281 and chord function table shown in FIG. 28I, a
Chord Tonality Analyzer and parameter selection mechanisms (e.g. random number generator, or
lyrical-input based parameter selector) described above. The primary function of the Chord
Function Tonality Analyzer is to determine the tonality of a chord or other harmonic material and
thus determines the pitches included in the tonality. During operation, the Chord Function Tonality
Analyzer considers the key(s), musical function(s), and root note(s) of a chord or harmony to
determine its tonality.

The Parameter Transformation Engine Subsystem B51 generates the probability-weighted
data set of root notes and chord function (i.e. parameter tables) for the various musical experience
descriptors selected by the system user and supplied to the input subsystem BO. In FIG. 27U,
probability-based parameter tables (i.e. the probability-based initial chord root tables and
probability-based chord function table) employed in the subsystem 27U are set up for the
exemplary “emotion-type” musical experience descriptor — HAPPY — and used during the
automated music composition and generation process.

Subsystem B17 uses parameter tables generated and loaded by subsystem B51 so as to
select the initial chord of the piece. For example, in a “Happy” piece of music in C major, there
might be a one third probability that the initial chord is a C major triad, a one third probability that
the initial chord is a G major triad, and a one third probability that the initial chord is an F major

triad.
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As shown in FIG. 27U, the subsystem B17 accesses the initial chord root note table and
using a random number generator or other parameter selection mechanism, selects an initial root
note (e.g. initial root note = 7 in the case example). Thercafter, the subsystem B17 accesses the
chord function table shown in FIG. 28I, and using a random number generator or other parameter
selection mechanism, selects an initial chord function (e.g. initial chord function = 1 in the case
example). Then the subsystem B17 uses the Chord Function Analyzer to consider the key(s),
musical function(s), and root note(s) of a chord or harmony to determine the tonality of the initial
chord function. As shown, the Major Triad is identified as the initial chord function tonality, and
the iitial chord is identified as a G Major Triad, which are shown on the musical score

representation shown in FIG. 27U.

Specification Of The Sub-Phrase Chord Progression Generation Subsystem (B19)

FIGS. 27V1, 27V2 and 27V3 show the Sub-Phrase Chord Progression Generation
Subsystem (B19) used in the Automated Music Composition and Generation Engine of the present
invention. Chord, or the sounding of two or more notes (usually at least three) simultaneously, is a
fundamental building block of any musical piece. The Sub-Phrase Chord Progression Generation
Subsystem B19 determines what the chord progression will be for each sub-phrase of the musical
piece. This information is based on cither user inputs (if given), computationally-determined
value(s), or a combination of both.

As shown in 27V1, 27V2 and 27V3, the Sub-Phrase Chord Progression Generation
Subsystem B19 is supported by the chord root tables, chord function root modifier tables, the chord
root modifier tables, the current function tables, and the beat root modifier table tables shown in
FIGS. 28J1 and 28J2, a Beat Analyzer, and a parameter selection mechanism (¢.g. random number
generator, or lyrical-input based parameter selector). The primary function of the Beat Analyzer is
to determine the position in time of a current or future musical event(s). The beat analyze uses the
tempo, meter, and form of a piece, section, phrase, or other structure to determine its output.

The Parameter Transformation Engine Subsystem B51 generates the probability-weighted
set of sub-phrase chord progression parameter tables for the various musical experience descriptors
selected by the system user and supplied to the input subsystem B0O. The probability-based
parameter tables (i.e. chord root table, chord function root modifier table, and beat root modifier
table) employed in the subsystem is set up for the exemplary “emotion-type™ musical experience
descriptor — HAPPY — and used during the automated music composition and generation process of
the present invention.

As shown in FIGS. 27V1 and 27V2, the Subsystem B19 accessed the chord root tables
generated and loaded by subsystem B51, and uses a random number generator or suitable

parameter selection mechanism to select the initial chord of the piece. For example, in a “Happy”
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piece of music in C major, with an initial sub-phrase chord of C major, there might be a one third
probability that the next chord is a C major triad, a one third probability that the next chord is a G
major triad, and a one third probability that the next chord is an F major triad. This model takes
into account every possible preceding outcome, and all possible future outcomes, to determine the
probabilities of each chord being selected. This process repeats from the beginning of each sub-
phrase to the end of each sub-phrase.

As indicated in FIGS. 27V2 and 27V 3, the subsystem B19 accesses the chord function
modifier table loaded into the subsystem, and adds or subtracts values to the original root note
column values in the chord root table.

Then as indicated in FIGS. 27V2 and 27V3, the subsystem B19 accesses the beat root
modifier table loaded into the subsystem B19, as shown, and uses the Beat Analyzer to determine
the position in time of a current or future musical event(s), by considering the tempo, meter, and
form of a piece, section, phrase, or other structure, and then selects a beat root modifier. In the
case example, the upcoming beat in the measure equals 2.

The subsystem B19 then adds the beat root modifier table values to or subtracted from the
original root note column values in the chord root table.

As shown in FIG. 27V3, using a random number generator, or other parameter selection
mechanism, the subsystem B19 selects the next chord root.

Beginning with the chord function root modifier table, the process described above is
repeated until all chords have been selected.

As shown in FIG. 27V3, the chords which have been automatically selected by the Sub-
Phrase Chord Progression Generation Subsystem B19 are graphically shown on the musical score

representation for the piece of music being composed.

Specification Of The Phrase Chord Progression Generation Subsystem (B18)

FIG. 27W shows the Phrase Chord Progression Generation Subsystem (B18) used in the
Automated Music Composition and Generation Engine and System of the present invention. A
chord, or the sounding of two or more notes (usually at least three) simultancously, is a
fundamental building block of any musical piece. The Phrase Chord Progression Generation
Subsystem B18 determines, except for the initial chord or note(s), the chords of each phrase in the
musical piece. This information is based on either user inputs (if given), computationally-
determined value(s), or a combination of both. In general, phrase chord progression is determined
using the sub-phrase analyzer, and wherein improved phrases are used during the automated music
composition and generation process of the present invention so as to generate a part of the piece of
music being composed, as illustrated in the musical score representation illustrated at the bottom of

the figure.
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As shown in FIG. 27W, the Phrase Chord Progression Generation Subsystem B18 is
supported by a Sub-Phrase (Length) Analyzer. The primary function of the Sub-Phrase (Length)
Analyzer is to determine the position in time of a current or future musical event(s). The beat
analyze uses the tempo, meter, and form of a piece, section, phrase, or other structure to determine
its output.

During operation, Phrase Chord Progression Generation Subsystem B18 receives the
output from Initial Chord Generation Subsystem B17 and modifies, changes, adds, and deletes
chords from cach sub-phrase to generate the chords of each phrase. For example, if a phrase
consists of two sub-phrases that each contain an identical chord progression, there might be a one
half probability that the first chord in the second sub-phrase is altered to create a more musical
chord progression (following a data set or parameter table created and loaded by subsystem B51)

for the phrase and a one half probability that the sub-phrase chord progressions remain unchanged.

Specification Of The Chord Inversion Generation Subsystem (B20)

FIGS. 27X1, 27X2 and 27X3 show the Chord Inversion Generation Subsystem (B20) used
in the Automated Music Composition and Generation Engine of the present invention. The Chord
Inversion Generation Subsystem B20 determines the inversion of each chord in the musical piece.
This information is based on either user inputs (if given), computationally-determined value(s), or a
combination of both. Inversion, or the position of notes a chord, is a fundamental building block of
any musical piece. Chord inversion is determined using the initial chord inversion table and the
chord inversion table.

As shown in FIGS. 27X1 and 27X2, this Subsystem B20 is supported by the initial chord
inversion table and the chord inversion table shown in FIG. 28K, and parameter selection
mechanisms (¢.g. random number generator or lyrical-input based parameter selector).

The Parameter Transformation Engine Subsystem B51 generates the probability-weighted
set of chord inversion parameter tables for the various musical experience descriptors selected by
the system user and provided to the input subsystem BO. In FIGS. 27X1 through 27X3, the
probability-based parameter tables (i.e. initial chord inversion table, and chord inversion table)
employed in the subsystem are set up for the exemplary “emotion-type” musical experience
descriptor — HAPPY.

As shown in FIGS. 27X 1 and 27X2, the Subsystem B20 receives, as input, the output from
the Subsystem B19, and accesses the initial chord inversion tables and chord inversion tables
shown in FIG. 28K and loaded by subsystem B51. The subsystem B20 determines an initial
inversion for each chord in the piece, using the random number generator or other parameter

selection mechanism.
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For example, if a C Major triad is in root position (C, E, G) and the next chord is a G
Major triad, there might be a one third probability that the G Major triad is in root position, a one
third probability that the G Major triad is in the first inversion (E, G, C), or a one third probability
that the G Major triad is in the second inversion (G, C, E).

As shown in FIG. 27X3, after the inversion of an initial chord has been determined, the
chord inversion selection process is repeated until all chord inversions have been selected. All
previous inversion determinations affect all future ones. An upcoming chord inversion in the piece
of music, phrase, sub-phrase, and measure affects the default landscape of what chord inversions
might be selected in the future.

As shown in FIG. 27X3, the final list of inverted chords are shown graphically displayed in

the musical score representation located at the bottom of FIG. 27X3.

Specification Of The Melody Sub-Phrase Length Generation Subsystem (B25)

FIG. 27Y shows the Melody Sub-Phrase Length Generation Subsystem (B25) used in the
Automated Music Composition and Generation Engine of the present invention. Rhythm, or the
subdivision of a space of time into a defined, repeatable pattern or the controlled movement of
music in time, is a fundamental building block of any musical piece. The Melody Sub-Phrase
Length Generation Subsystem B25 determines the length or rhythm of each melodic sub-phrase in
the musical piece. This information is based on either user inputs (if given), computationally-
determined value(s), or a combination of both.

As shown in FIG. 27Y, this subsystem B25 is supported by the melody length table shown
in FIG. 28L1, and a parameter selection mechanism (e.g. random number generator, or lyrical-
input based parameter selector).

The Parameter Transformation Engine Subsystem B51 generates the probability-weighted
data set of sub-phrase lengths (i.e. parameter tables) for the various musical experience descriptors
selected by the system user and provided to the input subsystem BO. In FIG. 27Y, the probability-
based parameter programming tables employed in the subsystem is set up for the exemplary
“emotion-type” musical experience descriptor — HAPPY — and used during the automated music
composition and generation process of the present invention.

During operation, subsystem B25 uses, as inputs, all previous unique sub-phrase length
outputs, in combination with the melody length parameter tables loaded by subsystem B51 to
determine the length of each sub-phrase melody.

As indicated in FIG. 27Y, the subsystem B25 uses a random number generator or other
parameter selection mechanism to select a melody length for each sub-phrase in the musical piece
being composed. For example, in a sub-phrase of 5 seconds, there might be a one half probability

that a melody occurs with this sub-phrase throughout the entire sub-phrase and a one half
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probability that a melody does not occur with this sub-phrase at all. As shown, the melody length
selection process is carried out in process for each sub-phrase a, b and c.

As shown in the case example, the output of subsystem B25 is a set of melody length
assignments to the musical being composed, namely: the a sub-phrase is assigned a “d™ length
equal to 6/4; the b sub-phrase is assigned an “¢” length equal to 7/4; and the ¢ sub-phrase is
assigned an “f” length equal to 6/4.

Specification Of The Melody Sub-Phrase Generation Subsystem (B24)

FIGS. 2771 and 2772 show the Melody Sub-Phrase Generation Subsystem (B24) used in
the Automated Music Composition and Generation Engine of the present invention. Melody, or a
succession of tones comprised of mode, rhythm, and pitches so arranged as to achieve musical
shape, is a fundamental building block of any musical piece. The Melody Sub-Phrase Generation
Subsystem determines how many melodic sub-phrases are in the melody in the musical piece. This
information is based on cither user inputs (if given), computationally-determined value(s), or a
combination of both.

As shown in FIGS. 2771 and 2772, the Melody Sub-Phrase Generation Subsystem B24 is
supported by the sub-phrase melody placement tables shown in FIG. 2812, and parameter selection
mechanisms (e.g. random number generator, or lyrical-input based parameter selector) described
hereinabove.

The Parameter Transformation Engine Subsystem B51 generates the probability-weighted
set of melodic sub-phrase length parameter tables for the various musical experience descriptors
selected by the system user and provided to the input subsystem BO. In FIG. 2771, the probability-
based parameter tables employed in the subsystem B24 are set up for the exemplary “emotion-
type” musical experience descriptor — HAPPY — and used during the automated music composition
and generation process of the present invention.

As shown in FIGS. 2771 and 2772, for each sub-phrase melody d, e and f, the Melody
Sub-Phrase Generation Subsystem B24 accesses the sub-phrase melody placement table, and
selects a sub-phrase melody placement using a random number generator, or other parameter
selection mechanism, discussed hereinabove.

As shown in the case example, the subsystem B24 might select a table parameter having
one half probability that, in a piece 30 seconds in length with 2 phrases consisting of three 5 second
sub-phrases each, each of which could contain a melody of a certain length as determined in B25.
This is instance, there is a one half probability that all three sub-phrases’ melodic lengths might be
included in the first phrase’s melodic length and a one half probability that only one of the three
sub-phrases’ total melodic lengths might be included in the first phrase’s total melodic length.
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As shown in FIGS. 27Z1 and 2772, the subsystem B24 make seclections from the
parameter tables such that the sub-phrase melody length d shall start 3 quarter notes into the sub-
phrase, that that the sub-phrase melody length ¢ shall start 2 quarter notes into the sub-phrase, and
that the sub-phrase melody length f shall start 3 quarter notes into the sub-phrase. These starting
positions for the sub-phrases are the outputs of the Melody Sub-Phrase Generation Subsystem B24,
and are illustrated in the first stave in the musical score representation set forth on the bottom of
FIG. 2772 for the piece of music being composed by the automated music composition process of

the present invention.

Specification Of The Melody Phrase Length Generation Subsystem (B23)

FIG. 27AA shows the Melody Phrase Length Generation Subsystem (B23) used in the
Automated Music Composition and Generation Engine (E1) and System of the present invention.
Melody, or a succession of tones comprised of mode, rhythm, and pitches so arranged as to achieve
musical shape, is a fundamental building block of any musical piece. The Melody Phrase Length
Generation Subsystem B23 determines the length or rhythm of each melodic phrase in the musical
piece. This information is based on cither user inputs (if given), computationally-determined
value(s), or a combination of both. The resulting phrase length of the melody is used during the
automated music composition and generation process of the present invention.

As illustrated in FIG. 27AA, the Melody Phrase Length Generation Subsystem B23 is
supported a Sub-Phrase Melody Analyzer. The primary function of the Sub-Phrase Melody
Analyzer is to determine a modified sub-phrase structure(s) in order to change an important
component of a musical piece to improve the phrase melodies. The Sub-Phrase Melody Analyzer
considers the melodic, harmonic, and time-based structure(s) of a musical piece, section, phrase, or
additional segment(s) to determine its output. The phase melodies are modified by examining the
rhythmic, harmonic, and overall musical context in which they exist, and altering or adjusting them
to better fit their context.

As shown in FIG. 27AA, the Melody Phrase Length Generation Subsystem B23 transforms
the output of subsystem B24 to the larger phrase-level melodic material. Using the inputs all
previous phrase and sub-phrase outputs, in combination with data sets and tables loaded by
subsystem B351, this subsystem B23 has the capacity to create a melodic piece having 30 seconds in
length with three 10 second phrases, each of which could contain a melody of a certain length as
determined in Subsystem B24. All three melodic lengths of all three phrases might be included in
the piece’s melodic length, or only one of the total melodic lengths of the three phrases might be
included in the piece’s total melodic length. There are many possible variations in melodic phrase

structure, only constrained by the grammar used to generate the phrase and sub-phrase structures of
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the musical piece being composed by the system (i.e. automated music composition and generation
machine) of the present invention.

As shown in FIG. 27AA, the Melody Phrase Length Generation Subsystem B23 outputs,
for the case example, (i) the melody phrase length and (ii) the number of quarter notes into the sub-
phrase when the melody starts, for each of the melody sub-phrases d, e and f, to form a larger piece
of phrase-level melodic material for the musical piece being composed by the automated system of
the present invention.

The resulting melody phrase lengths are then used during the automated music
composition and generation process to generate the piece of music being composed, as illustrated
in the first stave of the musical score representation illustrated at the bottom of the process diagram
in FIG. 27AA.

Specification Of The Melody Unique Phrase Generation Subsystem (B22)

FIG. 27BB shows the Melody Unique Phrase Generation Subsystem (B22) used in the
Automated Music Composition and Generation Engine of the present invention. Melody, or a
succession of tones comprised of mode, rhythm, and pitches so arranged as to achieve musical
shape, is a fundamental building block of any musical piece. The Melody Unique Phrase
Generation Subsystem determines how many unique melodic phrases will be included in the
musical piece. This information is based on either user inputs (if given), compute-determined
value(s), or a combination of both. The unique melody phrase is determined using the unique
melody phrase analyzer. This process takes the outputs of all previous phrase and sub-phrase
subsystems and, in determining how many unique melodic phrases need to be created for the piece,
creates the musical and non-musical data that subsystem B21 needs in order to operate.

As shown in FIG. 27BB, the Melody Unique Phrase Generation Subsystem B22 is
supported by a Unique Melody Phrase Analyzer which uses the melody(s) and other musical events
in a musical piece to determine and identify the “unique™ instances of a melody or other musical
event in a piece, section, phrase, or other musical structure. A unique melody phrase is one that is
different from the other melody phrases.

The unique melody phrase analyzer compares all of the melodic and other musical events
of a piece, section, phrase, or other structure of a music piece to determine unique melody phrases
for its data output.

As shown in FIG. 27BB, the subsystem B22 uses the Unique Melody Phrase Analyzer to
determine and identify the unique instances of a melody or other musical event in the melody
phrases d, ¢ and f supplied to the input ports of the subsystem B22.

As shown in FIG. 27BB, the output from the Melody Unique Phrase Generation Subsystem
B22 is two (2) unique melody phrases.
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The resulting unique melody phrases are then used during the subsequent stages of the

automated music composition and generation process of the present invention.

Specification Of The Melody Length Generation Subsystem (B21)

FIG. 27CC shows the Melody Length Generation Subsystem (B21) used in the Automated
Music Composition and Generation Engine of the present invention. Melody, or a succession of
tones comprised of mode, rhythm, and pitches so arranged as to achieve musical shape, is a
fundamental building block of any musical piece. The Melody Length Generation Subsystem
determines the length of the melody in the musical piece. This information is based on either user
inputs (if given), compute-determined value(s), or a combination of both. The melody length is
determined using the phrase melody analyzer.

As shown in FIG. 27CC, the Melody Length Generation Subsystem B21 is supported by a
Phrase Melody Analyzer to determine a modified phrase structure(s) in order to change an
important component of a musical piece to improve piece melodies. In general, all phrases can be
modified to create improved piece melodies. The Phrase Melody Analyzer considers the melodic,
harmonic (chord), and time-based structure(s) (the tempo, meter) of a musical piece, section,
phrase, or additional segment(s) to determine its output. For example, the Phrase Melody Analyzer
might determine that a 30 second piece of music has six 5-second sub-phrases and three 10-second
phrases consisting of two sub-phrases each. Alternatively, the Phrase Melody Analyzer might
determine that the melody is 30 seconds and does occur more than once.

As shown in FIG. 27CC, the subsystem B21 uses the Phrase Melody Analyzer to
determine and identify phrase melodies having a modified phrase structure in melody phrase d and
¢, to form new phrase melodies d, d+e, and ¢, as shown in the musical score representation shown
in FIG. 27CC.

The resulting phrase melody is then used during the automated music composition and
generation process to generate a larger part of the piece of music being composed, as illustrated in
the first stave of the musical score representation illustrated at the bottom of the process diagram in

F1G. 27CC.

Specification Of The Melody Note Rhythm Generation Subsystem (B26)

FIGS. 27DD1, 27DD2 and 27DD3 show the Melody Note Rhythm Generation Subsystem
(B26) used in the Automated Music Composition and Generation Engine of the present invention.
Rhythm, or the subdivision of a space of time into a defined, repeatable pattern or the controlled
movement of music in time, is a fundamental building block of any musical piece. The Melody

Note Rhythm Generation Subsystem determines what the default melody note rhythm(s) will be for
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the musical piece. This information is based on either user inputs (if given), computationally-
determined value(s), or a combination of both.

As shown in FIGS. 27DD1, 27DD2 and 27DD3. Melody Note Rhythm Generation
Subsystem B26 is supported by the initial note length parameter tables, and the initial and second
chord length parameter tables shown in FIG. 28M, and parameter selection mechanisms (e.g.
random number generator, or lyrical-input based parameter selector) discussed hereinabove.

The Parameter Transformation Engine Subsystem B51 generates the probability-weighted
set of parameter tables for the various musical experience descriptors selected by the system user
and provided to the input subsystem B0O. As shown in FIGS. 27DD1, 27DD2 and 27DD3, the
probability-based parameter programming tables employed in the subsystem are set up for the
exemplary “emotion-type” musical experience descriptor — HAPPY — and used during the
automated music composition and generation process of the present invention.

As shown in FIGS. 27DDI1 through 27DD3, Subsystem B26 uses parameter tables loaded
by subsystem B51, B40 and B41 to select the initial thythm for the melody and to create the entire
rhythmic material for the melody (or melodies) in the piece. For example, in a melody that is one
measure long in a 4/4 meter, there might be a one third probability that the initial thythm might last
for two beats, and based on this information the next chord might last for 1 beat, and based on this
information the final chord in the measure might last for 1 beat. The first chord might also last for
one beat, and based on this information the next chord might last for 3 beats. This process
continues until the entire melodic material for the piece has been rhythmically created and is
awaiting the pitch material to be assigned to each rhythm.

Notably, the rhythm of each melody note is dependent upon the rhythms of all previous
melody notes; the rhythms of the other melody notes in the same measure, phrase, and sub-phrase;
and the melody rhythms of the melody notes that might occur in the future. Each preceding melody
notes rhythm determination factors into the decision for a certain melody note’s rhythm, so that the
second melody note’s rhythm is influenced by the first melody note’s rhythm, the third melody
note’s thythm is influenced by the first and second melody notes” rhythms, and so on.

As shown in FIGS. 27DD1 through 27DD3, the subsystem B26 manages a multi-stage
process that (i) selects the initial rthythm for the melody, and (ii) creates the entire rhythmic
material for the melody (or melodies) in the piece being composed by the automated music
composition machine.

As shown in FIGS. 27DD1 and 27DD?2, this process involves selecting the initial note
length (i.e. note rhythm) by employing a random number generator and mapping its result to the
related probability table. During the first stage, the subsystem B26 uses the random number
generator (as described hereinabove), or other parameter selection mechanism discussed
hereinabove, to select an initial note length of melody phrase d from the initial note length table

that has been loaded into the subsystem. Then, as shown in FIGS. 27DD2 and 27DD3, using the
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subsystem B26 selects a second note length and then the third chord note length for melody phrase
d, using the same methods and the initial and second chord length parameter tables. The process
continues until the melody phrase length d is filled with quarter notes. This process is described in
greater detail below.

As shown in FIG. 27DD2, the second note length is selected by first selecting the column
of the table that matches with the result of the initial note length process and then employing a
random number generator and mapping its result to the related probability table. During the second
stage, the subsystem B26 starts putting notes into the melody sub-phrase d-¢ until the melody
starts, and the process continues until the melody phrase d-¢ is filled with notes.

As shown in FIG. 27DD3, the third note length is selected by first selecting the column of
the table that matches with the results of the initial and second note length processes and then
employing a random number generator and mapping its result to the related probability table. Once
the melody phrase d-¢ is filled with notes, the subsystem B26 starts filling notes into the melody
phrase e, during the final stage, and the process continues until the melody phrase ¢ is filled with
notes.

As shown in FIGS. 27DD1 through 27DD3, the subsystem B26 then selects piece melody
rhythms from the filled phrase lengths, d, d-¢ and ¢. The resulting piece melody rhythms are then
ready for use during the automated music composition and generation process of the present
invention, and are illustrated in the first stave of the musical score representation illustrated at the

bottom of FIG. 27DD3.

Specification Of The Initial Pitch Generation Subsystem (B27)

FIG. 27EE shows the Initial Pitch Generation Subsystem (B27) used in the Automated
Music Composition and Generation Engine of the present invention. Pitch, or specific quality of a
sound that makes it a recognizable tone, is a fundamental building block of any musical piece. The
Initial Pitch Generation Subsystem determines what the initial pitch of the melody will be for the
musical piece. This information is based on either user inputs (if given), computationally-
determined value(s), or a combination of both.

As shown in FIG. 27EE, the Initial Pitch Generation Subsystem B27 is supported by the
initial melody parameter tables shown in FIG. 28N, and parameter selection mechanisms (e.g.
random number generator, or lyrical-input based parameter selector) as discussed hereinabove.

The Parameter Transformation Engine Subsystem B51 generates the probability-weighted
data set of initial pitches (i.e. parameter tables) for the various musical experience descriptors
selected by the system user and provided to the input subsystem BO0. In FIG. 27EE, the probability-

based parameter programming tables (e.g. initial pitch table) employed in the subsystem are set up
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for the exemplary “emotion-type™ musical experience descriptor — HAPPY — and used during the
automated music composition and generation process of the present invention.

In general, the Initial Pitch Generation Subsystem B27 uses the data outputs from other
subsystems B26 as well as parameter tables loaded by subsystem B51 to select the initial pitch for
the melody (or melodies) in the piece. For example, in a “Happy”™ piece of music in C major, there
might be a one third probability that the initial pitch is a “C”, a one third probability that the initial
pitch is a “G”, and a one third probability that the initial pitch is an “F”.

As indicated in FIG. 27EE, the subsystem B27 uses a random number generator or other
parameter selection mechanism, as discussed above, to select the initial melody note from the
initial melody table loaded within the subsystem. In the case example, the initial melody note = 7
has been selected from the table by the subsystem B27.

As shown in FIG. 27EE, the selected initial pitch (i.e. initial melody note) for the melody is
the used during the automated music composition and generation process to generate a part of the
piece of music being composed, as illustrated in the first stave of the musical score representation

illustrated at the bottom of the process diagram shown in FIG. 27EE.

Specification Of The Sub-Phrase Pitch Generation Subsystem (B29)

FIGS. 27FF1, 27FF2 and 27FF3 show a schematic representation of the Sub-Phrase Pitch
Generation Subsystem (B29) used in the Automated Music Composition and Generation Engine of
the present invention. The Sub-Phrase Pitch Generation Subsystem B29 determines the sub-phrase
pitches of the musical piece. This information is based on either user inputs (if given),
computationally-determined value(s), or a combination of both. Pitch, or specific quality of a sound
that makes it a recognizable tone, is a fundamental building block of any musical piece.

As shown in FIGS. 27FF1, 27FF2 and 27FF3, the Sub-Phrase Pitch Generation Subsystem
(B29) is supported by the melody note table, chord modifier table, the leap reversal modifier table,
and the leap incentive modifier tables shown in FIGS. 2801, 2802 and 2803, and parameter
selection mechanisms (e.g. random number generator, or lyrical-input based parameter selector) as
discussed in detail hereinabove.

The Parameter Transformation Engine Subsystem B51 generates the probability-weighted
data set of parameter tables for the various musical experience descriptors selected by the system
user and provided to the input subsystem BO. As shown in FIG-27FF1, the probability-based
parameter programming tables employed in the subsystem B29 are set up for the exemplary
“emotion-type” musical experience descriptor — HAPPY — and used during the automated music

composition and generation process of the present invention.
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This subsystem B29 uses previous subsystems as well as parameter tables loaded by
subsystem B51 to create the pitch material for the melody (or melodies) in the sub-phrases of the
piece.

For example, in a melody that is one measure long in a 4/4 meter with an initial pitch of
“C” (for 1 beat), there might be a one third probability that the next pitch might be a “C” (for 1
beat), and based on this information the next pitch be a “D” (for 1 beat), and based on this
information the final pitch in the measure might be an “E” (for 1 beat). Each pitch of a sub-phrase
is dependent upon the pitches of all previous notes; the pitches of the other notes in the same
measure, phrase, and sub-phrase; and the pitches of the notes that might occur in the future. Each
preceding pitch determination factors into the decision for a certain note’s pitch, so that the second
note’s pitch is influenced by the first note’s pitch, the third note’s pitch is influenced by the first
and second notes” pitches, and so on. Additionally, the chord underlying the pitch being selected
affects the landscape of possible pitch options. For example, during the time that a C Major chord
occurs, consisting of notes C E G, the note pitch would be more likely to select a note from this
chord than during the time that a different chord occurs. Also, the notes’ pitches are encourage to
change direction, from either ascending or descending paths, and leap from one note to another,
rather than continuing in a step-wise manner. Subsystem B29 operates to perform such advanced
pitch material generation functions.

As shown in FIGS. 27FF1, 27FF2 and 27FF3, the subsystem 29 uses a random number
generator or other suitable parameter selection mechanisms, as discussed hereinabove, to select a
note (i.e. pitch event) from the melody note parameter table, in each sub-phrase to generate sub-
phrase melodies for the musical piece being composed.

As shown in FIGS. 27FFland 27FF2, the subsystem B29 uses the chord modifier table to
change the probabilities in the melody note table, based on what chord is occurring at the same
time as the melody note to be chosen. The top row of the melody note table represents the root note
of the underlying chord, the three letter abbreviation on the left column represents the chord
tonality, the intersecting cell of these two designations represents the pitch classes that will be
modified, and the probability change column represents the amount by which the pitch classes will
be modified in the melody note table.

As shown in FIGS. 27FF2 and 27FF3, the subsystem B29 uses the leap reversal modifier
table to change the probabilities in the melody note table based on the distance (measured in half
steps) between the previous note(s).

As shown in FIGS. 27FF2 and 27FF3, the subsystem B29 uses the leap incentive modifier
table to change the probabilities in the melody note table based on the distance (measured in half
steps) between the previous note(s) and the timeframe over which these distances occurred.

The resulting sub-phrase pitches (i.e. notes) for the musical piece are used during the

automated music composition and generation process to generate a part of the piece of music being
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composed, as illustrated in the first stave of the musical score representation illustrated at the

bottom of the process diagram set forth in FIG. 27FF3.

Specification Of The Phrase Pitch Generation Subsystem (B28)

FIG. 27GG shows a schematic representation of the phrase pitch generation subsystem
(B28) used in the Automated Music Composition and Generation Engine of the present invention.
Pitch, or specific quality of a sound that makes it a recognizable tone, is a fundamental building
block of any musical piece. The Phrase Pitch Generation Subsystem B28 determines the pitches of
the melody in the musical piece, except for the initial pitch(es). This information is based on either
user inputs (if given), compute-determined value(s), or a combination of both.

As shown in FIG. 27GG, this subsystem is supported by the Sub-Phrase Melody analyzer
and parameter sclection mechanisms (e.g. random number generator, or lyrical-input based
parameter selector).

The primary function of the sub-phrase melody analyzer is to determine a modified sub-
phrase structure(s) in order to change an important component of a musical piece. The sub-phrase
melody analyzer considers the melodic, harmonic, and time-based structure(s) of a musical piece,
section, phrase, or additional segment(s) to determinge its output.

The Parameter Transformation Engine Subsystem B51 generates the probability-weighted
set of melodic note rhythm parameter tables for the various musical experience descriptors selected
by the system user and provided to the input subsystem BO. As shown in FIG. 27GG, the
probability-based parameter tables employed in the subsystem B29 are set up for the exemplary
“emotion-type” musical experience descriptor — HAPPY — and used during the automated music
composition and generation process of the present invention.

The Phrase Pitch Generation Subsystem B28 transforms the output of B29 to the larger
phrase-level pitch material using the Sub-Phrase Melody Analyzer. The primary function of the
sub-phrase melody analyzer is to determine the functionality and possible derivations of a
melody(s) or other melodic material. The Melody Sub-Phrase Analyzer uses the tempo, meter,
form, chord(s), harmony(s), melody(s), and structure of a piece, section, phrase, or other length of a
music piece to determine its output.

Using the inputs all previous phrase and sub-phrase outputs, in combination with data sets
and parameter tables loaded by subsystem B51, this subsystem B28 might create a one half
probability that, in a melody comprised of two identical sub-phrases, notes in the second
occurrence of the sub-phrase melody might be changed to create a more musical phrase-level
melody. The sub-phase melodies are modified by examining the rhythmic, harmonic, and overall

musical context in which they exist, and altering or adjusting them to better fit their context.
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This process continues until the pitch information (i.e. notes) for the entire melodic
material has been created. The determined phrase pitch is used during the automated music
composition and generation process of the present invention, so as to generate a part of the piece of
music being composed, as illustrated in musical score representation set forth in the process
diagram of FIG. 27GG.

The resulting phrase pitches for the musical piece are used during the automated music
composition and generation process of the present invention so as to generate a part of the piece of
music being composed, as illustrated in the first stave of the musical score representation illustrated

at the bottom of the process diagram set forth in FIG. 27GG.

Specification Of The Pitch Octave Generation Subsystem (B30)

FIGS. 27HH1 and 27HH2 show a schematic representation of the Pitch Octave Generation
Subsystem (B30) used in the Automated Music Composition and Generation Engine of the present
invention. Frequency, or the number of vibrations per second of a musical pitch, usually measured
in Hertz (Hz), is a fundamental building block of any musical piece. The Pitch Octave Generation
Subsystem B30 determines the octave, and hence the specific frequency of the pitch, of each note
and/or chord in the musical piece. This information is based on cither user inputs (if given),
computationally-determined value(s), or a combination of both.

As shown in FIGS. 27HHI and 27HH2, the Pitch Octave Generation Subsystem B30 is
supported by the melody note octave table shown in FIG. 28P, and parameter selection
mechanisms (e.g. random number generator, or lyrical-input based parameter selector) as described
hereinabove.

The Parameter Transformation Engine Subsystem B51 generates the probability-weighted
set of melody note octave parameter tables for the various musical experience descriptors selected
by the system user and provided to the input subsystem B0O. In FIGS. 27HH1 and 27HH?2, the
probability-based parameter tables employed in the subsystem is set up for the exemplary
“emotion-type” musical experience descriptor — HAPPY — and used during the automated music
composition and generation process of the present invention.

As shown in FIGS. 27HH1 and 27HH?2, the melody note octave table is used in connection
with the loaded set of notes to determines the frequency of each note based on its relationship to
the other melodic notes and/or harmonic structures in a musical piece. In general, there can be
anywhere from O to just-short-of infinite number of melody notes in a piece. The system
automatically determines this number each music composition and generation cycle.

For example, for a note “C,” there might be a one third probability that the C is equivalent
to the fourth C on a piano keyboard, a one third probability that the C is equivalent to the fifth C on
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a piano keyboard, or a one third probability that the C is equivalent to the fifth C on a piano
keyboard.

The resulting frequencies of the pitches of notes and chords in the musical piece are used
during the automated music composition and generation process of the present invention so as to
generate a part of the piece of music being composed, as illustrated in the first stave of the musical

score representation illustrated at the bottom of the process diagram set forth in FIG. 27HH2.

Specification Of The Instrumentation Subsystem (B38)

FIGS. 27111 and 27112 show the Instrumentation Subsystem (B38) used in the Automated
Music Composition and Generation Engine of the present invention. The Instrumentation
Subsystem B38 determines the instruments and other musical sounds and/or devices that may be
utilized in the musical piece. This information is based on either user inputs (if given), compute-
determined value(s), or a combination of both, and is a fundamental building block of any musical
piece.

As shown in FIGS. 27111 and 27112, this subsystem B38 is supported by the instrument
tables shown in FIGS. 29Q1A and 29Q1B which are not probabilistic-based, but rather plain tables
indicating all possibilities of instruments (i.e. an inventory of possible instruments) separate from
the instrument selection tables shown in FIGS. 28Q2A and 28Q2B, supporting probabilities of any
of these instrument options being selected.

The Parameter Transformation Engine Subsystem B51 generates the data set of
instruments (i.e. parameter tables) for the various “style-type” musical experience descriptors
selectable from the GUI supported by input subsystem BO. In FIGS. 27111 and 27112, the
parameter programming tables employed in the subsystem are set up for the exemplary “style-type”
musical experience descriptor — POP — and used during the automated music composition and
generation process of the present invention. For example, the style parameter “Pop™ might load
data sets including Piano, Acoustic Guitar, Electric Guitar, Drum Kit, Electric Bass, and/or Female
Vocals.

The instruments and other musical sounds selected for the musical piece are used during
the automated music composition and generation process of the present invention so as to generate

a part of the piece of music being composed.

Specification Of The Instrument Selector Subsystem (B39)

FIGS. 27]J1 and 27]JJ2 show a schematic representation of the Instrument Selector
Subsystem (B39) used in the Automated Music Composition and Generation Engine of the present

invention. The Instrument Selector Subsystem B39 determines the instruments and other musical
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sounds and/or devices that will be utilized in the musical piece. This information is based on ¢ither
user inputs (if given), computationally-determined value(s), or a combination of both, and is a
fundamental building block of any musical piece.

As shown in FIGS. 27]J1 and 27]J2, the Instrument Selector Subsystem B39 is supported
by the instrument selection table shown in FIGS. 28Q2A and 28Q2B, and parameter selection
mechanisms (¢.g. random number generator, or lyrical-input based parameter selector). Using the
Instrument Selector Subsystem B39, instruments are selected for each piece of music being
composed, as follows. Each Instrument group in the instrument selection table has a specific
probability of being selected to participate in the piece of music being composed, and these
probabilities are independent from the other instrument groups. Within each instrument group, each
style of instrument and each instrument has a specific probability of being selected to participate in
the piece and these probabilities are independent from the other probabilities.

The Parameter Transformation Engine Subsystem B51 generates the probability-weighted
data set of instrument selection (i.e. parameter) tables for the various musical experience
descriptors selectable from the input subsystem BO. In FIGS. 27JJ1 and 27JJ2, the probability-
based system parameter tables employed in the subsystem is set up for the exemplary “emotion-
type” musical experience descriptor — HAPPY — and “style-type™ musical experience descriptor —
POP-- and used during the automated music composition and generation process of the present
invention.

For example, the style-type musical experience parameter “Pop™ with a data set including
Piano, Acoustic Guitar, Electric Guitar, Drum Kit, Electric Bass, and/or Female Vocals might have
a two-thirds probability that each instrument is individually selected to be utilized in the musical
piece.

There is a strong relationship between Emotion and style descriptors and the instruments
that play the music. For example, a Rock piece of music might have guitars, drums, and keyboards,
whereas a Classical piece of music might have strings, woodwinds, and brass. So when a system
user selects ROCK music as a style, the instrument selection table will show such instruments as
possible selections.

The instruments and other musical sounds selected by Instrument Selector Subsystem B39
for the musical piece are used during the automated music composition and generation process of

the present invention so as to generate a part of the piece of music being composed.

Specification Of The Orchestration Generation Subsystem (B31)

FIGS. 27KK1 through 27KK9, taken together, show the Orchestration Generation
Subsystem (B31) used in the Automated Music Composition and Generation Engine B31 of the

present invention. Orchestration, or the arrangement of a musical piece for performance by an
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instrumental ensemble, is a fundamental building block of any musical piece. From the composed
piece of music, typically represented with a lead sheet (or similar) representation as shown by the
musical score representation at the bottom of FIG. 27JJ1, and also at the top of FIG. 27KK6, the
Orchestration Generation Subsystem B31 determines what music (i.e. set of notes or pitches) will
be played by the selected instruments, derived from the piece of music that has been composed thus
far automatically by the automated music composition process. This orchestrated or arranged
music for each selected instrument shall determine the orchestration of the musical piece by the
selected group of instruments.

As shown in FIGS. 27KK1 through 27KK9, the Orchestration Generation Subsystem
(B31) is supported by the following components: (i) the instrument orchestration prioritization
tables, the instrument function tables, the piano hand function table, piano voicing table, piano
rhythm table, initial piano rhythm table, second note right hand table, second note left hand table,
third note right hand length table, and piano dynamics table as shown in FIGS. 28R1, 28R2 and
28R3; (i1) the piano note analyzer illustrated in FIG. 27KK3, system analyzer illustrated in FIG.
27KK?7, and master orchestration analyzer illustrated in FIG. 27KK9; and (iii) parameter selection
mechanisms (e.g. random number generator, or lyrical-input based parameter selector) as described
in detail above. It will be helpful to briefly describe the function of the music data analyzers
employed in subsystem B31.

As will be explained in greater detail hereinafter, the primary function of the Piano Note
Analyzer illustrated in FIG. 27KK3 is to analyze the pitch members of a chord and the function of
cach hand of the piano, and then determine what pitches on the piano are within the scope of
possible playable notes by each hand, both in relation to any previous notes played by the piano
and any possible future notes that might be played by the piano.

The primary function of the System Analyzer illustrated in FIG. 27KK7 is to analyze all
rhythmic, harmonic, and timbre-related information of a piece, section, phrase, or other length of a
composed music piece to determine and adjust the rhythms and pitches of an instrument's
orchestration to avoid, improve, and/or resolve potential orchestrational conflicts.

Also, the primary function of the Master Orchestration Analyzer illustrated in FIG. 27KK9
is to analyze all rhythmic, harmonic, and timbre-related information of a piece, section, phrase, or
other length of a music piece to determine and adjust the rhythms and pitches of a piece's
orchestration to avoid, improve, and/or resolve potential orchestrational conflicts.

In general, there is a strong relationship between emotion and style descriptors and the
instruments that play the music, and the music that selected instruments perform during the piece.
For example, a piece of music orchestrated in a Rock style might have a sound completely different
than the same piece of music orchestrated in a Classical style. However, the orchestration of the
musical piece may be unrelated to the emotion and style descriptor inputs and solely in existence to

effect timing requests. For example, if a piece of music needs to accent a certain moment,
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regardless of the orchestration thus far, a loud crashing percussion instrument such as a cymbal
might successfully accomplish this timing request, lending itself to a more musical orchestration in
line with the user requests.

As with all the subsystems, Parameter Transformation Engine Subsystem B51 generates
the probability-weighted set of possible instrumentation parameter tables identified above for the
various musical experience descriptors selected by the system user and provided to the Input
Subsystem BO. In FIGS. 27KK1 through 27KK9, the probability-based parameter programming
tables (i.e. instrument orchestration prioritization table, instrument energy tabled, piano energy
table, instrument function table, piano hand function table, piano voicing table, piano rhythm table,
second note right hand table, second note left hand table, piano dynamics table) employed in the
Orchestration Generation Subsystem B51 is set up for the exemplary “emotion-type™ descriptor —
HAPPY - and “style-type” descriptor - POP - and used during the automated music composition
and generation process of the present invention. This musical experience descriptor information is
based on either user inputs (if given), computationally-determined value(s), or a combination of
both.

As illustrated in FIGS. 27KK1 and 27KK2, based on the inputs from subsystems B37,
B38, and B39, the Orchestration Generation Subsystem B51 might determine using a random
number generation, or other parameter selection mechanism, that a certain number of instruments
in a certain stylistic musical category are to be utilized in this piece, and specific order in which
they should be orchestrated. For example, a piece of composed music in a Pop style might have a
one half probability of 4 total instruments and a one half probability of 5 total instruments. If 4
instruments are selected, the piece might then have a instrument orchestration prioritization table
containing a one half probability that the instruments are a piano, acoustic guitar, drum kit, and
bass, and a one half probability that the instruments are a piano, acoustic guitar, electric guitar, and
bass. In FIG. 27KK1, a different set of priorities are shown for six (6) exemplary instrument
orchestrations. As shown, in the case example, the selected instrument orchestration order is made
using a random number generator to provide: piano, electric bass 1 and violin.

The flow chart illustrated in FIGS. 27KK1 through 27KK7 describes the orchestration
process for the piano — the first instrument to be orchestrated. As shown, the steps in the piano
orchestration process include: piano/instrument function selection, piano voicing selection, piano
rhythm length selection, and piano dynamics selection, for each note in the piece of music assigned
to the piano. Details of these steps will be described below.

As illustrated in FIGS. 27KK1 and 27KK2, the Orchestration Generation Subsystem B351
accesses the preloaded instrument function table, and uses a random function generator (or other
parameter selection mechanism) to select an instrument function for each part of the piece of music
being composed (e.g. phrase melody, piece melody etc.). The results from this step of the

orchestration process include the assignment of a function (e.g. primary melody, secondary
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melody, primary harmony, secondary harmony or accompaniment) to each part of the musical
piece. These function codes or indices will be used in the subsequent stages of the orchestration
process as described in detail below.

It is important in orchestration to create a clear hierarchy of each instrument and
instrument groups’ function in a piece or section of music, as the orchestration of an instrument
functioning as the primary melodic instrument might be very different than if it is functioning as an
accompaniment. Examples of “instrument function™ are illustrated in the instrument function table
shown in FIG. 27KK1, and include, for example: primary melody; secondary melody; primary
harmony; secondary harmony; and accompaniment. It is understood, however, that there are many
more instrument functions that might be supported by the instruments used to orchestrate a
particular piece of composed music. For example, in a measure of a “Happy”™ C major piece of
music with a piano, acoustic guitar, drum kit, and bass, the subsystem B31 might assign the melody
to the piano, a supportive strumming pattern of the chord to the acoustic guitar, an upbeat rhythm
to the drum kit, and the notes of the lowest inversion pattern of the chord progression to the bass.
In general, the probabilities of each instrument’s specific orchestration are directly affected by the
preceding orchestration of the instrument as well as all other instruments in the piece.

Therefore, the Orchestration Generation Subsystem B31 orchestrates the musical material
created previously including, but not limited to, the chord progressions and melodic material (i.e.
illustrated in the first two staves of the “lead sheet” musical score representation shown in FIGS.
27KK35 and 27KK6) for the specific instruments selected for the piece. The orchestrated music for
the instruments in the case example, i.¢. violin (VIn.), piano (Pno.) and electric bass (E.B.) shall be
represented on the third, fourth/fifth and six staves of the music score representation in FIGS.
27KK6, 27KK7 and 27KKS8, respectively, generated and maintained for the musical orchestration
during the automated music composition and generation process of the present invention. Notably,
in the case example, illustrated in FIGS. 27KKI1 through 27KK9, the subsystem B31 has
automatically made the following instrument function assignments: (i) the primary melody function
is assigned to the violin (VIn.), wherein the orchestrated music for this instrument function will be
derived from the lead sheet music composition set forth on the first and second staves and then
represented along the third stave of the music representation shown FIG. 27KK6; the secondary
melody function is assigned to the right hand (RH) of the piano (Pno.) while the primary harmony
function is assigned to the left hand (LH) of the piano, wherein its orchestrated music for these
instrument functions will be derived from the lead sheet music composition set forth on the first
and second staves and then represented along the fourth and fifth staves of the music representation
shown in FIG. 27KK6; and the secondary harmony function is assigned to the electric bass (E.B.),
wherein the orchestrated music for this instrument function will be derived from the lead sheet
music composition set forth on the first and second staves and then represented along the sixth

stave of the music representation shown in FIG. 27KK6.

152



WO 2017/058844 PCT/US2016/054066

For the case example at hand, the order of instrument orchestration has been selected to be:
(1) the piano performing the secondary melody and primary harmony functions with the RH and
LH instruments of the piano, respectively; (2) the violin performing the primary melody function;
and (3) the clectric base (E.B.) performing the primary harmony function. Therefore, the
subsystem B31 will generate orchestrated music for the selected group of instruments in this named
order, despite the fact that violin has been selected to perform the primary melody function of the
orchestrated music.  Also, it is pointed out that multiple instruments can perform the same
instrument functions (i.e. both the piano and violin can perform the primary melody function) if
and when the subsystem B31 should make this determination during the instrument function step of
the orchestration sub-process, within the overall automated music composition process of the
present invention. While subsystem B31 will make instrument function assignments un-front
during the orchestration process, it is noted that the subsystem B31 will use its System and Master
Analyzers discussed above to automatically analyze the entire orchestration of music when
completed and determine whether or not if it makes sense to make new instrument function
assignments and re-generate orchestrated music for certain instruments, based on the lead sheet
music representation of the piece of music composed by the system of the present invention.
Depending on how particular probabilistic or stochastic decisions are made by the subsystem B31,
it may require several complete cycles through the process represented in FIGS. 27KK1 through
27KK9, before an acceptable music orchestration is produced for the piece of music composed by
the automated music composition system of the present invention. This and other aspects of the
present invention will become more readily apparent hereinafter.

As shown in the process diagram of FIGS. 27KK1 through 27KK09, once the function of
cach instrument is determined, then the Subsystem B31 proceeds to load instrument-function-
specific function tables (e.g. piano hand function tables) to support (i) determining the manner in
which the instrument plays or performs its function, based on the nature of each instrument and
how it can be conventionally played, and (i1) generating music (e.g. single notes, diads, melodies
and chords) derived from each note represented in the lead sheet musical score for the composed
piece of music, so as to create an orchestrated piece of music for the instrument performing its
selected instrument function. In the example shown in FIG. 27KK2, the probability-based piano
hand function table is loaded for the selected instrument function in the case example, namely:
secondary melody. While only the probability-based piano hand function (parameter) table is
shown in FIG. 27KK2, for clarity of exposition, it is understood that the Instrument Orchestration
Subsystem B31 will have access to probability-based piano hand function table for each of the
other instrument functions, namely: primary melody; primary harmony; secondary harmony; and
accompaniment. Also, it is understood that the Instrument Orchestration Subsystem B31 will have

access to a set of probability-based instrument function tables programmed for each possible
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instrument function selectable by the Subsystem B31 for each instrument involved in the
orchestration process.

Consider, for example, a piano instrument typically played with a left hand and a right
hand. In this case, a piano accompaniment in a Waltz (in a 3/4 time signature) might have the Left
Hand play every downbeat and the Right Hand play every second and third beat of a piece of music
orchestrated for the piano. Such instrument-specific function assignment for the piano is carried out
by the Instrument Orchestration Subsystem B31 (i) processing each note in the lead sheet of the
piece of composed music (represented on the first and staves of the music score representation in
FIG. 27KK6), and (ii) generating orchestrated music for both the right hand (RH) and left hand
(LH) instruments of the piano, and representing this orchestrated music in the piano hand function
table shown in FIGS. 27KK1 and 27KK3. Using the piano hand function table, and a random
number generator as described hereinabove, the Subsystem B31 processes each note in the lead
sheet musical score and generates music for the right hand and left hand instruments of the piano.

For the piano instrument, the orchestrated music generation process that occurs is carried
out by subsystem B31 as follows. For the first note in the lead sheet musical score, the subsystem
B31 (1) refers to the probabilities indicated in the RH part of the piano hand function table and,
using a random number generator (or other parameter selection mechanism) selects either a
melody, single note or chord from the RH function table, to be generated and added to the stave of
the RH instrument of the piano, as indicated as the fourth stave shown in FIG. 27KK6; and
immediately thereafter (i) refers to the probabilities indicated in the LH part of the piano hand
function table and, using a random number generator (or other parameter selection mechanism)
selects from the selected column in the RH function table, either a melody, single note (non-
melodic), a diad, or chord, to be generated and added to the stave of the LH instrument of the
piano, as indicated as the fifth stave shown in FIG. 27KK6. Notably, a dyad (or diad) is a set of two
notes or pitches, whereas a chord has three or more notes, but in certain contexts a musician might
consider a dyad a chord - or as acting in place of a chord. A very common two-note "chord" is the
interval of a perfect fifth. Since an interval is the distance between two pitches, a dyad can be
classified by the interval it represents. When the pitches of a dyad occur in succession, they form a
melodic interval. When they occur simultaneously, they form a harmonic interval.

As shown in FIGS. 27KK1 and 27KK2, the Instrument Orchestration Subsystem 31
determines which of the previously generated notes are possible notes for the right hand and left
hand parts of the piano, based on the piece of music composed thus far. This function is achieved
the subsystem B31 using the Piano Note Analyzer to analyze the pitch members (notes) of a chord,
and the selected function of each hand of the piano, and then determines what pitches on the piano
(i.e. notes associated with the piano keys) are within the scope of possible playable notes by each
hand (i.c. left hand has access to lower frequency notes on the piano, whereas the right hand has

access to higher frequency notes on the piano) both in relation to any previous notes played by the
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piano and any possible future notes that might be played by the piano. Those notes that are not
typically playable by a particular human hand (RH or LH) on the piano, are filtered out or removed
from the piece music orchestrated for the piano, while notes that are playable should remain in the
data structures associated with the piano music orchestration.

Once the notes are generated for each piano hand, as shown in FIGS. 27KK3 and 27KK4,
the subsystem B31 then performs piano voicing which is a process that influences the vertical
spacing and ordering of the notes (i.¢. pitches) in the orchestrated piece of music for the piano. For
example, the instrument voicing influences which notes are on the top or in the middle of a chord,
which notes are doubled, and which octave each note is in. Piano voicing is achieved by the
Subsystem B31 accessing a piano voicing table, schematically illustrated in FIGS. 27KK1 and
27KK2 as a simplistic two column table, when in reality, it will be a complex table involving many
columns and rows holding parameters representing the various ways in which a piano can play
cach musical event (e.g. single note (non-melodic), chord, diad or melody) present in the
orchestrated music for the piano at this stage of the instrument orchestration process. As shown in
the piano, voicing table, following conventional, each of the twelve notes or pitches on the musical
scale is represented as a number from 0 through 11, where musical note C is assigned number 0, C
sharp is assigned 1, and so forth. While the exemplary piano voicing table of FIG. 27KK3 only
shows the possible LH and RH combination for single-note (non-melodic) events that might occur
within a piece of orchestrated music, it is understood that this piano voicing table in practice will
contain voicing parameters for many other possible musical events (¢.g. chords, diads, and
melodies) that are likely to occur within the orchestrated music for the piano, as is well known in
the art.

Once the manner in which an instrument is going to play generated notes in the piano
orchestrated music has been determined as described above, the subsystem B31 determines the
specifics, including the note lengths or duration (i.e. note rhythms) using the piano rhythm tables
shown in FIGS. 27KK4 and 27KKS5, and continues to specify the note durations for the
orchestrated piece of music until piano orchestration is filled. As shown in FIG. 27KKS35, the piano
note rhythm (i.e. note length) specification process is carried out using as many stages as memory
and data processing will allow within the system of the present invention. In the illustrative
embodiment, three stages are supported within subsystem B31 for sequentially processing an initial
(first) note, a second (sequential) note and a third (sequential) note using (i) the probabilistic-based
initial piano thythm (note length) table having left hand and right hand components, (ii) the second
piano rhythm (note length) table having left hand and right hand components, and (iii) the third
piano rhythm (note length) table having left hand and right hand components, as shown in FIGS.
27KK4 and 27KK35. Notably, for this 3™-order stochastic model, the probability values contained
in the right-hand second piano rhythm (note length) table are dependent upon the initial notes that
might be played by the right hand instrument of the piano and observed by the subsystem B31, and
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the probability values the probability values contained in the right-hand third piano rhythm (note
length) table are dependent in the initial notes that might be played by the right hand instrument of
the piano and observed by the subsystem B31. Likewise, the probability values contained in the
left-hand second piano rhythm (note length) table are dependent upon the initial notes that might be
played by the left hand instrument of the piano and observed by the subsystem B31, and the
probability values the probability values contained in the left-hand third piano rhythm (note length)
table are dependent in the initial notes that might be played by the left hand instrument of the piano
and observed by the subsystem B31.

If a higher order stochastic model where used for piano note rhythm (i.e. note length)
control, then a fourth order and perhaps higher order piano (note) rhythm (note length) tables will
be used to carry out the orchestration process supported within the subsystem B31. The result from
this stage of note processing are notes of specified note length or duration in the orchestrated piece
of music for the piano, as illustrated in musical score representation shown in FIG. 27KK6.

Regardless of the order of the stochastic model used, the Instrument Orchestration
Subsystem B31 will need to determine the proper note lengths (i.e. note rhythms) in each piece of
orchestrated music for a given instrument. So, for example, continuing the previous example, if the
left hand instrument of the piano plays a few notes on the downbeat, it might play some notes for
an ¢ighth note or a half note duration. Each note length is dependent upon the note lengths of all
previous notes; the note lengths of the other notes in the same measure, phrase, and sub-phrase; and
the note lengths of the notes that might occur in the future. Each preceding note length
determination factors into the decision for a certain note’s length, so that the second note’s length is
influenced by the first note’s length, the third note’s length is influenced by the first and second
notes’ lengths, and so on.

Having determined the note lengths for the piano orchestration, the next step performed by
the subsystem B31 is to determine the “dynamics”™ for the piano instrument as represented by the
piano dynamics table indicated in the process diagram shown in FIG. 27KK6. In general, the
dynamics refers to the loudness or softness of a musical composition, and piano or instrument
dynamics relates to how the piano or instrument is played to impart particular dynamic
characteristics to the intensity of sound generated by the instrument while playing a piece of
orchestrated music. Such dynamic characteristic will include loudness and sofiness, and the rate at
which sound volume from the instrument increases or decreases over time as the composition is
being performed. As reflected in the piano dynamics table set forth in the process diagram of FIG.
27KK7, several traditional classes of “dynamics™ have been developed for the piano over the past
several hundred years or so, namely: (i) piano (soft); mezzo piano; mezzo forte. In cach case,
instrument dynamics relates to how the instrument is played or performed by the automated music

composition and generation system of the present invention, or any resultant system, in which the
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system may be integrated and requested to compose, generate and perform music in accordance
with the principles of the present invention.

As shown in FIG. 27KK6, dynamics for the piano instrument are determined using the
piano dynamics table shown in FIGS. 28R1, 28R2 and 2R3 and the random number generator (or
other parameter selection mechanism) to select a piano dynamic for the first note played by the
right hand instrument of the piano, and then the left hand instrument of the piano. While the piano
dynamics table shown in FIG. 27KK6 is shown as a first-order stochastic model for purposes of
simplicity and clarity of exposition, it is understood that in practice the piano dynamics table (as
well as most instrument dynamics tables) will be modeled and implemented as an n-th order
stochastic process, where each note dynamics is dependent upon the note dynamic of all previous
notes; the note dynamics of the other notes in the same measure, phrase, and sub-phrase; and the
note dynamics of the notes that might occur in the future. Each preceding note dynamics
determination factors into the decision for a certain note’s dynamics, so that the second note’s
dynamics is influenced by the first note’s dynamics, the third note’s dynamics is influenced by the
first and second notes” dynamics, and so on. In some cases, the piano dynamics table will be
programmed so that there is a gradual increase or decrease in volume over a specific measure or
measures, or melodic phrase or phrases, or sub-phrase or sub-phrase, or over an entire melodic
piece, in some instances. In other instances, the piano dynamics table will be programmed so that
the piano note dynamics will vary from one specific measure to another measure, or from melodic
phrase to another melodic phrase, or from one sub-phrase or another sub-phrases, or over from one
melodic piece to another melodic phrase, in other instances. In general, the dynamics of the
instrument’s performance will be ever changing, but are often determined by guiding indications
that follow the classical music theory cannon. How such piano dynamics tables might be designed
for any particular application at hand will occur to those skilled in the art having had the benefit of
the teachings of the present invention disclosure.

This piano dynamics process repeats, operating on the next note in the orchestrated piano
music represented in the fourth stave of the music score representation in FIG. 27KK?7 for the right
hand instrument of the piano, and on the next note in the orchestrated piano music represented in
the fifth stave of the music score representation in FIG. 27KK?7 for the left hand instrument of the
piano. The dynamics process is repeated and operates on all notes in the piano orchestration until
all piano dynamics have been selected and imparted for all piano notes in each part of the piece
assigned to the piano. As shown, the resulting musical score representation, with dynamics
markings (e.g. p, mf, f) for the piano is illustrated in the top of FIG. 27KK-7.

As indicated in FIG. 27KK7, the entire Subsystem B31 repeats the above instrument
orchestration process for the next instrument (¢.g. electric bass 1) so that orchestrated music for the
clectric bass is generated and stored within the memory of the system, as represented in the sixth

stave of the musical score representation shown in FIG. 27KKS.
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As shown in FIGS. 27KK7 and 27KKS8, while orchestrating the electric bass instrument,
the subsystem B31 uses the System Analyzer to automatically check for conflicts between
previously orchestrated instruments. As shown, the System Analyzer adjusts probabilities in the
various tables used in subsystem B31 so as to remove possible conflicts between orchestrated
instruments. Examples of possible conflicts between orchestrated instrument might include, for
example: when an instrument is orchestrated into a pitch range that conflicts with a previous
instrument (i.e. an instrument plays the exact same pitch/frequency as another instrument that
makes the orchestration of poor quality); where an instrument is orchestrated into a dynamic that
conflicts with a previous instrument (i.e. all instruments are playing quietly and one instrument is
now playing very loudly); and where an instrument is orchestrated to do something that is not
physically possible by a real musician in light of previous orchestrations (i.e. a single percussionist
cannot play 8 drum kits at once). FIG. 27KK8 shows the musical score representation for the
corrected musical instrumentation played by the electric bass (E.B) instrument.

As shown at the bottom of FIG. 27KKS, the Subsystem B31 repeats the above
orchestration process for next instrument (i.e. violin) in the instrument group of the music
composition. The musical score representation for the orchestrated music played by the violin is
set forth in the third stave shown in the topmost music score representation set froth in the process
diagram of FIG. 27KK9.

As shown in FIG. 27KK9, once the orchestration is complete, the Orchestration Generation
Subsystem B13 uses the Master Orchestration Analyzer to modify and improve the resulting
orchestration and corrects any musical or non-musical errors and/or inefficiencies.  In this
example, the octave notes in the second and third base clef staves of the piano orchestration in FIG.
27KK9 have been removed, as shown in the final musical score representation set forth in the
lower part of the process diagram set forth in FIG. 27KK9, produced at the end of this stage of the
orchestration process.

The instruments and other musical sounds selected for the instrumentation of the musical
piece are used during the automated music composition and generation process of the present
invention so as to generate a part of the piece of music being composed, as illustrated in the

musical score representation illustrated at the bottom of FIG. 27KK9.

Specification Of The Controller Code Generation Subsystem (B32)

FIG. 27LL shows the Controller Code Generation Subsystem (B32) used in the Automated
Music Composition and Generation Engine of the present invention. Controller Codes, or musical
instructions including, but not limited to, modulation, breath, sustain, portamento, volume, pan
position, expression, legato, reverb, tremolo, chorus, frequency cutoff, are a fundamental building

block of any Digital Musical Piece. Notably, controller codes (CC) are used to control various
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properties and characteristics of an orchestrated musical composition that fall outside scope of
control of the Instrument Orchestration Subsystem B31, over the notes and musical structures
present in any given piece of orchestrated music. Therefore, while the Instrument Orchestration
Subsystem B31 employs n-th order stochastic models (i.e. probabilistic parameter tables) to control
performance functions such as, for example, instrument function, note length (i.e. note rhythm) and
instrument voicing, for any piece of orchestrated music, the Controller Code Generation Subsystem
B31 employs n-th order stochastic models (i.e. probabilistic parameter tables) to control other
characteristics of a piece of orchestrated music, namely, modulation, breath, sustain, portamento,
volume, pan position, expression, legato, reverb, tremolo, chorus, frequency cutoff, and other
characteristics. In alternative embodiments, some of the control functions that are supported by
the Controller Code Generation Subsystem B32 may be implemented in the Instrument
Orchestration Subsystem B31, and vice versa. However, the illustrative embodiment disclosed
herein is the preferred embodiment because of the elegant hierarchy of managed resources
employed by the automated music composition and generation system of the present invention.

The Controller Code Generation Subsystem B32 determines the controller code and/or
similar information of each note that will be used in the piece of music being composed and
generated. This Subsystem B32 determines and generates the “controller code™ information for the
notes and chords of the musical being composed. This information is based on either system user
inputs (if given), computationally-determined value(s), or a combination of both.

As shown in FIG. 27LL, the Controller Code Generation Subsystem B32 is supported by
the controller code parameter tables shown in FIG. 28S, and parameter selection mechanisms (e.g.
random number generator, or lyrical-input based parameter selector) described in detail
hereinabove. The form of controller code data is typically given on a scale of 0-127. Volume (CC
7) of 0 means that there is minimum volume, whereas volume of 127 means that there is maximum
volume. Pan (CC 10) of 0 means that the signal is panned hard left, 64 means center, and 127
means hard right.

Each instrument, instrument group, and piece has specific independent probabilities of
different processing effects, controller code data, and/or other audio/midi manipulating tools being
selected for use. With each of the selected manipulating tools, the subsystem B32 then determines
in what manner the selected tools will affect and/or change the musical piece, section, phrase, or
other structure(s); how the musical structures will affect each other; and how to create a
manipulation landscape that improves the musical material that the controller code tools are
manipulating.

The Parameter Transformation Engine Subsystem B51 generates the probability-weighted
data set of possible controller code (i.e. parameter) tables for the various musical experience
descriptors selected by the system user and provided to the input subsystem BO. In FIG. 27LL, the

probability-based parameter programming tables (i.e. instrument, instrument group and piece wide
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controller code tables) employed in the subsystem are set up for the exemplary “emotion-type”
musical experience descriptor — HAPPY — and “style-type” musical experience descriptor — POP--
used during the automated music composition and generation process of the present invention.

The Controller Code Generation Subsystem B32 uses the instrument, instrument group and
piece-wide controller code parameter tables and data sets loaded from subsystems B1, B37, B38,
B39, B40, and/or B41. As shown in FIG. 27LL, the instrument and piece-wise controller code
(CC) tables for the violin instrument has probability parameters for controlling parameters such as:
reverb; delay; panning; tremolo, etc. While the controller code generation subsystem B31 is shown
as a first-order stochastic model in FIG. 27LL, it is understood that in practice each instrument,
instrument group, and piece-wide controller code table, generated by the Parameter Transformation
Engine Subsystem B51, and loaded within the Subsystem B32, will be modeled and implemented
as an n-th order stochastic process, wherein each the controller code table for application to a given
note is dependent upon: the controller code tables for all previous notes; the controller code tables
for the other notes in the same measure, phrase, and sub-phrase; and the controller code for the
notes that might occur in the future.

In general, there is a strong relationship between emotion and style descriptors and the
controller code information that informs how the music is played. For example, a piece of music
orchestrated in a Rock style might have a heavy dose of delay and reverb, whereas a Vocalist might
incorporate tremolo into the performance. However, the controller code information used to
generate a musical piece may be unrelated to the emotion and style descriptor inputs and solely in
existence to effect timing requests. For example, if a piece of music needs to accent a certain
moment, regardless of the controller code information thus far, a change in the controller code
information, such as moving from a consistent delay to no delay at all, might successfully
accomplish this timing request, lending itself to a more musical orchestration in line with the user
requests.

The controller code selected for the instrumentation of the musical piece will be used
during the automated music composition and generation process of the present invention as

described hereinbelow.

Specification of the Digital Audio Sample Producing Subsystem and Its Use In Subsystems B33
and B34

The Automatic Music Composition And Generation (i.e. Production) System of the present
invention described herein utilizes libraries of digitally-synthesized (i.e. virtual) musical
instruments, or virtual-instruments, to produce digital audio samples of individual notes specified
in the musical score representation for each piece of composed music. These digitally-synthesized

(i.e. virtual) instruments shall be referred to as the Digital Audio Sample Producing Subsystem,
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regardless of the actual techniques that might be used to produce cach digital audio sample that
represents an individual note in a composed piece of music.

In general, to genecrate music from any piece of music composed by the system,
Subsystems B33 and B34 need musical instrument libraries for acoustically realizing the musical
events (¢.g. pitch events such as notes, and rhythm events) played by virtual instruments specified
in the musical score representation of the piece of composed music. There are many different
techniques available for creating, designing and maintaining music instrument libraries, and
musical sound libraries, for use with the automated music composition and generation system of
the present invention, namely: Digital Audio Sampling Synthesis Methods; Partial Timbre
Synthesis Methods, Frequency Modulation (FM) Synthesis Methods; and other forms of Virtual
Instrument Synthesis Technology.

The Digital Audio Sampling Synthesis Method involves recording a sound source (such as
a real instrument or other audio event) and organizing these samples in an intelligent manner for
use in the system of the present invention. In particular, each audio sample contains a single note,
or a chord, or a predefined set of notes. Each note, chord and/or predefined set of notes is recorded
at a wide range of different volumes, different velocities, different articulations, and different
effects, etc. so that a natural recording of every possible use case is captured and available in the
sampled instrument library. Each recording is manipulated into a specific audio file format and
named and tagged with meta-data with identifying information. Each recording is then saved and
stored, preferably, in a database system maintained within or accessible by the automatic music
composition and generation system. For example, on an acoustical piano with 88 keys (i.e. notes),
it is not unexpected to have over 10,000 separate digital audio samples which, taken together,
constitute the fully digitally-sampled piano instrument. During music production, these digitally
sampled notes are accessed in real-time to generate the music composed by the system. Within the
system of the present invention, these digital audio samples function as the digital audio files that
are retrieved and organized by subsystems B33 and B34, as described in detail below.

Using the Partial Timbre Synthesis Method, popularized by New England Digital’s
SYNCLAVIER Partial-Timbre Music Synthesizer System in the 1980’s, cach note along the
musical scale that might be played by any given instrument being model (for partial timbre
synthesis library) is sampled, and its partial timbre components are stored in digital memory. Then
during music production/generation, when the note is played along in a given octave, each partial
timbre component is automatically read out from its partial timbre channel and added together, in
an analog circuit, with all other channels to synthesize the musical note. The rate at which the
partial timbre channels are read out and combined determines the pitch of the produced note.
Partial timbre-synthesis techniques are taught in US Patent No. 4,554,855; 4,345,500; and
4,726,067, incorporated by reference.
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Using state-of-the-art Virtual Instrument Synthesis Methods, such as supported by
MOTU’s MachFive 3 Universal Sampler and Virtual Music Instrument Design Tools, musicians
can create custom sound libraries for almost any virtual instrument, real or imaginable, to support
music production (i.¢. generation) in the system of the present invention.

There are other techniques that have been developed for musical note and instrument
synthesis, such as FM synthesis, and these technologies can be found employed in various

commercial products for virtual instrument design and music production.

Specification Of The Digital Audio Retriever Subsystem (B33)

FIG. 27MM shows the Digital Audio Retriever Subsystem (B33) used in the Automated
Music Composition and Generation Engine of the present invention. Digital audio samples, or
discrete values (numbers) which represent the amplitude of an audio signal taken at different points
in time, are a fundamental building block of any musical piece. The Digital Audio Sample
Retriever Subsystem B33 retrieves the individual digital audio samples that are called for in the
orchestrated piece of music that has been composed by the system. The Digital Audio Retriever
Subsystem (B33) is used to locate and retrieve digital audio files containing the spectral energy of
cach instrument note generated during the automated music composition and generation process of
the present invention. Various techniques known in the art can be used to implement this

Subsystem B33 in the system of the present invention.

Specification Of The Digital Audio Sample Organizer Subsystem (B34)

FIG. 27NN shows the Digital Audio Sample Organizer Subsystem (B34) used in the
Automated Music Composition and Generation Engine of the present invention. The Digital Audio
Sample Organizer Subsystem B34 organizes and arranges the digital audio samples - digital audio
instrument note files - retrieved by the digital audio sample retriever subsystem B33, and organizes
these files in the correct time and space order along a timeline according to the music piece, such
that, when consolidated and performed or played from the beginning of the timeline, the entire
musical piece is accurately and audibly transmitted and can be heard by others. In short, the digital
audio sample organizer subsystem B34 determines the correct placement in time and space of each
audio file in a musical piece. When viewed cumulatively, these audio files create an accurate audio
representation of the musical piece that has been created or composed/generated. An analogy for
this subsystem B34 is the process of following a very specific blueprint (for the musical piece) and

creating the physical structure(s) that match the diagram(s) and figure(s) of the blueprint.

Specification Of The Piece Consolidator Subsystem (B35)
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FIG. 2700 shows the piece consolidator subsystem (B35) used in the Automated Music
Composition and Generation Engine of the present invention. A digital audio file, or a record of
captured sound that can be played back, is a fundamental building block of any recorded musical
piece. The Piece Consolidator Subsystem B35 collects the digital audio samples from an organized
collection of individual audio files obtained from subsystem B34, and consolidates or combines
these digital audio files into one or more than one digital audio file(s) that contain the same or
greater amount of information. This process involves examining and determining methods to match
waveforms, controller code and/or other manipulation tool data, and additional features of audio
files that must be smoothly connected to cach other. This digital audio samples to be consolidated
by the Piece Consolidator Subsystem B35 are based on ecither user inputs (if given),

computationally-determined value(s), or a combination of both.

Specification Of The Piece Format Translator Subsystem (B50)

FIG. 27001 shows the Piece Format Translator Subsystem (B50) used in the Automated
Music Composition and Generation Engine (E1) of the present invention. The Piece Format
Translator subsystem B350 analyzes the audio and text representation of the digital piece and creates
new formats of the piece as requested by the system user or system including. Such new formats
may include, but are not limited to, MIDI, Video, Alternate Audio, Image, and/or Alternate Text
format. Subsystem BS50 translates the completed music piece into desired alterative formats

requested during the automated music composition and generation process of the present invention.

Specification Of The Piece Deliver Subsystem (B36)

FIG. 27PP shows the Piece Deliver Subsystem (B36) used in the Automated Music
Composition and Generation Engine of the present invention. The Piece Deliverer Subsystem B36
transmits the formatted digital audio file(s) from the system to the system user (either human or
computer) requesting the information and/or file(s), typically through the system interface

subsystem BO.

Specification Of The Feedback Subsystem (B42)

FIGS. 27QQ1, 27QQ2 and 27QQ3 show the Feedback Subsystem (B42) used in the
Automated Music Composition and Generation Engine of the present invention. As shown the
input and output data ports of the Feedback Subsystem B42 is are configured with the data input
and output ports shown in FIGS. 26A through 26P. The primary purpose of the Feedback
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Subsystem B4?2 is to accept user and/or computer feedback to improve, on a real-time or quasi-real-
time basis, the quality, accuracy, musicality, and other ¢lements of the musical pieces that are
automatically created by the system using the music composition automation technology of the
present invention.

In general, during system operation, the Feedback Subsystem B42 allows for inputs
ranging from very specific to very vague and acts on this feedback accordingly. For example, a
user might provide information, or the system might determine on its on accord, that the piece that
was generated should, for example, be (i) faster (i.e. have increased tempo), (ii) greater emphasize
on a certain musical experience descriptor, change timing parameters, and (iii) include a specific
instrument. This feedback can be given through a previously populated list of feedback requests,
or an open-ended feedback form, and can be accepted as any word, image, or other representation
of the feedback.

As shown in FIGS. 270QQ1, 27QQ2 and 27QQ3, the Piecce Feedback Subsystem B42
receives various kinds of data from its data input ports, and this data is autonomously analyzed by a
Piece Feedback Analyzer supported within Subsystem B42. In general, the Piece Feedback
Analyzer considers all available input, including, but not limited to, autonomous or artificially
intelligent measures of quality and accuracy and human or human-assisted measures of quality and
accuracy, and determines a suitable response to a analyzed piece of composed music. Data outputs
from the Piece Feedback Analyzer can be limited to simple binary responses and can be complex,
such as dynamic multi-variable and multi-state responses. The analyzer then determines how best
to modify a musical piece’s rhythmic, harmonic, and other values based on these inputs and
analyses. Using the system-feedback architecture of the present invention, the data in any
composed musical piece can be transformed after the creation of the entire piece of music, section,
phrase, or other structure, or the piece of music can be transformed at the same time as the music is
being created.

As shown in FIG. 27QQ1, the Feedback Subsystem B41 performs Autonomous
Confirmation Analysis. Autonomous Confirmation Analysis is a quality assurance/self-checking
process, whereby the system examines the piece of music that was created, compares it against the
original system inputs, and confirms that all attributes of the piece that was requested have been
successfully created and delivered and that the resultant piece is unique. For example, if a Happy
piece of music ended up in a minor key, the analysis would output an unsuccessful confirmation
and the piece would be re-created. This process is important to ensure that all musical pieces that
are sent to a user are of sufficient quality and will match or surpass a user's expectations.

As shown in FIG. 27QQ]1, the Feedback Subsystem B42 analyzes the digital audio file and
additional piece formats to determine and confirm (i) that all attributes of the requested piece are
accurately delivered, (ii) that digital audio file and additional piece formats are analyzed to

determine and confirm “uniqueness™ of the musical piece, and (iii) the system user analyzes the
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audio file and/or additional piece formats, during the automated music composition and generation
process of the present invention. A unique piece is one that is different from all other pieces.
Uniqueness can be measured by comparing all attributes of a musical piece to all attributes of all
other musical pieces in search of an existing musical piece that nullifies the new piece’s
uniqueness.

As indicated in FIGS. 27QQl, 270QQ2 and 27QQ3, if musical piece uniqueness is not
successfully confirmed, then the feedback subsystem B42 modifies the inputted musical experience
descriptors and/or subsystem music-theoretic parameters, and then restarts the automated music
composition and generation process to recreate the piece of music. If musical piece uniqueness is
successfully confirmed, then the feedback subsystem B42 performs User Confirmation Analysis.
User confirmation analysis is a feedback and editing process, whereby a user receives the musical
piece created by the system and determines what to do next: accept the current piece, request a new
piece based on the same inputs, or request a new or modified piece based on modified inputs. This
is the point in the system that allows for editability of a created piece, equal to providing feedback
to a human composer and setting him off to enact the change requests.

Thereafter, as indicated in FIG. 27QQ2, the system user analyzes the audio file and/or
additional piece formats and determines whether or not feedback is necessary. To perform this
analysis, the system user can (i) listen to the piece(s) or music in part or in whole, (i1) view a score
file (represented with standard MIDI conventions), or otherwise (iii) interact with the piece of
music, where the music might be conveyed with color, taste, physical sensation, etc., all of which
would allow the user to experience the piece of music.

In the event that feedback is not determined to be necessary, then the system user either (i)
continues with the current music piece, or (ii) uses the exact same user-supplied input musical
experience descriptors and timing/spatial parameters to create a new piece of music using the
system. In the event that feedback is determined to be necessary, then the system user
provides/supplied desired feedback to the system. Such system user feedback may take on the form
of text, linguistics/language, images, speech, menus, audio, video, audio/video (AV), etc.

In the event the system users desires to provide feedback to the system via the GUI of the
input output subsystem B0, then a number of feedback options will be made available to the system
user through a system menu supporting, for example, five pull-down menus.

As shown in FIGS. 22QQ2 and 27QQ3, the first pull down menus provides the system user
with the following menu options: (i) faster speed; (ii) change accent location; (iii) modify
descriptor, etc. The system user can make any one of these selections and then request the system
to regenerate a new piece of composed music with these new parameters.

As shown in FIGS. 27QQ2 and 27QQ3, the second pull down menu provides the system
user with the following menu options: (i) replace a section of the piece with a new section; (ii)

when the new section follows existing parameters, modify the input descriptors and/or subsystem

165



WO 2017/058844 PCT/US2016/054066

parameter tables, then restart the system and recreate a piece or music; and (iii) when the new
section follows modified and/or new parameters, modify the input descriptors and/or subsystem
parameter tables, then restart the system and recreate a piece or music. The system user can make
any one¢ of these selections and then request the system to regenerate a new piece of composed
music.

As shown in FIGS. 27QQ2 and 27QQ3, the third pull down menu provides the system user
with the following options: (i) combine multiple pieces into fewer pieces; (i) designate which
pieces of music and which parts of each piece should be combined; (iii) system combines the
designated sections; and (iv) use the transition point analyzer and recreate transitions between
sections and/or pieces to create smoother transitions. The system user can make any one of these
selections and then request the system to regenerate a new piece of composed music.

As shown in FIGS. 27QQ2 and 27QQ3, the fourth pull down menu provides the system
user with the following options: (i) split piece into multiple pieces; (ii) within existing pieces
designate the desired start and stop sections for each piece; (iii) each new piece automatically
generated; and (iv) use split piece analyzer and recreate the beginning and end of each new piece so
as to create smoother beginning and end. The system user can make any one of these selections and
then request the system to regenerate a new piece of composed music.

As shown in FIGS. 27QQ2 and 27QQ3, the fourth pull down menu provides the system
user with the following options: (i) compare multiple pieces at once; (i1) select pieces to be
compared; (iii) select pieces to be compared; (iv) pieces are lined up in sync with each other; (v)
cach piece is compared, and (vi) preferred piece is selected. The system user can make any one of

these selections and then request the system to regenerate a new piece of composed music.

Specification Of The Music Editability Subsystem (B43)

FIG. 27RR shows the Music Editability Subsystem (B43) used in the Automated Music
Composition and Generation Engine E1 of the present invention. The Music Editability Subsystem
B43 allows the generated music to be edited and modified until the end user or computer is
satisfied with the result. The subsystem B43 or user can change the inputs, and in response, input
and output results and data from subsystem B43 can modify the piece of music. The Music
Editability Subsystem B43 incorporates the information from subsystem B42, and also allows for
separate, non-feedback related information to be included. For example, the system user might
change the volume of each individual instrument and/or the entire piece of music, change the
instrumentation and orchestration of the piece, modify the descriptors, style input, and/or timing
parameters that generated the piece, and further tailor the piece of music as desired. The system
user may also request to restart, rerun, modify and/or recreate the system during the automated

music composition and generation process of the present invention.
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Specification Of The Preference Saver Subsystem (B44)

FIG. 27SS shows the Preference Saver Subsystem (B44) used in the Automated Music
Composition and Generation Engine E1 of the present invention. The Preference Saver Subsystem
B44 modifies and/or changes, and then saves the altered probability-based parameter tables, logic
order, and/or other elements used within the system, and distributes this data to the subsystems of
the system, in order or to better reflect the preferences of a system user. This allows the piece to be
regenerated following the desired changes and to allow the subsystems to adjust the data sets, data
tables, and other information to more accurately reflect the user’s musical and non-musical
preferences moving forward.

As shown in FIG. 27SS, Subsystem B44 is supported by the Feedback Analyzer, the tempo
parameter table and modified tempo parameter table, and parameter selection mechanisms (e.g.
random number generator, or lyrical-input based parameter selector) as described in detail
hereinabove.

The primary functionality of the Feedback analyzer is to determine an avenue for analysis
and improvement of a musical piece, section, phrase, or other structure(s). The Feedback Analyzer
considers the melodic, harmonic, and time-based structure(s) as well as user or computer-based
input (both musical and non-musical) to determine its output.

As shown in the example reflected in FIG. 27SS, the system user has provided feedback
that the musical “piece should be faster”. Responding to this system user feedback, the Subsystem
B44 adjusts the probability-based tempo parameter tables so that the tempos are adjusted to better
reflect the system user’s desire(s).

As shown in FIG. 27SS, the subsystem B44 then selects a new tempo for the piece of
music using the modified tempo parameter table and a random number generator, and it is thus
faster than the original tempo (e.g. 85 BPM). These changes and preferences are then saved to a
user’s individual profile and will be recalled and reused and potentially re-modified as the user

continues to use the system.

Specification Of The Musical Kernel (DNA) Generation Subsystem (B45)

FIG. 27TT shows the Musical Kernel (DNA) Generation Subsystem (B45) used in the
Automated Music Composition and Generation Engine of the present invention. The Musical
Kernel (DNA) Subsystem B45 analyzes, extracts, and saves the elements of a piece of music that
might distinguish it from any other piece of music. Musical Kernel (DNA) Generation Subsystem
B45 performs its functions using a (musical) DNA Analyzer which accepts as inputs all elements

of the musical piece and uses a music theoretic basis and filter to determine its output, which is an
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organizational set of all events deemed important to the DNA of a musical piece. Using this input
data, the DNA Analyzer identifies and isolates specific rhythmic, harmonic, timbre-related, or
other musical events that, either independently or in concert with other events, play a significant
role in the musical piece. These events might also be highly identifying features of a musical piece,
such as a melody or rhythmic motif.

In general, the subsystem B45 determines the musical “kermnel” of a music piece in terms of
(1) melody (sub-phrase melody note selection order), (i) harmony (i.e. phrase chord progression),
(ii1) tempo, (iv) volume, and (v) orchestration, so that this music kernel can be used during future
automated music composition and generation process of the present invention. This information
may be used to replicate, either with complete or incomplete accuracy, the piece of music at a later
time.

For example, the Subsystem B45 may save the melody and all related melodic and
rhythmic material, of a musical piece so that a user may create a new piece with the saved melody
at a later time. It may also analyze and save the information from B32 in order to replicate the

production environment and data of the piece.

Specification Of The User Taste Generation Subsystem (B46)

FIG. 27SUU shows the user taste generation subsystem (B46) used in the Automated
Music Composition and Generation Engine of the present invention. The subsystem determines the
system user’s musical taste based on system user feedback and autonomous piece analysis, and this
musical taste information is used to change or modify the musical experience descriptors,
parameters and table values, logic order, and/or other elements of the system for a music
composition in order or to better reflect the preferences of a user.

In general, the subsystem B46 analyzes the user’s personal musical and non-musical taste
and modifies the data sets, data tables, and other information used to create a musical piece in order
to more accurately and quickly meet a user’s request in the future. For example, this subsystem

>

may recognize that a user’s request for “Happy”™ music is most satisfied when sad music is
generated, even though this is not what the system believes should be the case. In this case, the
system would modify all relevant subsystems and data so that sad music is generated for this user
when the “Happy” request is made. These changes and preferences are then saved to a user’s
individual profile and will be recalled and reused and potentially re-modified as the user continues
to use the system.

As shown in FIG. 27UU, the subsystem B46 employs a User Taster Analyzer and various

parameter tables across the system to carry out its functions.
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As shown in FIG. 27UU, the User Taster Analyzer performs autonomous piece analysis,
and using system user feedback, the subsystem B46 changes the system user’s system descriptors,
parameters and table values to better reflect the system user’s preferences.

As shown in FIG. 27UU, for the case where the user provides feedback by requesting to
review music pieces characterized by the descriptor ROMANTIC, the system might return songs of
the system user characterized as ROMANIC. As shown, consider the case example where the first
piece created by the system user contains strings and the system user provides feedback to
subsystem B46: less sappy.

In response, the subsystem B46 performs its functions and the piece is recreated. The
second piece created replaces the strings with an ¢lectric guitar. In response, the system user
provides feedback to subsystem B46: more romantic. In response, the subsystem B46 performs its
functions and the piece is recreated. The third piece created adds a piano to the electric guitar and
the system user provides feedback to the subsystem B46: perfect. In response, the subsystem B46
modifies the instrumentation parameter table for this system user with the romantic descriptor so as
to increase the probability of electric guitar and piano being used, and decreasing the probability of

using strings during the instrumentation process.

Specification Of The Population Taste Aggregator Subsvstem (B47)

FIG. 27VV shows the Population Taste Aggregator Subsystem (B47) used in the
Automated Music Composition and Generation Engine of the present invention. The Population
Taste Subsystem B47 analyzes all users’ personal musical and non-musical taste and modifies the
data sets, data tables, and other information used to create a musical piece in order to more
accurately and quickly meet all users requests in the future. In general, the subsystem B47
aggregates the music taste of a population and changes to musical experience descriptors, and table
probabilities can be modified in response thereto during the automated music composition and
generation process of the present invention.

For example, this subsystem may recognize that the entire user base’s requests for
“Happy” music are most satisfied when sad music is generated, even though this is not what the
system believes should be the case. In this case, the system would modify all relevant subsystems
and data so that sad music is generated for the entire user base when the “Happy™ request is made
by an individual user. These changes and preferences are then saved on a population level and will
be recalled and reused and potentially re-modified as the system’s users continue to use the system.

As shown in FIG. 27VV, population taste subsystem B47 employs a Population Taste
Aggregator to assist compiling and organizing all user feedback and including descriptors,

parameter table values, and other feedback.
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In the process diagram of FIG. 27VV, a case example is consider for the musical
experience descriptor: romantic. In this example shown in FIG. 27VV, the population has provided
feedback about the instrumentation of a musical piece. Reacting to this feedback, the population
taste Subsystem B47 adjusts the tempos in probability parameter tables within the instrumentation
subsystem(s) in the system, to better reflect the user’s desire(s). As shown, the feedback of user 1 is
that s/he did not like strings, liked electric guitar and like piano. The feedback of user s is that s/he
did not like strings, liked electric guitar and like organ. The feedback of user s is that s/he did not
like strings, liked acoustic guitar and like piano. In response, the subsystem B47 modifies the
probability parameters for tempos in the instrumentation tables for users who selected romantic
musical experience descriptors so as to increase the probability of electric guitar and piano and
decrease the probability of strings being selected during the instrumentation process.

As shown in FIG. 27VV, in this case example, the subsystem B47 makes the following
modifications to the instrumentation parameter table for system users selecting ROMANTIC: (i)
decreased the probability of selecting the string instrument category during instrumentation; (ii)
increased the probability of selecting the guitar category, and within this category, strongly
increased the probability of selecting electric guitar and subtly increased selecting acoustic guitar;
and (ii1) increased the probability of selecting the keyboard instrument category, and within that
category, significantly increased the probability of selecting piano, and subtly increased the
probability of selecting organ.

As shown, using subsystem B47, both system user and computer feedback are used
confirm and/or modify the probability tables, logic order, and/or other elements of the system in

order or to better reflect the preferences of a population of users.

Specification Of The User Preference Subsystem (B48)

FIG. 27WW shows the User Preference Subsystem (B48) used in the Automated Music
Composition and Generation Engine of the present invention. The User Preference Subsystem B48
saves each user’s related data and preferences from all system components in order to accurately
and quickly satisfy any of the user’s requests in the future. These system user preferences (e.g.
musical experience descriptors, table parameters) are then used during the automated music
composition and generation process of the present invention.

As shown in FIG. 27WW, the subsystem B48 receives and saves as input, system user
musical experience descriptors (selected from the GUI-based subsystem BO) parameters, parameter
table values and other preferences for future use by the system in better meeting system user
preferences.

As indicated in FIG. 27WW, during operation, the subsystem B48 changes default
probability-based parameter tables loaded from subsystems B1, B37, B40 and/or B41, to user-
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specific modified default parameter tables so that the modified default tables will more accurately

and efficiently satisfy specific system user requests.

Specification Of The Population Preference Subsystem (B49)

FIG. 27XX shows the Population Preference Subsystem (B49) used in the Automated
Music Composition and Generation Engine of the present invention. The Population Preference
Subsystem B49 saves all users’ related data and preferences from all system components in order
to accurately and quickly satisfy any of the users’ requests in the future. The Population Saver
Subsystem modifies and/or changes probability tables, logic order, and/or other elements of the
system in order or to better reflect the preferences of a population. These changes to population
preferences (e.g. musical experience descriptors, table parameters) are then saved to a population’s
profile(s) and will be recalled and reused and potentially re-modified as the population continues to
use the system.

As shown in FIG. 27XX, the subsystem B49 receives and saves as input, system user
musical experience descriptors (selected from the GUI-based subsystem BO) parameters, parameter
table values and other preferences for future use by the system in better meeting a population’s
preferences.

As indicated in FIG. 27XX, during operation, the subsystem B49 changes default
probability-based parameter tables loaded from subsystems B1, B37, B40 and/or B41, to user
population-guided modified default parameter tables so that the modified default tables will more

accurately and efficiently satisfy specific user population requests.

Overview of The Parameter Transformation Principles Employed In The Parameter Transformation
Engine Subsystem (B51) Of The Present Invention

When practicing the systems and methods of the present invention, system designers and
engineers will make use of various principles described below when designing, constructing and
operating the Parameter Transformation Engine Subsystem B51 in accordance with the principles
of the present invention. The essence of the present invention is to enable or empower system
users (¢.g. human beings as well as advanced computing machines) to specify the emotional,
stylistic and timing aspects of music to be composed without requiring any formal knowledge of
music or music theory. However, to realize this goal, the systems of the present invention need to
employ powerful and rich music theoretic concepts and principles which are practiced strongly
within the parameter transformation engine B51, where system user inputs are transformed into

probabilistic-weight music-theoretic parameters that are loaded into the system operating parameter
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(SOP) tables and distributed across and loaded within the various subsystems for which they are

specifically intended and required for proper system operation.

Transforming Musical Experience Parameters Into Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B2

If the user provides the piece length, then no length parameter tables are used. If the user
does not provide the piece length, then the system parameter table determines the piece length. If
the music is being created to accompany existing content, then the length is defaulted to be the
length of the existing content. If the music is not being created to accompany existing content, the
length is decided based on a probability table with lengths and probabilities based on the musical
emotion and style descriptor inputs. For example, a Pop song may have a 50% chance of having a
three minute length, 25% chance of a two minute length, and 25% chance of having a four minute
length, whereas a Classical song may have a 50% chance of having a six minute length, 25%

chance of a five minute length, and 25% chance of having a seven minute length.

Transforming Musical Experience Parameters Into Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B3

In general, there is a strong relationship between Emotion and style descriptors and tempo.
For example, music classified as Happy is often played at a moderate to fast tempo, whereas music
classified as Sad is often played a slower tempo. The system’s tempo tables are reflections of the
cultural connection between a musical experience and/or style and the speed at which the material
is delivered. Tempo is also agnostic to the medium of the content being delivered, as speech said in
a fast manner is often perceived as rushed or frantic and speech said in a slow manner is often
perceived as deliberate or calm.

Further, tempo(s) of the musical piece may be unrelated to the emotion and style descriptor
inputs and solely in existence to line up the measures and/or beats of the music with certain timing
requests. For example, if a piece of music a certain tempo needs to accent a moment in the piece
that would otherwise occur somewhere between the fourth beat of a measure and the first beat of
the next measure, an increase in the tempo of a measure preceding the desired accent might cause
the accent to occur squarely on the first beat of the measure instead, which would then lend itself to

a more musical accent in line with the downbeat of the measure.

Transforming Musical Experience Parameters Into Svstem Operating Parameter Tables Maintained
In The Parameter Tables Of Subsystem B4

There is a strong relationship between Emotion and style descriptors and meter. For

example, a waltz is often played with a meter of 3/4, whereas a march is often played with a meter
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of 2/4. The system’s meter tables are reflections of the cultural connection between a musical
experience and/or style and the meter in which the material is delivered.

Further, meter(s) of the musical piece may be unrelated to the emotion and style descriptor
inputs and solely in existence to line up the measures and/or beats of the music with certain timing
requests. For example, if a piece of music a certain tempo needs to accent a moment in the piece
that would otherwise occur on halfway between the fourth beat of a 4/4 measure and the first beat
of the next 4/4 measure, an change in the meter of a single measure preceding the desired accent to
7/8 would cause the accent to occur squarely on the first beat of the measure instead, which would
then lend itself to a more musical accent in line with the downbeat of the measure.

The above principles and considerations will be used by the system designer(s) when
defining or creating “transformational mappings™ (i.e. statistical or theoretical relationships)
between (i) certain allowable combinations of emotion, style and timing/spatial parameters
supplied by the system user(s) to the input output subsystem B0 of the system, and (i1) certain
music-theoretic parameters (i.¢. values) stored in system operating parameter (SOP) tables that are
loaded into subsystem B4 and used during the automated music composition and generation system

of the present invention.

Transforming Musical Experience Parameters Into Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B3

There is a strong relationship between Emotion and style descriptors and key. For example,
Pop music is often played in keys with none or a few sharps (e.g. C, G, D, A, E), wherecas Epic
music is often played in keys with a few or more flats (e.g. F, Bb, Eb, Ab). The system’s key tables
are reflections of the cultural connection between a musical experience and/or style and the key in
which the material is delivered.

Further, keys(s) of the musical piece may be unrelated to the emotion and style descriptor
inputs and solely in existence to reflect timing requests. For example, if a moment needs to elevate
the tension of a piece, modulating the key up a minor third might achieve this result. Additionally,
certain instruments perform better in certain keys, and the determination of a key might take into
consideration what instruments are likely to play in a certain style. For example, in a classical style
where violins are likely to play, it would be much more preferable to create a piece of music in a
key with none or few sharps than with any flats.

Taking into consideration all of the system user selected inputs through subsystem BO, the
key generation subsystem B5 creates the key(s) of the piece. For example, a piece with an input
descriptor of “Happy,” a length of thirty seconds, a tempo of sixty beats per minute, and a meter of
4/4 might have a one third probability of using the key of C (or 1, on a 1-12 scale, or O on a 1-11

scale), a one third probability of using the key of G (or 8, on a 1-12 scale, or 7 on a 1-11 scale), or a
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ong third probability of using the key of A (or 10, on a 1-12 scale, or 9 on a 1-11 scale). If there
are multiple sections, music timing parameters, and/or starts and stops in the music, multiple keys
might be selected.

The above principles and considerations will be used by the system designer(s) when
defining or creating “transformational mappings™ (i.e. statistical or theoretical relationships)
between (i) certain allowable combinations of emotion, style and timing/spatial parameters
supplied by the system user(s) to the input output subsystem B0 of the system, and (ii) certain
music-theoretic parameters (i.¢. values) stored in system operating parameter (SOP) tables that are
loaded into subsystem B5 and used during the automated music composition and generation system

of the present invention.

Transforming Musical Experience Parameters Into  Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B7

There is a strong relationship between Emotion and style descriptors and tonality. For
example, Happy music is often played with a Major tonality, whereas Sad music is often played
with a Minor tonality. The system’s key tables are reflections of the cultural connection between a
musical experience and/or style and the tonality in which the material is delivered.

Further, tonality(s) of the musical piece may be unrelated to the emotion and style
descriptor inputs and solely in existence to reflect timing requests. For example, if a moment needs
to transition from a tense period to a celebratory one, changing the tonality from minor to major
might achieve this result.

A user is not required to know or select the tonality of the piece of music to be created.
Tonality has a direct connection with the cultural canon, and the parameters and probabilities that
populate this table are based on a deep knowledge and understanding of this history. For example,
Happy music is often created in a Major tonality, Sad music is often created in a Minor tonality,
and Playful music is often created in a Lydian tonality. The user musical emotion and style
descriptor inputs are responsible for determining which tonalities are possible options for the piece
of music and how likely each possibility will be.

The above principles and considerations will be used by the system designer(s) when
defining or creating “transformational mappings™ (i.e. statistical or theoretical relationships)
between (i) certain allowable combinations of emotion, style and timing/spatial parameters
supplied by the system user(s) to the input output subsystem B0 of the system, and (ii) certain
music-theoretic parameters (i.e. values) stored in system operating parameter (SOP) tables that are
loaded into subsystem B7 and used during the automated music composition and generation system

of the present invention.
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Transforming Musical Experience Parameters Into Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B9

All music has a form, even if the form is empty, unorganized, or absent. Pop music
traditionally has form elements including Intro, Verse, Chorus, Bridge, Solo, Outro, etc. Also,
song form phrases can have sub-phrases that provide structure to a song within the phrase itself.

Each style of music has established form structures that are readily associated with the
style. Outside of Pop music, a Classical sonata might have a form of Exposition Development
Recapitulation (this is simplified, of course), where the Recapitulation is modified presentation of
Exposition. This might be represented as ABA’, where the ° signifies the modified presentation of
the original “A” materials.

The song form is also determined by the length of the musical piece. The longer a piece of
music, the greater flexibility and options that exist for the form of the piece. In contrast, a 5 second
piece of music can only realistically have a few limited form options (often a single A form).
Further, timing events might influence a song form. If it is necessary to signify a huge shift in a
piece of music, including a chorus or B section might effectively create this shift.

Emotion can also influence song form as well. For example, songs described as a love
song, might have a typical forms associated with them, following cultural cannons, whereas songs
that are described as Celtic might have very different song forms.

The above principles and considerations will be used by the system designer(s) when
defining or creating transformational mappings between (i) certain allowable combinations of
emotion, style and timing/spatial parameters supplied by the system user(s) to the input output
subsystem BO of the system, and (i1) certain music-theoretic parameters stored in system operating
parameter tables that are loaded into subsystem B9and used during the automated music

composition and generation system of the present invention.

Transforming Musical Experience Parameters Into  Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B15

In general, the sub-phrase lengths are determined by (i) the overall length of the phrase (i.e.
a phrase of 2 seconds will have many fewer sub-phrase options that a phrase of 200 seconds), (ii)
the timing necessities (i.e. parameters) of the piece, and (iii) the style and emotion-type musical
experience descriptors.

The amount, length, and probability of Sub-phrase lengths are dependent on the piece
length and on the knowledge of which combinations of the previously mentioned characteristics
best fit together when creating a piece of music. Sub-phrase lengths are influenced by the Emotion
and Style descriptors provided by the system user. For example, Happy types of music might call

for shorter sub-phrase lengths whereas Sad types of music might call for longer sub-phrase lengths.
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The greater amount of sub-phrases, the less likely each is to have a very large length. And
the fewer amount of sub-phrases, the more likely each is to have a very large length.

Sub-phrases also have to fit within the length of a piece of music and a specific phrase, so
as certain sub-phrases are decided, future sub-phrase decisions and related parameters might be
modified to reflect the remaining length that is available.

Sub-phrases might also be structured around user-requested timing information, so that the
music naturally fits the user’s request. For example, if a user requests a change in the music that
happens to be 2 measures into the piece, the first sub-phrase length might be two measures long,
caused by a complete 100% probability of the sub-phrase length being two measures long.

This parameter transformation engine subsystem B51 analyzes all of the system user input
parameters and then generates and loads a probability-weighted data set of rhythms and lengths in
the SOP tables, based on the input all previous processes in the system. Taking into consideration
these inputs, this system creates the sub-phrase lengths of the piece. For example, a 30 second
piece of music might have four sub-subsections of 7.5 seconds each, three sub-sections of 10
seconds, or five subsections of 4, 5, 6, 7, and 8 seconds.

The above principles and considerations will be used by the system designer(s) when
defining or creating transformational mappings between (i) certain allowable combinations of
emotion, style and timing/spatial parameters supplied by the system user(s) to the input output
subsystem BO of the system, and (i1) certain music-theoretic parameters stored in system operating
parameter tables that are loaded into subsystem B15 and used during the automated music

composition and generation system of the present invention.

Transforming Musical Experience Parameters Into Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B11

There is a strong relationship between emotion and style descriptors and chord length. For
example, Frantic music is might likely have very short chord lengths that change frequently,
whereas Reflective music might have very long chord lengths that change much less frequently.
The system’s length tables are reflections of the cultural connection between a musical experience
and/or style and the tonality in which the material is delivered.

Further, the length of each chord is dependent upon the lengths of all previous chords; the
lengths of the other chords in the same measure, phrase, and sub-phrase; and the lengths of the
chords that might occur in the future. Each preceding chord length determination factors into the
decision for a certain chord’s length, so that the second chord’s length is influenced by the first
chord’s length, the third chord’s length is influenced by the first and second chords’ lengths, and so

on.
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The above principles and considerations will be used by the system designer(s) when
defining or creating transformational mappings between (i) certain allowable combinations of
emotion, style and timing/spatial parameters supplied by the system user(s) to the input output
subsystem BO of the system, and (i1) certain music-theoretic parameters stored in system operating
parameter tables that are loaded into subsystem Bl1l and used during the automated music

composition and generation system of the present invention.

Transforming Musical Experience Parameters Into Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B17

There is a strong relationship between Emotion and style descriptors and the initial chord.
For example, a traditional piece of music might start with a Root Note equal to the key of the piece
of music, whereas a piece of music that is more outside the box might start with a Root Note
specifically not equal to the key of the piece.

Once a root note is selected, the function of the chord must be determined. Most often, the
function of a chord is that which would occur if a triad was created in a diatonic scale of the key
and tonality chosen. For example, a C chord in C Major would often function as a I chord and G
chord in C Major would often function as a V chord. Once the function of a chord is determined,
the specific chord notes are designated. For example, once a C chord is determined to function as a
I chord, then the notes are determined to be C E G, and when a D chord is determined to function
as a 11 chord, then the notes are determined tobe D F A.

The itial chord root note of a piece of music is based on the Emotion and style descriptor
inputs to the system. Musical canon has created a cultural expectation for certain initial root notes
to appear in different types of music. For example, Pop music often starts with a Root of 0, of in
the key of C Major, a root of C. Once an initial root note is selected, the function of the chord that
will contain the initial root note must be decided. In the key of C Major, a root note of C might
reasonably have either a major or minor triad built upon the root. This would result in either a
functionality of an “I” major chord or an “i” minor chord. Further, the “I” major chord might
actually function as a “V/V” Major chord, in which, though it sounds identical to an “I” major
chord, it functions differently and with different intent. Once this function is decided, the initial
chord is now known, as the function of a chord informs the system of the notes that will make up
the chord. For example, any “I”” major triad will be comprised of the Root, Third, and Fifth notes of
the scale, or in the key of C Major, a C major triad would be comprised of the notes C, E, and G.

The above principles and considerations will be used by the system designer(s) when
defining or creating transformational mappings between (i) certain allowable combinations of
emotion, style and timing/spatial parameters supplied by the system user(s) to the input output

subsystem BO of the system, and (i1) certain music-theoretic parameters stored in system operating
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parameter tables that are loaded into subsystem B17 and used during the automated music

composition and generation system of the present invention.

Transforming Musical Experience Parameters Into Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B19

There is a strong relationship between Emotion and style descriptors and the chord
progressions. For example, a Pop piece of music might have a sub-phrase chord progression of C A
F G, whereas a Gospel piece of music might have a sub-phrase chord progression of C F C F.

Further, the chord root of the progression is dependent upon the chord roots of all previous
chords; the chord roots of the other chords in the same measure, phrase, and sub-phrase; and the
chord roots of the chords that might occur in the future. Each preceding chord root determination
factors into the decision for a certain chord’s root, so that the second chord’s root is influenced by
the first chord’s root, the third chord’s root is influenced by the first and second chords’ roots, and
SO on.

Once a chord’s root is determined, the function of the chord is determined as described
above. The function of a chord will then directly affect the chord root table to alter the default
landscape of what chord roots might be selected in the future. For example, a C major chord in the
key of C major functioning as a I chord will follow the default landscape, whereas a C major chord
in the key of C major functioning as a V/IV chord will follow an altered landscape that guides the
next chord to likely be a IV chord (or reasonably substitution or alteration).

Additionally, an upcoming chord’s position in the piece of music, phrase, sub-phrase, and
measure affects the default landscape of what chord roots might be selected in the future. For
example a chord previous to a downbeat at the end of a phrase might ensure that the subsequent
chord be a I chord or other chord that accurately resolves the chord progression.

Based on the cultural canon of music heretofore, Emotion and style descriptors may
suggest or be well represented by certain connections or progressions of chords in a piece of music.
To decide what chord should be selected next, the subsequent chord root is first decided, in a
manner similar to that of B17. For each possible originating chord root, probabilities have been
established to each possible subsequent chord root, and these probabilities are specifically based on
the Emotion and style descriptors selected by the user.

Next, and also in a similar manner to that of B17, the function of a chord is selected. The
function of the chord will affect what chords are likely to follow, and so the Chord Function Root
Modifier Table provides for changes to the probabilities of the Chord Root Table based on which
function is selected. In this manner, the Chord Function will directly affect which Chord Root is
selected next.

Next, the position in time and space of a chord is considered, as this factor has a strong
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relationship with which chord root notes are selected. Based on the upcoming beat in the measure
for which a chord will be selected, the chord root note table parameters are further modified. This
cycle replays again and again until all chords have been selected for a piece of music.

The above principles and considerations will be used by the system designer(s) when
defining or creating transformational mappings between (i) certain allowable combinations of
emotion, style and timing/spatial parameters supplied by the system user(s) to the input output
subsystem BO of the system, and (i1) certain music-theoretic parameters stored in system operating
parameter tables that are loaded into subsystem B19 and used during the automated music
composition and generation system of the present invention.

There is a strong relationship between Emotion and style descriptors and the chord
progressions. For example, a Pop piece of music might have a sub-phrase chord progression of C A
F G, whereas a Gospel piece of music might have a sub-phrase chord progression of C F C F.

Further, the chord root of the progression is dependent upon the chord roots of all previous
chords; the chord roots of the other chords in the same measure, phrase, and sub-phrase; and the
chord roots of the chords that might occur in the future. Each preceding chord root determination
factors into the decision for a certain chord’s root, so that the second chord’s root is influenced by
the first chord’s root, the third chord’s root is influenced by the first and second chords’ roots, and
SO on.

Once a chord’s root is determined, the function of the chord is determined as described
above. The function of a chord will then directly affect the chord root table to alter the default
landscape of what chord roots might be selected in the future. For example, a C major chord in the
key of C major functioning as a I chord will follow the default landscape, whereas a C major chord
in the key of C major functioning as a V/IV chord will follow an altered landscape that guides the
next chord to likely be a IV chord (or reasonably substitution or alteration).

Additionally, an upcoming chord’s position in the piece of music, phrase, sub-phrase, and
measure affects the default landscape of what chord roots might be selected in the future. For
example a chord previous to a downbeat at the end of a phrase might ensure that the subsequent

chord be a I chord or other chord that accurately resolves the chord progression.

Transforming Musical Experience Parameters Into Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B20

There is a strong relationship between Experience (i.e. Emotion) and Style descriptors and
the chord inversions. For example, a Rock piece of music might have chord inversions of
predominantly tonics, whereas a Classical piece of music might have chord inversions consisting of

much more diverse mix of tonics, first inversions, and second inversions.
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The inversion of an initial chord is determined. Moving forward, all previous inversion
determinations affect all future ones. An upcoming chord’s inversion in the piece of music, phrase,
sub-phrase, and measure affects the default landscape of what chord inversions might be selected in
the future.

The above principles and considerations will be used by the system designer(s) when
defining or creating transformational mappings between (i) certain allowable combinations of
emotion, style and timing/spatial parameters supplied by the system user(s) to the input output
subsystem BO of the system, and (i1) certain music-theoretic parameters stored in system operating
parameter tables that are loaded into subsystem B 20and used during the automated music

composition and generation system of the present invention.

Transforming Musical Experience Parameters Into Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B25

There is a strong relationship between Emotion and style descriptors and melody length.
For example, a Classical piece of music might have a long melody length (that is appropriate for
the longer forms of classical music), whereas a Pop piece of music might have a shorter melody
length (that is appropriate for the shorter forms of pop music). One important consideration for the
melody length is determining where in a sub-phrase the melody starts. The later in a sub-phrase
that the melody starts, the shorter it has the potential to be.

Further, melody sub-phrase length may be unrelated to the emotion and style descriptor
inputs and solely in existence to line up the measures and/or beats of the music with certain timing
requests. For example, if a piece of music needs to accent a moment in the piece that would
otherwise occur somewhere in the middle of a sub-phrase, beginning the melody at this place might
then create more musical accent that otherwise would require additional piece manipulation to
create.

Melody Sub-phrase lengths are determined based on the Music Emotion and style
descriptors provided by the user. The amount, length, and probability of Melody Sub-phrase
lengths are dependent on the Piece length, unique sub-phrases, phrase lengths, and on the
knowledge of which combinations of the previously mentioned characteristics best fit together
when creating a piece of music.

The greater amount of melody sub-phrases, the less likely each is to have a very large
length. And the fewer amount of melody sub-phrases, the more likely each is to have a very large
length.

Melody Sub-phrases also have to fit within the length of a piece of music and a specific
phrase, so as certain melody sub-phrases are decided, future melody sub-phrase decisions and

related parameters might be modified to reflect the remaining length that is available.
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Melody Sub-phrases might also be structured around user-requested timing information, so
that the music naturally fits the user’s request. For example, if a user requests a change in the music
that happens to be 3 measures into the piece, the first melody sub-phrase length might be three
measures long, caused by a complete 100% probability of the melody sub-phrase length being two
measures long.

The above principles and considerations will be used by the system designer(s) when
defining or creating transformational mappings between (i) certain allowable combinations of
emotion, style and timing/spatial parameters supplied by the system user(s) to the input output
subsystem B0 of the system, and (i1) certain music-theoretic parameters stored in system operating
parameter tables that are loaded into subsystem B25 and used during the automated music

composition and generation system of the present invention.

Transforming Musical Experience Parameters Into Probabilistic-Based System Operating
Parameters Maintained in Subsystem B26

There is a strong relationship between Emotion and style descriptors and melody note
rhythm. For example, Frantic music is likely to have very short melody note rhythms that change
frequently, whereas Reflective music might have very long chord lengths that change much less
frequently. The system’s rhythm tables are reflections of the cultural connection between a musical
experience and/or style and the tonality in which the material is delivered.

Further, the rhythm of each melody note is dependent upon the rhythms of all previous
melody notes; the rhythms of the other melody notes in the same measure, phrase, and sub-phrase;
and the melody rhythms of the melody notes that might occur in the future. Each preceding melody
notes rhythm determination factors into the decision for a certain melody note’s rhythm, so that the
second melody note’s thythm is influenced by the first melody note’s rhythm, the third melody
note’s thythm is influenced by the first and second melody notes” rhythms, and so on.

Further, the length of each melody note is dependent upon the lengths of all previous
melody notes; the lengths of the other melody notes in the same measure, phrase, and sub-phrase;
and the lengths of the melody notes that might occur in the future. Each preceding melody note
length determination factors into the decision for a certain melody note’s length, so that the second
melody note’s length is influenced by the first melody note’s length, the third melody note’s length
is influenced by the first and second melody notes’ lengths, and so on.

The above principles and considerations will be used by the system designer(s) when
defining or creating transformational mappings between (i) certain allowable combinations of
emotion, style and timing/spatial parameters supplied by the system user(s) to the input output

subsystem BO of the system, and (i1) certain music-theoretic parameters stored in system operating
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parameter tables that are loaded into subsystem B26 and used during the automated music

composition and generation system of the present invention.

Transforming Musical Experience Parameters Into Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B29

There is a strong relationship between Emotion and style descriptors and the pitch. For
example, a Pop piece of music might have pitches that are largely diatonic, whereas an Avant-
garde piece of music might have pitches that are agnostic to their relationship with the piece’s key
or even each other.

Each pitch of a sub-phrase is dependent upon the pitches of all previous notes; the pitches
of the other notes in the same measure, phrase, and sub-phrase; and the pitches of the notes that
might occur in the future. Each preceding pitch determination factors into the decision for a certain
note’s pitch, so that the second note’s pitch is influenced by the first note’s pitch, the third note’s
pitch is influenced by the first and second notes” pitches, and so on.

Additionally, the chord underlying the pitch being selected affects the landscape of
possible pitch options. For example, during the time that a C Major chord occurs, consisting of
notes C E G, the note pitch would be more likely to select a note from this chord than during the
time that a different chord occurs.

Also, the notes™ pitches are encourage to change direction, from ecither ascending or
descending paths, and leap from one note to another, rather than continuing in a step-wise manner.

The above principles and considerations will be used by the system designer(s) when
defining or creating transformational mappings between (i) certain allowable combinations of
emotion, style and timing/spatial parameters supplied by the system user(s) to the input output
subsystem BO of the system, and (i1) certain music-theoretic parameters stored in system operating
parameter tables that are loaded into subsystem B29 and used during the automated music

composition and generation system of the present invention.

Transforming Musical Experience Parameters Into  Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B30

There is a strong relationship between Emotion and style descriptors and the pitch
frequency. For example, a Moody piece of music might have pitches that are lower in the
frequency range, whereas an Energetic piece of music might have pitches that are higher in the
frequency range.

Each pitch frequency of a sub-phrase is dependent upon the pitch frequencies of all
previous notes; the pitch frequencies of the other notes in the same measure, phrase, and sub-

phrase; and the pitch frequencies of the notes that might occur in the future. Each preceding pitch
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frequency determination factors into the decision for a certain note’s pitch frequency, so that the
second note’s pitch frequency is influenced by the first note’s pitch frequency, the third note’s
pitch frequency is influenced by the first and second notes’ pitch frequencies, and so on.

The above principles and considerations will be used by the system designer(s) when
defining or creating transformational mappings between (i) certain allowable combinations of
emotion, style and timing/spatial parameters supplied by the system user(s) to the input output
subsystem BO of the system, and (i1) certain music-theoretic parameters stored in system operating
parameter tables that are loaded into subsystem B30 and used during the automated music

composition and generation system of the present invention.

Transforming Musical Experience Parameters Into  Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B39

There is a strong relationship between Emotion and style descriptors and the instruments
that play the music. For example, a Rock piece of music might have guitars, drums, and keyboards,
whereas a Classical piece of music might have strings, woodwinds, and brass.

There is a strong relationship between Emotion and style descriptors and the
instrumentation of a musical piece or a section of a musical piece. For example, Pop music might
be likely have Guitars, Basses, Keyboards, and Percussion, whereas Classical music might have
Strings, Brass, and Woodwinds. Further different types of Pop music or different Musical Emotion
and style descriptors might have different types of instruments within each instrument category, so
that Driving Pop music might have electric guitars, whereas Calm Pop music might have acoustic
guitars.

Further, while the piece instrumentation will contain all instruments within the piece, all
instruments might not always play together all of the time.

The above principles and considerations will be used by the system designer(s) when
defining or creating transformational mappings between (i) certain allowable combinations of
emotion, style and timing/spatial parameters supplied by the system user(s) to the input output
subsystem BO of the system, and (i1) certain music-theoretic parameters stored in system operating
parameter tables that are loaded into subsystem B39 and used during the automated music

composition and generation system of the present invention.

Transforming Musical Experience Parameters That Populate System Operating Parameter Tables
In The Parameter Tables Of Subsystem B31

There is a strong relationship between Emotion and style descriptors and the instruments
that play the music. For example, a piece of music orchestrated in a Rock style might have a sound

completely different than the same piece of music orchestrated in a Classical style.
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Further, the orchestration of the musical piece may be unrelated to the emotion and style
descriptor inputs and solely in existence to effect timing requests. For example, if a piece of music
needs to accent a certain moment, regardless of the orchestration thus far, a loud crashing
percussion instrument such as a cymbal might successfully accomplish this timing request, lending
itself to a more musical orchestration in line with the user requests.

It is important in orchestration to create a clear hierarchy of each instrument and
instrument groups’ function in a piece or section of music, as the orchestration of an instrument
functioning as the primary melodic instrument might be very different than if it is functioning as an
accompaniment. Once the function of an instrument is determined, the manner in which the
instrument plays can be determined. For example, a piano accompaniment in a Waltz (in a 3/4 time
signature) might have the Left Hand play every downbeat and the Right Hand play every second
and third beat. Once the manner in which an instrument is going to play is determined, the
specifics, including the note lengths, can be determined. For example, continuing the previous
example, if the Left Hand of the piano plays on the downbeat, it might play for an eighth note or a
half note.

Each note length is dependent upon the note lengths of all previous notes; the note lengths
of the other notes in the same measure, phrase, and sub-phrase; and the note lengths of the notes
that might occur in the future. Each preceding note length determination factors into the decision
for a certain note’s length, so that the second note’s length is influenced by the first note’s length,
the third note’s length is influenced by the first and second notes” lengths, and so on.

The dynamics of each instrument should also be determined to create an effective
orchestration. The dynamics of an instrument’s performance will be ever changing, but are often
determined by guiding indications that follow the classical music theory cannon.

The above principles and considerations will be used by the system designer(s) when
defining or creating transformational mappings between (i) certain allowable combinations of
emotion, style and timing/spatial parameters supplied by the system user(s) to the input output
subsystem BO of the system, and (i1) certain music-theoretic parameters stored in system operating
parameter tables that are loaded into subsystem B31 and used during the automated music

composition and generation system of the present invention.

Transforming Musical Experience Parameters Into Probabilistic-Based System Operating
Parameters Maintained In The Parameter Tables Of Subsystem B32

There is a strong relationship between Emotion and style descriptors and the controller
code information that informs how the music is played. For example, a piece of music orchestrated
in a Rock style might have a heavy dose of delay and reverb, whereas a Vocalist might incorporate

tremolo into the performance.
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Further, the controller code information of the musical piece may be unrelated to the
emotion and style descriptor inputs and solely in existence to effect timing requests. For example,
if a piece of music needs to accent a certain moment, regardless of the controller code information
thus far, a change in the controller code information, such as moving from a consistent delay to no
delay at all, might successfully accomplish this timing request, lending itself to a more musical
orchestration in line with the user requests.

The above principles and considerations will be used by the system designer(s) when
defining or creating transformational mappings between (i) certain allowable combinations of
emotion, style and timing/spatial parameters supplied by the system user(s) to the input output
subsystem BO of the system, and (i1) certain music-theoretic parameters stored in system operating
parameter tables that are loaded into subsystem B32 and used during the automated music

composition and generation system of the present invention.

Controlling The Timing Of Specific Parts of The Automated Music Composition And Generation
System Of The Present Invention

FIGS. 29A and 29B set forth a schematic representation of a timing control diagram
illustrating the time sequence that particular timing control pulse signals are sent to each subsystem
block diagram in the system diagram shown in FIGS. 26A through 26P. Notably, this sequence of
timing events occurs after the system has received its musical experience descriptor inputs from the
system user, and the system has been automatically arranged and configured in its operating mode,
wherein music is automatically composed and generated in accordance with the principles of the

present invention.

The Nature And Various Possible Formats Of the Input And Output Data Signals Supported By
The Illustrative Embodiments Of The Present Invention

FIGS. 30 through 30J, when assembled together according to FIG. 30, set forth a schematic
representation of a table describing the nature and various possible formats of the input and output
data signals supported by cach subsystem within the Automated Music Composition and
Generation System of the illustrative embodiments of the present invention described herein,
wherein each subsystem is identified in the table by its block name or identifier (¢.g. B1).

FIG. 31 is a schematic representation of a table describing exemplary data formats that are
supported by the various data input and output signals (e.g. text, chord, audio file, binary,
command, meter, image, time, pitch, number, tonality, tempo, letter, linguistics, speech, MIDI,
etc.) passing through the various specially configured information processing subsystems employed

in the Automated Music Composition and Generation System of the present invention.
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Specification Of The Musical Experience Descriptors Supported By Automated Music
Composition And Generation System Of The Present Invention

FIGS. 32A through 32F show a table describing an exemplary hicrarchical set of
“emotional” descriptors, arranged according to primary, secondary and tertiary emotions. Theses
emotion-type descriptors are supported as “musical experience descriptors” for system users to
provide as system user input to the Automated Music Composition and Generation System of the
illustrative embodiments of the present invention.

FIGS. 33A, 33B, 33C, 33D and 33E, taken together, provides a table describing an
exemplary set of “style” descriptors which are supported as musical experience descriptors for
system users to provide as input to the Automated Music Composition and Generation System of

the illustrative embodiments of the present invention.

System Network Tools For Creating And Managing Parameters Configurations Within The
Parameter Transformation Engine Subsystem B51 Of The Automated Music Composition And
Generation System Of The Present Invention

FIG. 34 shows the automated Music Composition And Generation System Network of the
present invention, comprising (i) a plurality of remote system designer client workstations (DWS),
operably connected to the Automated Music Composition And Generation Engine (E1) of the
present invention. As shown in other figures, the Parameter Transformation Engine Subsystem
B51 and its associated Parameter Table Archive Database Subsystem B80 are maintained in the
Engine E1. Each workstation client system (DWS) supports a GUI-based work environment for
creating and managing “parameter mapping configurations (PMC)” within the parameter
transformation engine subsystem B51, of whatever illustrative embodiment is under design and
manufacture. Using this system network, one or more system designers remotely situated anywhere
around the globe can log into the system network and access the GUI-based work environment and
create “parameter mapping configurations” between (i) different possible sets of emotion-type,
style-type and timing/spatial parameters that might be selected by system users, and (ii)
corresponding sets of probability-based music-theoretic system operating parameters, preferably
maintained within parameter tables, for persistent storage within the Parameter Transformation
Engine Subsystem B51 and its associated Parameter Table Archive Database Subsystem B80.

These parameter mapping configuration tools are used to configure the Parameter
Transformation Engine Subsystem B52 during the system design stage, and thereby program define
or set probability parameters in the sets of parameter tables of the system for various possible
combinations of system user inputs described herein. More particularly, these system designer tools
enable the system designer(s) to define probabilistic relationships between system user selected
sets of emotion/style/timing parameters and the music-theoretic system operating parameters (SOP)

in the parameter tables that are ultimately distributed to and loaded into the subsystems, prior to
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execution of the automated music composition and generation process. Such upfront parameter
mapping configurations by the system designer imposes constraints on system operation, and the
parameter selection mechanisms employed within each subsystem (e.g. random number generator,
or user-supplied lyrical or melodic input data sets) used by each subsystem to make local decisions
on how a particular parts of a piece of music will be ultimately composed and generated by the
system during the automated music composition and generation process of the present invention.

As shown in FIG. 35A, the GUI-based work environment supported by the system network
shown in FIG. 34 provides the system designer with the choice of (i) managing existing parameter
mapping configurations, and (ii) creating a new parameter mapping configuration for loading and
persistent storage in the Parameter Transformation Engine Subsystem B51. In turn, the Parameter
Transformation Engine Subsystem B51 generates corresponding probability-based music-theoretic
system operating parameter (SOP) table(s) represented in FIGS. 28A through 28S, and loads the
same within the various subsystems employed in the deployed Automated Music Composition and
Generation System of the present invention;

As shown in FIG. 35B, the system designer selects (i) managing existing parameter
mapping configurations from the GUI shown in FIG. 35A, and is presented a list of currently
created parameter mapping configurations that have been created and loaded into persistent storage
in the Parameter Transformation Engine Subsystem B51 of the system of the present invention.

As shown in FIG. 36A, the system designer selects (i) creating a new parameter mapping
configuration from the GUI screen shown in FIG. 35A.

As shown in FIG. 36B, the system designer is presented with a GUI-based worksheet for
use in creating a parameter mapping configuration between (i) a set of possible system-user
selectable emotion/style/timing parameters, and a set of corresponding probability-based music-
theoretic system operating parameter (SOP) table(s) represented in FIGS. 28A through 28S, for
loading within the various subsystems employed in the deployed Automated Music Composition
and Generation System of the present invention. Using the exemplary GUI-based worksheet
shown in FIG. 35B, the task of the system designer, or team thereof working together, is to create,
for each possible set of emotion/style/timing parameters that might be selected by any given system
user, a corresponding set the probability values for each music-theoretic SOP table in the master set
of probability-based system operating parameter (SOP) tables illustrated in FIGS. 28A through
28S.

In general, the number of possible combinations of probability-based SOP tables that will
need to be generated for configuring the Parameter Transformation Engine Subsystem B51 with
parameter-transformational capacity, will be rather large, and will be dependent on the size of
possible emotion-type and style-type musical experience descriptors that may be selected by
system users for any given system design deployed in accordance with the principles of the present

invention. The scale of such possible combinations has been discussed and modeled hereinabove.
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These tools illustrated in FIGS. 34 through 36B are merely illustrative examples of how
system design experts can add and embody their musical composition expertise, knowledge and
know how within the Automated Musical Composition And Generation Systems of the present
invention disclosed herein. Typically, such expertise, knowledge and/or know how will be
transferred from the system designer(s) and engineer(s) to digital and/or analog circuitry supported
with the music composition machine, using techniques adapted for manipulating the parameters
and data-sets maintained within in the various system operating parameter (SOP) tables associated
with the various subsystems of the system, as described herein. Other techniques and methods will

readily occur to those skilled in the art in view of the present invention disclosure set forth herein.

Using Lyrical And/Or Musical Input To Influence The Configuration Of The Probability-Based
System Operating Parameter Tables Generated In The Parameter Transformation Engine
Subsystem B51, And Alternative Methods Of Selecting Parameter Values From Probability-Based
System Operating Parameter Tables Emploved In The Various Subsystems Emploved In The
System Of The Present Invention

Throughout the illustrative embodiments, a random number generator is shown being used
to select parameter values from the various probability-based music-theoretic system operating
parameter tables employed in the various subsystems of the automated music composition and
generation system of the present invention. It is understood, however, that non-random parameter
value selection mechanisms can be used during the automated music composition and generation
process. Such mechanisms can be realized globally within the Parameter Transformation Engine
Subsystem B51, or locally within each Subsystem employing probability-based parameter tables.

In the case of global methods, the Parameter Transformation Engine Subsystem B51 (or
other dedicated subsystem) can automatically adjust the parameter value weights of certain
parameter tables shown in FIGS. 27B3A through 27B3C in response to pitch information
automatically extracted from system user supplied lyrical input or musical input (¢.g. humming or
whistling of a tune) by the pitch and rhythm extraction subsystem B2. In such global methods, a
random number generator can be used to select parameter values from the lyrically/musically-
skewed parameter tables, or alternative parameter mechanisms such as the lyrical/musical-
responsive parameter value section mechanism described below in connection with local methods
of implementation.

In the case of local methods, the Real-Time Pitch Event Analyzing Subsystem B352
employed in the system shown in FIG. 37 can be used to capture real-time pitch and rhythm
information from system user supplied lyrics or music (alone or with selected musical experience
and timing parameters) which is then provided to a lyrical/musical responsive parameter value
selection mechanism supported in each subsystem (in licu of a random number generator). The

parameter value selection mechanism receives the pitch and rhythmic information extracted from
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the system user and can use it to form a decision criteria, as to which parameter values in
probability-based parameter tables should be selected. Ideally, the selection will be made so that
the resulting composed music will correspond to the pitch and rhythmic information extracted by
the Real-Time Pitch Event Analyzing Subsystem B52.

In either method, global or local, from a set of lyrics and/or other input medium(s) (¢.g.
humming, whistling, tapping etc.), the system of the present invention may use, for example, the
Real-Time Pitch Event Analyzing Subsystem B52 in FIGS. 37 through 49, distill the system user
input to the motivic level of the input rhythm, pitch, and rhythm/pitch. In some case, this
lyrical/musical input can serve as supplemental musical experience descriptors along with emotion-
type and style-type musical experience descriptors; or in other cases, this lyrical/musical input
might serve as primary musical experience descriptors, without emotion and/or style descriptors.
The Real-Time Pitch Event Analyzing Subsystem B52 may then analyze the motivic content to
identify patterns, tendencies, preferences, and/or other meaningful relationships in the material.
The Parameter Transformation Engine Subsystem B51 may then transform these relationships into
parameter value or value range preferences for the probability-based system operating parameter
tables illustrated in FIGS. 28A through 28S. The system may then be more likely to select certain
value(s) from the system operating tables (whose parameters have already been created and/or
loaded) that reflect the analysis of the lyrical/musical input material so that the subsequently
created piece of music reflects the analysis of the input material.

It will be helpful to discuss a few types of pitch and rhythmic information which, when
extracted from lyrical/musical input by the system user, would typically influence the selection of
parameter values in certain parameter tables using a lyrically, or musically, responsive parameter
selection mechanism being proposed in this alternative embodiments of the present invention.
These case examples will apply to both the global and local methods of implementation discussed
above.

For example, in the event that the input material consists of a high frequency of short and
fast rhythmic material, then the rhythmic-related subsystems (i.c. B2, B3, B4, B9, B15, B11, B25,
and B26 illustrated in FIGS. 27B3A through 27BC) might be more likely to select 16th and 8th
note rhythmic values or other values in the parameter tables that the input material might influence.
Consider the following rhythm-related examples: (i) a system user singing a melody with fast and
short rhythmic material might cause the probabilities in Subsystem B26 to change
and heavily emphasize the sixteenth note and eighth note options; (i1) a system user singing a waltz
with arepetitive pattern of 3 equal rhythms might cause the probabilities in Subsystem B4 to
change and heavily emphasize the 3/4 or 6/8 meter options; (ii1) a system user singing a song that
follows a Verse Chorus Verse form might cause the probabilities in Subsystem B9 to change
and heavily emphasize the ABA form option; (iv) a system user singing a melody with a very fast

cadence might cause the probabilities in Subsystem B3 to change and heavily emphasize the faster
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tempo options; and (v) a system user singing a melody with a slowly changing underlying implied
harmonic progression might cause the probabilities in Subsystem Bll to change
and heavily emphasize the longer chord length options.

In the event that the input material consists of pitches that comprise a minor key, then the
pitch-related subsystems (i.e. B5, B7, B17, B19, B20, B27, B29 and B30 illustrated in FIGS.
27B3A, 27B3B and 27B3C) might be more likely to select a minor key(s) and related minor chords
and chord progressions or other values that the inputted material might influence. Consider the
following pitch-related examples: (i) a system user singing a melody that follows a minor tonality
might cause the probabilities in Subsystem B7 to change and heavily emphasize the Minor tonality
options; (il) a system user singing a melody that centers around the pitch D might cause the
probabilities in Subsystem B27 to change and heavily emphasize the D pitch option; (iii) a system
user singing a melody that follows an underlying implied harmonic progression centered around E
might cause the probabilities in Subsystem B17 to change and heavily emphasize the E root note
options; (iv) a system user singing a melody that follows a low pitch range might cause the
probabilities in the parameter tables in Subsystem B30 to change and heavily emphasize the lower
pitch octave options; and (v) a system user singing a melody that follows an underlying implied
harmonic progression centered around the pitches D F# and A might cause the probabilities in
Subsystem BS5 to change and heavily emphasize the key of D option.

In the event that the system user input material follows a particular style or employs
particular the controller code options, then the instrumentation subsystems B38 and B39 and
controller code subsystem B32 illustrated in FIGS. 27B3A, 27B3B and 27B3C, might be more
likely to select certain instruments and/or particular controller code options, respectively. Consider
the following examples: (i) a system user singing a melody that follows a Pop style might cause the
probabilities in Subsystem B39 to change and heavily emphasize the pop instrument options; and
(i1) a system user singing a melody that imitates a delay effect might cause the probabilities in
Subsystem B32 to change and heavily emphasis the delay and related controller code options.

Also, in the event that the system user input material follows or imitates particular
instruments, and/or methods of playing the same, then the orchestration subsystem B31 illustrated
in FIGS. 27B3A, 27B3B and 27B3C might be more likely to select certain orchestration options.
Consider the following orchestration-related examples: (i) a system user singing a melody with
imitated musical performance(s) of an instrument(s) might cause the probabilities in Subsystem
B31 to change and heavily emphasize the orchestration of the piece to reflect the user input; (ii) if a
system user is singing an arpeggiated melody, the subsystem B31 might
heavily emphasize an arpeggiated or similar orchestration of the piece; (iii) a system user singing a
melody with imitated instruments performing different musical functions might cause the
probabilities in Subsystem B31 to change and heavily emphasize the musical function selections

related to each instrument as imitated by the system user; and (iv) if a system user is alternating
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between singing a melody in the style of violin and an accompaniment in the style of a guitar, then
the Subsystem B31 might heavily emphasize these musical functions for the related or similar

instrument(s) of the piece.

Specification of the Seventh Illustrative Embodiment of The Automated Music Composition and
Generation System of the Present Invention

FIG. 37 shows a seventh alternative embodiment of the Automated Music Composition
And Generation Instrument System of the present invention supporting virtual-instrument music
synthesis driven by linguistic-based or graphical-icon based musical experience descriptors, and
optionally, lyrical (word string) expressions provided by the system user to the input output
subsystem BO in the form of typed text strings, spoken words or sung lyrics, as the case may be.
As used herein, the term “virtual-instrument music synthesis™ refers to the creation of a musical
piece on a note-by-note and chord-by-chord basis, using digital-audio notes, chords and sequences
of notes, that have been produced using one or more virtual instruments created using, for example,
the various music and instrument synthesis techniques including digital audio sampling techniques,
disclosed herein.

In this illustrative embodiment, shown in FIG. 37, this system user input can be produced
using a text keyboard/keypad, audio microphone, a speech recognition interface and/or other
suitable system user interface that allows the system user to communicate emotion, style and
timing types of musical descriptors to the system. With this system configuration, system users can
further apply, for example, typed, spoken and/or sung lyrics (e.g. one or more word phrases) to one
or more scenes in a scored video, or photo slide show, that is to be scored with composed music in
accordance with the principles of the present invention.

As will explained further detail herein, lyrics when applied to particular scenes by the
system user will be processed in different ways, depending on whether the lyrics are typed, spoken
or sung, so as to extract vowel formants that allow for the automated detection of pitch events,
along a time-line, supporting an initial or starting melodic structure. Such pitch events can be used
to inform and constrain the musical experience descriptor and timing/spatial parameters which the
Parameter Transformation Engine Subsystem B51 uses to generate system operating parameters
based on the complete set of the musical experience descriptors, including timing parameters and
lyrics, that may be provided to the system interface subsystem B0 as input by the system user.

As illustrated in FIG. 38, the Automated Music Composition And Generation Instrument
System supports virtual-instrument music synthesis driven by graphical-icon based musical
experience descriptors selected using a keyboard interface, microphone, touchscreen interface, or

speech-recognition interface.
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In general, the automatic or automated music composition and generation system shown in
FIG. 37, including all of its inter-cooperating subsystems shown in FIGS. 26A through 33E and
specified above, can be implemented using digital electronic circuits, analog electronic circuits, or
a mix of digital and analog electronic circuits specially configured and programmed to realize the
functions and modes of operation to be supported by the automatic music composition and
generation system. The digital integrated circuitry (IC) can include low-power and mixed (i.e.
digital and analog) signal systems realized on a chip (i.e. system on a chip or SOC)
implementation, fabricated in silicon, in a manner well known in the electronic circuitry as well as
musical instrument manufacturing arts. Such implementations can also include the use of multi-
CPUs and multi-GPUs, as may be required or desired for the particular product design based on the
systems of the present invention. For details on such digital integrated circuit (IC) implementation,
reference can be made to any number of companies and specialists in the field including Cadence
Design Systems, Inc., Synopsis Inc., Mentor Graphics, Inc. and other ¢lectronic design automation
firms.

For purpose of illustration, the digital circuitry implementation of the system is shown as
an architecture of components configured around SOC or like digital integrated circuits. As shown,
the system comprises the various components, comprising: a SOC sub-architecture including a
multi-core CPU, a multi-core GPU, program memory (DRAM), and a video memory (VRAM); a
hard drive (SATA); a LCD/touch-screen display panel, a microphone/speaker; a keyboard;
WIFI/Bluetooth network adapters; pitch recognition module/board; and power supply and
distribution circuitry; all being integrated around a system bus architecture and supporting
controller chips, as shown.

The primary function of the multi-core CPU is to carry out program instructions loaded
into program memory (e.g. micro-code), while the multi-core GPU will typically receive and
execute graphics instructions from the multi-core CPU, although it is possible for both the multi-
core CPU and GPU to be realized as a hybrid multi-core CPU/GPU chip where both program and
graphics instructions can be implemented within a single IC device, wherein both computing and
graphics pipelines are supported, as well as interface circuitry for the LCD/touch-screen display
panel, microphone/speaker, keyboard or keypad device, as well as WIFI/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry. The purpose of the LCD/touch-screen display
panel, microphone/speaker, keyboard or keypad device, as well as WIFI/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry will be to support and implement the functions
supported by the system interface subsystem BO, but may be used for implementing other
subsystems as well employed in the system shown in FIGS. 37 through 39.

In the Automated Music Composition and Generation System shown in FIG. 39, linguistic
and/or graphics based musical experience descriptors, including lyrical input, and other media (¢.g.

a video recording, slide-show, audio recording, or event marker) are selected as input through the
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system user interface BO. The system user interface supported by subsystem BO can be realized
using a touch-screen keyboard supporting GUI screens similar to those shown in FIGS. 15A
through 15V, but expectedly will differ in style and format, from embodiment to embodiment of
the present invention. The musical experience descriptors and the media are supplied to the system
user interface BO and are then automatically analyzed by the system (e.g. using Al-based image
and sound processing methods) to extract musical experience descriptors (e.g. based on scene
imagery and/or emotional information content in supplied media content). Thereafter, the musical
experience descriptors, as well as machine-extracted musical experience descriptors, provided to
the system are used by the Automated Music Composition and Generation Engine (E1) within the
system (S) to automatically generate musically-scored media that is then supplied back to the
system user via the system user interface for subsequent access, distribution and use.

As shown in FIG. 39A, the system input output interface BO allows the system user to
transmit lyrical input to the system in the form of typed words, spoken words and/or sung speech,
in any natural language supported by the system. Typically, all of the major languages of the world
will be supported (e.g. English, Spanish, French, Chinese, Japanese, Russian, etc.). As shown, the
system support three different modes of lyrical input processing, ecach being optimized to handle
the form of the lyrical input supplied to the Real-Time Pitch Event Analyzing Subsystem B52 (e.g.
graphical strings, acoustic signals representing spoken lyrics, and acoustical signals representing
sung lyrics). The mode of lyrical input (e.g. 1 — Typed Lyrics, 2- Spoken Lyrics, and 3- Sung
Lyrics) can be selected by the system user from the GUI-based system input output subsystem BO.
Such lyrical input is provided to a Real-Time Pitch Event Analyzing Subsystem B52, supporting a
multiplexer with time coding, for transmission of the output from subsystem B52 to the Parameter
Transformation Engine Subsystem B51. Within Real-Time Pitch Event Analyzing Subsystem B52,
real-time pitch event, rhythmic and prosodic analysis is performed on the lyrical input supplied by
the system user so as to generate three (3) different pitch-event streams for typed, spoken and sung
lyrics, respectively. These outputs are subsequently used to modify system operating parameters
in the system during the music composition and generation process of the present invention.

FIG. 39B shows the Real-Time Pitch Event Analyzing Subsystem B52 employed in the
subsystem shown in FIG. 39A, as comprising subcomponents: a lyrical input handler for handling
the different forms of lyrical input supplied by the system user; a pitch-event output handler for
handling the different pitch event output streams gencrated by the subsystem B52; a lexical
dictionary for storing linguistic information and models on each word in the language supported by
the system; and a vowel-format analyzer for analyzing the vowel-formants contained in processed
lyrical input; and a mode controller for controlling the lyrical input mode of the subsystem B52,
configured about the programmed processor for processing the lyrical input using the various

components employed within the subsystem B52.
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In FIG. 40, there is described a method of composing and generating music in an
automated manner using the Real-Time Pitch Event Analyzing Subsystem B52. As shown, the
method comprises the following sequence of steps: (a) providing musical experience descriptors
(e.g. including “emotion-type™ musical experience descriptors as shown in FIGS. 32A through 32F,
and “style-type” musical experience descriptors as shown in FIGS. 33A through 33E) to the system
user interface of the automated music composition and generation system; (b) providing lyrical
input (¢.g. in typed, spoken or sung format) to the system-user interface of the system, for one or
more scenes in a video or media object to be scored with music composed and generated by the
system; (c) using the Real-Time Pitch Event Analyzing Subsystem B52 for processing the lyrical
input provided to the system user interface, using real-time rhythmic, pitch event, and prosodic
analysis of typed/spoken/sung lyrics or words (for certain frames of the scored media), based on
time and/or frequency domain techniques; (d) using the Real-Time Pitch Event Analyzing
Subsystem B52 to extract pitch events, rhythmic information and prosodic information on a high-
resolution time line from the analyzed lyrical input, and code with timing information on when
such detected events occurred; and (e) providing the extracted pitch event, rhythmic and prosodic
information to the Automated Music Composition And Generation Engine E1 for use in
constraining the probability-based system operating parameters (SOP) tables employed in the
various subsystems of the automated system. It will be helpful to discuss each of these steps in
greater details below.

In Step A of FIG. 40, musical experience descriptors (¢.g. including “emotion-type”
musical experience descriptors as shown in FIGS. 32A through 32F, and “style-type™ musical
experience descriptors as shown in FIGS. 33A through 33E) can be provided to the system user
interface of an automated music composition and generation system in a variety of ways. Such
information input can be provided by way of an LCD touch-screen display, using an appropriate
GUI screen. Alternatively, musical experience descriptors can be supplied by a keyboard data
entry, speech recognition, or other methods known in the data entry and handling arts.

In Step B of FIG. 40, lyrical input (e.g. in typed, spoken or sung format) can be supplied to
the system-user interface of the system, in various ways, for one or more scenes in a video or
media object to be scored with music composed and generated by the system. Such lyrical
information can be provided by way of a microphone, speech recognition, typed keyboard data
entry, or any other methods known in the data entry and handling arts where, preferably, the system
user can speak or sing the lyrics for the intended media piece or section, for which the lyrics are
intended, to sent a tone, rhythm and melody for at least a limited number of notes in the music to
be composed and generated by the system of the present invention.

In Step C of FIG. 40, the lyrical input provided to the system user interface can be
processed using various kinds of signal processing apparatus, preferably using (i) real-time

rhythmic, pitch event, and prosodic analysis of typed/spoken/sung lyrics or words (for certain
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frames of the media), based on time and/or frequency domain techniques. In the case of spoken or
sung lyrics or words, being scored to a piece or section of media, the corresponding speech signals
will be digitalized and processed using a high-speed digital signal processing (DSP) chip
programmed to carryout real-time rhythmic, pitch event, and prosodic analysis of
typed/spoken/sung lyrics or words, typically employing vowel formant analysis and related
techniques to ascertain the occurrence of vowels in lyrics, and the pitch characteristics thereof,
which can be transformed into notes of corresponding pitch to obtain a sense of melody from the
lyrical input.

In Step D of FIG. 40, extracting pitch events, rhythmic information and prosodic
information on a high-resolution time line from the analyzed lyrical input, can be carried out using
the programmed DSP chip described above, wherein such extracted pitch and rhythm information
can be encoded with timing information to precisely indicate when such detected events occurred
along a time line.

In Step E of FIG. 40, the extracted information is ultimately provided to the parameter
transformation engine B51 within the Automated Music Composition And Generation Engine, and
used within to constrain the probability-based parameters tables generated/updated by the
parameter transformation engine B51.

The primary purpose of the analyzed lyrical input is to allow the Parameter Transformation
Engine Subsystem B51 in the Automated Music Composition And Generation Engine E1 of the
system shown in FIG 37 to use this automatically extracted pitch event, rthythmic and prosodic
information to constrain the probability-based system operating parameters (SOP) tables that have
been configured for the set of emotion/style musical experience descriptors provided by the system
user along with the lyrical input. The extracted pitch events can used in setting the probabilities for
the pitch related parameter tables that serve to guide the generation of the melodic phrase structure
of the musical piece to be composed by the system of the present invention, so that the composed
music follows and supports the melodic structure of the supplied lyrics. The rhythmic and and/or
prosodic information can be used in setting the probabilities for rhythm related parameter tables
that serve to guide the generation of the rhythmic phrase structure of the musical piece to be
composed by the system of the present invention so that the composed music follows and supports
the rhythmic structure of the supplied lyrics.

FIG. 41 describes the primary steps involved in carrying out the automated music
composition and generation process within the music composing and generation system of the
seventh illustrative embodiment shown in FIG. 37 supporting virtual-instrument music synthesis
driven by linguistic (including lyrical) musical experience descriptors. As indicated in FIG 41, the
method comprises the steps: (a) the system user accessing the Automated Music Composition and
Generation System, and then selects media to be scored with music generated by its Automated

Music Composition and Generation Engine; (b) the system user selecting musical experience
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descriptors (and optionally lyrics) provided to the Automated Music Composition and Generation
Engine of the system for application to the selected media to be musically-scored; (¢) the system
user initiating the Automated Music Composition and Generation Engine to compose and generate
music based on the provided musical descriptors scored on selected media; (d) system user
reviewing the generated music that has been composed for the scored media piece or event marker,
and either accepting the music and/or provides feedback to the system regarding user preferences
in view of the resulting musical experience, and/or making modifications to the musical descriptors
and parameters and requests the system to regencrate a modified piece of music; and (e) the system
combining the composed piecce of music to the selected video to create a new media file for
distribution and display.

To illustrate the operation of the Real-Time Pitch Event Analyzing Subsystem B52, within
the context of subsystem B1 in the system shown in FIGS. 37 and 38, it will be helpful to illustrate
how two different sets of exemplary lyrics, each set being characterized by different emotional
states (e.g. HAPPY and SAD), would be processed by the Real-Time Pitch Event Analyzing
Subsystem B52 to generated different series of pitch events, for use in driving the Automated
Music Composition And Generation System.

Referring now FIG. 42, the Real-Time Pitch Event Analyzing Subsystem B52 is shown
processing a typed lyrical expression (set of words) characteristic of the emotion HAPPY (e.g. “Put
On A Happy Face™ by Charles Strouse), to derive corresponding pitch events (e.g. notes) abstracted
from the typed lyrics based on the presence of vowel formats (assigned to the graphically
represented vowels), and then these pitch events are provided as lyrical input to assist in the
musical experience description of the music piece to be composed, typically along with emotion
and style type of musical experience descriptors provided to the system.

More particularly, FIG. 42 describes the high level steps carried out within the system of
FIG. 37 while practicing a method of processing a typed lyrical expression (set of words),
characteristic of the emotion HAPPY (e.g. “Put On A Happy Face” by Charles Strouse) in the
example, provided as typed lyrical input into the system by the system user.

As shown in Block A of FIG. 42, the Real-Time Pitch Event Analyzing Subsystem B32
receives the text-based lyrical input as a string of graphemes (or morphemes).

At Block B in FIG. 42, Subsystem B52 automatically transcribes the text string into a
phonetic equivalent string, making use of the local dictionary.

At Block C in FIG. 42, based on these phonemes in the phonetic string, the Subsystem B52
automatically transforms the vowels present in the phoneme string generates, into a string of
(default) vowel formats. Preferably, default vowel formats are listed in the Lexical Dictionary of
FIG. 39B for text based representations, while vowel formats are automatically detected using the
Vowel Formant Analyzer which can be based on real-time spectrographic and like techniques well

known in the real-time speech processing and applied linguistic arts.
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At Block D in Fig, 42, the Subsystem B52 then automatically transforms the detected
vowel formats into a string of musical notes (¢.g. pitch events without rhythm information in this
case).

At Block E in FIG. 42, the Subsystem B52 generates a string of notes (¢.g. pitch event
data) from the string of vowel formants.

At Block F in FIG. 42, the Subsystem B52 transmits the pitch event data (e.g. relating to
detected pitch events) to the Parameter Transformation Engine (B51) so as to assist in generating
probabilistic-based system operating parameters for the musical experience descriptors and
specifications, in view of the emotion and style type of musical experience descriptors that have
been provided to the system. The aim here is to assist in the musical experience description of the
music piece to be composed, and help drive the system during the automated music composition
process of the present invention. Such pitch event information is then used within the Parameter
Transformation Engine Subsystem B51 to generate the SOP tables prior to distribution and loading
across the system, and ultimate execution of the music composition and generation process of the
present invention.

Referring now FIG. 43, the Real-Time Pitch Event Analyzing Subsystem B52 is shown
processing spoken lyrical expression (set of words) characteristic of the emotion HAPPY (e.g. “Put
On A Happy Face” by Charles Strouse), to derive corresponding pitch events (e.g. notes) abstracted
from the spoken lyrics based on the presence of vowel formats (assigned to the graphically
represented vowels), and then these pitch events are provided as lyrical input to assist in the
musical experience description of the music piece to be composed, typically along with emotion
and style type of musical experience descriptors provided to the system.

More particularly, FIG. 43 describes the high level steps carried out within the system of
FIG. 37 while practicing a method of processing spoken lyrical expression (set of words),
characteristic of the emotion HAPPY (e.g. “Put On A Happy Face” by Charles Strouse) in the
example, provided as typed lyrical input into the system by the system user.

As shown in Block A of FIG. 43, the Real-Time Pitch Event Analyzing Subsystem B32
receives the spoken lyrical input as a acoustical signal.

At Block B in FIG. 43, Subsystem B52 automatically processes the acoustical signal using
A/D and digital signal processing techniques to generate a phonetic equivalent string, making use
of the local dictionary and speech recognition methods well known in the art.

At Block C in FIG. 43, based on these phonemes in the phonetic string, the Subsystem B52
automatically transforms the vowels present in the phoneme string, into a string of (default) vowel
formats. Preferably, default vowel formats are listed in the Lexical Dictionary of FIG. 39B for text
based representations, while vowel formats are automatically detected using the Vowel Formant
Analyzer which can be based on real-time spectrographic and like techniques well known in the

real-time speech processing and applied linguistic arts.
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At Block D in Fig, 43, the Subsystem B52 then automatically transforms the detected
vowel formats into a string of musical notes (e.g. pitch events with thythm information in this
case).

At Block E in FIG. 43, the Subsystem B52 generates a string of notes (e.g. pitch events
with rhythm data) from the string of vowel formants.

At Block F in FIG. 43, the Subsystem B52 transmits the pitch event and rhythm data (e.g.
relating to detected pitch events and rhythm characteristics of the spoken voice signal) to the
Parameter Transformation Engine (B51) so as to assist in generating probabilistic-based system
operating parameters for the musical experience descriptors and specifications, in view of the
emotion and style type of musical experience descriptors that have been provided to the system.
The aim here is to assist in the musical experience description of the music piece to be composed,
and help drive the system during the automated music composition process of the present
invention.  Such pitch event and captured rhythm data is then used within the Parameter
Transformation Engine Subsystem B51 to generate the SOP tables prior to distribution and loading
across the system, and ultimate execution of the music composition and generation process of the
present invention.

Referring now FIG. 44, the Real-Time Pitch Event Analyzing Subsystem B52 is shown
processing a sung lyrical expression (set of words) characteristic of the emotion HAPPY (e.g. “Put
On A Happy Face” by Charles Strouse), to derive corresponding pitch events (e.g. notes) abstracted
from the sung lyrics based on the presence of vowel formats (assigned to the graphically
represented vowels), and then these pitch events are provided as lyrical input to assist in the
musical experience description of the music piece to be composed, typically along with emotion
and style type of musical experience descriptors provided to the system.

More particularly, FIG. 44 describes the high level steps carried out within the system of
FIG. 37 while practicing a method of processing a sung lyrical expression (set of words),
characteristic of the emotion HAPPY (e.g. “Put On A Happy Face™ by Charles Strouse) in the
example, provided as sung lyrical input into the system by the system user.

As shown in Block A of FIG. 44, the Real-Time Pitch Event Analyzing Subsystem B52
receives the sung lyrical input as an acoustical signal that is continuously buffered and processed.

At Block B in FIG. 44, Subsystem B52 automatically processes the acoustical signal,
using A/D and other digital signal processing techniques, so as to produce a phonetic equivalent
string, making use of the local dictionary.

At Block C in FIG. 44, based on these phonemes in the phonetic string, the Subsystem B52
automatically transforms the vowels present in the phoneme string, into a string of (default) vowel
formats. The vowel formats are automatically detected using the Vowel Formant Analyzer which
can be based on real-time spectrographic and like techniques well known in the real-time speech

processing and applied linguistic arts.
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At Block D in Fig, 44, the Subsystem B52 then automatically transforms the detected
vowel formats into a string of musical notes (e.g. pitch events with thythm information in this
case).

At Block E in Fig, 44, the Subsystem B52 then automatically generates a string of musical
notes (e.g. pitch events with thythm information in this case) from the detected vowel formats.

At Block F in FIG. 44, the Subsystem B52 transmits the pitch event and rhythm data (e.g.
relating to detected pitch events and rhythm characteristics of the sung lyrics) to the Parameter
Transformation Engine (B51) so as to assist in generating probabilistic-based system operating
parameters for the musical experience descriptors and specifications, in view of the emotion and
style type of musical experience descriptors that have been provided to the system. The aim here is
to assist in the musical experience description of the music piece to be composed, and help drive
the system during the automated music composition process of the present invention. Such pitch
event and captured rhythm data is then used within the Parameter Transformation Engine
Subsystem B51 to automatically generate sets of probability-based SOP tables for the system user
inputs that are constrained by the pitch event, rthythmic and prosodic information captured by
Subsystem B52, as described hereinabove.

FIG. 45 shows a score of musical notes automatically recognized within the sung lyrical
expression at Block E in FIG. 44 using automated vowel format analysis and other methods of the
present invention. As shown, each note has a pitch within an interval that corresponds to the ratio
of the first and second formants in the corresponding vowel.

Referring now FIG. 46, the Real-Time Pitch Event Analyzing Subsystem B52 is shown
processing a typed lyrical expression (set of words) characteristic of the emotion SAD or
MELONCHOLY (e.g. “Somewhere Over The Rainbow™ by E. Yip Harburg and Harold Arlen), to
derive corresponding pitch events (¢.g. notes) abstracted from the typed lyrics based on the
presence of vowel formats (assigned to the graphically represented vowels), and then these pitch
events are provided as lyrical input to assist in the musical experience description of the music
piece to be composed, typically along with emotion and style type of musical experience
descriptors provided to the system.

More particularly, FIG. 46 describes the high level steps carried out within the system of
FIG. 37 while practicing a method of processing a typed lyrical expression (set of words),
characteristic of the emotion SAD or MELONCHOLY (e.g. “Somewhere Over The Rainbow™ by
E. Yip Harburg and Harold Arlen) in the example, provided as typed lyrical input into the system
by the system user.

As shown in Block A of FIG. 46, the Real-Time Pitch Event Analyzing Subsystem B52
receives the text-based lyrical input as a string of graphemes (or morphemes).

At Block B in FIG. 46, Subsystem B52 automatically transcribes the text string into a

phonetic equivalent string, making use of the local dictionary.
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At Block C in FIG. 46, based on these phonemes in the phonetic string, the Subsystem B52
automatically transforms the vowels present in the phoneme string generates, into a string of
(default) vowel formats. Preferably, default vowel formats are listed in the Lexical Dictionary of
FIG. 39B for text based representations, while vowel formats are automatically detected using the
Vowel Formant Analyzer which can be based on real-time spectrographic and like techniques well
known in the real-time speech processing and applied linguistic arts.

At Block D in Fig, 46, the Subsystem B52 then automatically transforms the detected
vowel formats into a string of musical notes (¢.g. pitch events without rhythm information in this
case).

At Block E in FIG. 46, the Subsystem B52 generates a string of notes (¢.g. pitch event
data) from the string of vowel formants.

At Block F in FIG. 46, the Subsystem B52 transmits the pitch event data (e.g. relating to
detected pitch events) to the Parameter Transformation Engine (B51) so as to assist in generating
probabilistic-based system operating parameters for the musical experience descriptors and
specifications, in view of the emotion and style type of musical experience descriptors that have
been provided to the system. The aim here is to assist in the musical experience description of the
music piece to be composed, and help drive the system during the automated music composition
process of the present invention. Such pitch event and captured rhythm data is then used within the
Parameter Transformation Engine Subsystem B51 to automatically generate sets of probability-
based SOP tables for the system user inputs that are constrained by the pitch event, rhythmic and
prosodic information captured by Subsystem B52, as described hereinabove.

Referring now FIG. 47, the Real-Time Pitch Event Analyzing Subsystem B52 is shown
processing spoken lyrical expression (set of words) characteristic of the emotion SAD or
MELONCHOLY (e.g. “Somewhere Over The Rainbow™ by E. Yip Harburg and Harold Arlen) to
derive corresponding pitch events (e.g. notes) abstracted from the spoken lyrics based on the
presence of vowel formats (assigned to the graphically represented vowels), and then these pitch
events are provided as lyrical input to assist in the musical experience description of the music
piece to be composed, typically along with emotion and style type of musical experience
descriptors provided to the system.

More particularly, FIG. 47 describes the high level steps carried out within the system of
FIG. 37 while practicing a method of processing spoken lyrical expression (set of words),
characteristic of the emotion SAD or MELONCHOLY (e.g. “Somewhere Over The Rainbow™ by
E. Yip Harburg and Harold Arlen) in the example, provided as typed lyrical input into the system
by the system user.

As shown in Block A of FIG. 47, the Real-Time Pitch Event Analyzing Subsystem B32

receives the spoken lyrical input as a acoustical signal.
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At Block B in FIG. 47, Subsystem B52 automatically processes the acoustical signal using
A/D and digital signal processing techniques to generate a phonetic equivalent string, making use
of the local dictionary and speech recognition methods well known in the art.

At Block C in FIG. 47, based on these phonemes in the phonetic string, the Subsystem B52
automatically transforms the vowels present in the phoneme string generates, into a string of
(default) vowel formats. Preferably, default vowel formats are listed in the Lexical Dictionary of
FIG. 39B for text based representations, while vowel formats are automatically detected using the
Vowel Formant Analyzer which can be based on real-time spectrographic and like techniques well
known in the real-time speech processing and applied linguistic arts.

At Block D in Fig, 47, the Subsystem B52 then automatically transforms the detected
vowel formats into a string of musical notes (e.g. pitch events with rhythm data in this case).

At Block E in FIG. 47, the Subsystem B52 generates a string of notes (e.g. pitch events
with rhythm data) from the string of vowel formants.

At Block F in FIG. 47, the Subsystem B52 transmits the pitch event data (e.g. relating to
detected pitch events and rhythm characteristics) to the Parameter Transformation Engine (B51) so
as to assist in generating probabilistic-based system operating parameters for the musical
experience descriptors and specifications, in view of the emotion and style type of musical
experience descriptors that have been provided to the system. The aim here is to assist in the
musical experience description of the music piece to be composed, and help drive the system
during the automated music composition process of the present invention. Such pitch event and
captured rhythm data is then used within the Parameter Transformation Engine Subsystem B51 to
automatically generate sets of probability-based SOP tables for the system user inputs that are
constrained by the pitch event, rhythmic and prosodic information captured by Subsystem B52, as
described hereinabove.

Referring now FIG. 48, the Real-Time Pitch Event Analyzing Subsystem B52 is shown
processing a sung lyrical expression (set of words) characteristic of the emotion SAD or
MELONCHOLY (e.g. “Somewhere Over The Rainbow™ by E. Yip Harburg and Harold Arlen) to
derive corresponding pitch events (e.g. notes) abstracted from the sung lyrics based on the presence
of vowel formats (assigned to the graphically represented vowels), and then these pitch events are
provided as lyrical input to assist in the musical experience description of the music piece to be
composed, typically along with emotion and style type of musical experience descriptors provided
to the system.

More particularly, FIG. 48 describes the high level steps carried out within the system of
FIG. 37 while practicing a method of processing a sung lyrical expression (set of words),
characteristic of the emotion SAD or MELONCHOLY (e.g. “Somewhere Over The Rainbow™ by
E. Yip Harburg and Harold Arlen) in the example, provided as sung lyrical input into the system by

the system user.
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As shown in Block A of FIG. 48, the Real-Time Pitch Event Analyzing Subsystem B32
receives the sung lyrical input as an acoustical signal that is continuously buffered and processed.

At Block B in FIG. 48, Subsystem B52 automatically processes the acoustical signal,
using A/D and other digital signal processing techniques, so as to produce a phonetic equivalent
string, making use of the local dictionary.

At Block C in FIG. 48, based on the phonemes in the phonetic string, the Subsystem B52
automatically generates, a string of (default) vowel formats from the vowels present in the
phoneme string. The vowel formats are automatically detected using the Vowel Formant Analyzer
(VFA) within Subsystem BS52 realizable using real-time spectrographic and like techniques well
known in the real-time speech processing and applied linguistic arts.

At Block E in Fig, 48, the Subsystem B52 then automatically generates a string of musical
notes (e.g. pitch events with thythm data in this case) from detected vowel formats.

At Block F in FIG. 48, the Subsystem B52 transmits the pitch event and rhythm data (e.g.
relating to detected pitch events and rhythm characteristics of the sung lyrics) to the Parameter
Transformation Engine (B51) so as to assist in generating probabilistic-based system operating
parameters for the musical experience descriptors and specifications, in view of the emotion and
style type of musical experience descriptors that have been provided to the system. The aim here is
to assist in the musical experience description of the music piece to be composed, and help drive
the system during the automated music composition process of the present invention. Such pitch
event and captured rhythm data is then used within the Parameter Transformation Engine
Subsystem B51 to automatically generate sets of probability-based SOP tables for the system user
inputs that are constrained by the pitch event, rthythmic and prosodic information captured by
Subsystem B52, as described hereinabove.

FIG. 49 shows a score of musical notes automatically recognized within the sung lyrical
expression at Block E in FIG. 49 using automated vowel format analysis and other methods of the
present invention. As shown, each note has a pitch within an interval on the musical scale that

corresponds to the ratio of the first and second formants in the corresponding vowel.

Emploving The Automated Music Composition And Generation Engine Of The Present Invention
In Other Applications

The Automated Music Composition and Generation Engine of the present invention will
have use in many application beyond those described this invention disclosure.

For example, consider the use case where the system is used to provide indefinitely lasting
music or hold music (i.e. streaming music). In this application, the system will be used to create
unique music of definite or indefinite length. The system can be configured to convey a set of

musical experiences and styles and can react to real-time audio, visual, or textual inputs to modify
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the music and, by changing the music, work to bring the audio, visual, or textual inputs in line with
the desired programmed musical experiences and styles. For example, the system might be used in
Hold Music to calm a customer, in a retail store to induce feclings of urgency and need (to further
drive sales), or in contextual advertising to better align the music of the advertising with each
individual consumer of the content.

Another use case would be where the system is used to provide live scored music in virtual
reality or other social environments, real or imaginary. Here, the system can be configured to
convey a set of musical experiences and styles and can react to real-time audio, visual, or textual
inputs. In this manner, the system will be able to "live score" content experiences that do well with
a certain level of flexibility in the experience constraints. For example, in a video game, where
there are often many different manners in which to play the game and courses by which to advance,
the system would be able to accurately create music for the game as it is played, instead of (the
traditional method of) relying on pre-created music that loops until certain trigger points are met.

The system would also serve well in virtual reality and mixed reality simulations and experiences.

Modifications of the Illustrative Embodiments of the Present Invention

The present invention has been described in great detail with reference to the above
illustrative embodiments. It is understood, however, that numerous modifications will readily
occur to those with ordinary skill in the art having had the benefit of reading the present invention
disclosure.

In alternative embodiments, the automatic music composition and generation system of the
present invention can be modified to support the input of conventionally notated musical
information such as, for example, notes, chords, pitch, melodies, rhythm, tempo and other qualifies
of music, into the system input interface for processing and use in conjunction with other musical
experience descriptors provided the system user, in accordance with the principles of the present
invention.

For example, in alternative embodiments of the present invention described hereinabove,
the system can be realized a stand-alone appliances, instruments, embedded systems, enterprise-
level systems, distributed systems, and as an application embedded within a social communication
network, email communication network, SMS messaging network, telecommunication system, and
the like. Such alternative system configurations will depend on particular end-user applications
and target markets for products and services using the principles and technologies of the present
invention.

While the preferred embodiments disclosed herein have taught the use of virtual-
instrument music synthesis to generate acoustically-realized notes, chords, rhythms and other

events specified in automated music compositions, in stark contrast with stringing together music
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loops in a manner characteristic of prior art systems, it is understood that the automated music
composition and generation system of the present invention can be modified to adapt the musical
score representations generated by the system, and convert this level of system output into MIDI
control signals to drive and control one or more groups of MIDI-based musical instruments to
produce the automatically composed music for the enjoyment of others. Such automated music
composition and generation systems could drive entire groups of MIDI-controlled instruments such
as displayed during Pat Metheny’s 2010 Orchestrion Project. Such automated music composition
and generation systems could be made available in homes and commercial environments as an
alternative to commercially available PIANODISC® and YAMAHA® MIDI-based music
generation systems. Such alternative embodiments of the present inventions are embraced by the
systems and models disclosed herein and fall within the scope and spirit of the present invention.

While many different ways and means have been disclosed for implementing the various
automated music composing and generating machines, engines, devices, instruments and robots
(i.e. systems) of the present invention, other alternative ways and means will occur to others skilled
in the art having had the benefit of the present inventive disclosure.

These and all other such modifications and variations are deemed to be within the scope

and spirit of the present invention as defined by the accompanying Claims to Invention.
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CLAIMS

1. An automated music composition and generation system driven by emotion-type and style-type
musical experience descriptors and time and/or space parameters supplied by a system user,
comprising:

a system user interface for enabling system users to provide emotion-type and style-type
musical experience descriptors and time and/or space parameters to said automated music
composition and generation system for processing; and

an automated music composition and generation engine, operably connected to said system
user interface, and including a plurality of function-specific subsystems cooperating together to
compose and generate one or more digital pieces of music, each of which contains a set of musical
notes arranged and performed using an orchestration of one or more musical instruments selected
for the digital piece of music;

wherein said automated music composition and generation engine including an
arrangement of various function-specific subsystems including:

a parameter transformation subsystem for receiving said emotion-type and style-type
musical experience descriptors and time and/or space parameters from said system user interface,
and processing and transforming said parameters and producing music-theoretic based parameters
for use by one or more of said function-specific subsystems during automated music composition
and generation;

an orchestration subsystem for automatically orchestrating said piece of music being
composed for performance by an ensemble of one or more virtual-instruments;

a digital piece creation subsystem for creating a digital version of the orchestrated piece of
digital music, employing one or more automated virtual-instrument music synthesis techniques;
and

a feedback and learning subsystem for supporting a feedback and learning cycle within
said automated music composition and generation system,

wherein said system user provides a rating a produced piece of orchestrated music and/or
music preferences, in response to experiencing a piece of orchestrated music composed by said
automated music composition and generation system, and

wherein said automated music composition and generation system automatically generates

an updated piece of music based on said ratings and/or preferences provided by said system user.
2. The automated music composition and generation system of Claim 1, wherein said system user

interface receives a piece of digital media selected from the group consisting of a video, an audio-

recording, an image, or an event marker, and said automated music composition and generation
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system generates said digital piece of music for musically scoring said piece of digital media, and
then combining the piece of digital music and piece of digital media to produced a piece of
musically-scored digital media that is supplied back to said system user via said system user

interface for experiencing and review.

3. The automated music composition and generation system of Claim 1, wherein said automated
music composition and generation engine further comprises a controller code creation subsystem

for creating controller code for the orchestrated piece of music.

4. The automated music composition and generation system of Claim 1, wherein said virtual-
instrument music synthesis includes the creation of a musical piece on a note-by-note and chord-
by-chord basis, using digital-audio notes, chords and sequences of notes, that have been produced
using one or more virtual instruments created using music and instrument synthesis techniques

including digital audio sampling techniques.

5. The automated music composition and generation system of Claim 3, wherein said automated
music composition and generation engine further comprises:

a general rhythm generation subsystem for generating a general rhythm for the piece of
music being composed;

a general pitch generation subsystem for generating chords for the piece of music being
composed;

a melody rhythm generation subsystem for generating a melody rhythm for the piece of
music being composed; and

a melody pitch generation subsystem for generating a melody pitch for the piece of music

being composed.

6. The automated music composition and generation system of Claim 5, wherein said general
rhythm generation subsystem comprises one or more of the following subsystems: a length
generation subsystem; a tempo generation subsystem; a meter generation subsystem; a key
generation subsystem; a beat calculator subsystem; a tonality generation subsystem; a measure
calculator subsystem; a song form generation subsystem; a sub-phrase length generation
subsystem; a number of chords in sub-phrase calculator subsystem; a phrase length generation
subsystem; an unique phrase generation subsystem; a number of chords in phrase calculator
subsystem; a chord length generation subsystem; an unique sub-phrase generation subsystem; an

instrumentation subsystem; an instrument selector subsystem; and a timing generation subsystem.
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7. The automated music composition and generation system of Claim 5, wherein said general pitch
generation subsystem comprises one or more of the following subsystems:

an initial chord generation subsystem; a sub-phrase chord progression generation
subsystem; a phrase chord progression generation subsystem; and a chord inversion generation
subsystem;

wherein said melody rhythm generation subsystem comprises a melody sub-phrase length
generation subsystem, a melody sub-phrase generation subsystem, a melody phrase length
generation subsystem, a melody unique phrase generation subsystem, a melody length generation

subsystem, and a melody note rthythm generation subsystem.

8. The automated music composition and generation system of Claim 5, wherein said melody pitch
generation subsystem comprises one or more of the following subsystems: an initial pitch
generation subsystem; a sub-phrase pitch generation subsystem; a phrase pitch generation

subsystem; and a pitch octave generation subsystem.

9. The automated music composition and generation system of Claim 5, wherein said orchestration

subsystem comprises an orchestration generation subsystem.

10. The automated music composition and generation system of Claim 5, wherein said controller

code creation subsystem comprises a controller code generation subsystem.

11. The automated music composition and generation system of Claim 3, wherein said digital
piece creation subsystem comprises one or more of the following subsystems: a digital audio
sample audio retriever subsystem; a digital audio sample organizer subsystem; a piece consolidator

subsystem; a picce format translator subsystem; and a piece deliverer subsystem.

12. The automated music composition and generation system of Claim 3, wherein said feedback
and learning subsystem comprises one or more of the following subsystems: a feedback subsystem;
a music editability subsystem; a preference saver subsystem; a musical kernel subsystem; a user
taste subsystem; a population taste subsystem; a user preference subsystem; and a population

preference subsystem.

13. The automated music composition and generation system of Claim 3, wherein said system user

is a human being.

14. The automated music composition and generation system of Claim 3, wherein one or more of

said music-theoretic parameters comprise probability-based music-theoretic parameters.
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15. Automated music composition and generation process driven by emotion-type and style-type
musical experience descriptors and time and/or space parameters supplied by a system user,
comprising the steps of’

(a) said system user providing a set of emotion-type and style-type musical experience
descriptors and time and/or space parameters, to a system user interface operably connected to an
automated music composition and generation engine constructed from function-specific
subsystems configured for automatically composing and generating a piece of music in response to
said set of emotion-type and style-type musical experience descriptors and time and/or space
parameters;

(b) transforming said set of emotion-type and style-type parameters and time and/or space
parameters into a set of music-theoretic parameters;

(c¢) providing said set of music-theoretic parameters to said function-specific subsystems
within said automated music composition and generation engine;

(d) said function-specific subsystems processing said set of music-theoretic parameters and
using one or more automated virtual-instrument music synthesis methods to automatically compose
and generate a piece of digital music; and

(e) delivering the piece of digital music to said system user for review and evaluation.

16. The automated music composition and generation process of Claim 15, which further
comprises:

(e) said system user providing feedback to said system user interface, relating to the system
user’s rating of the produced piece of music and/or preferences; and

(f) using said feedback to generate another piece of digital music for review and evaluation

by said system user.

17. The automated music composition and generation process of Claim 15, wherein said system
user interface comprises a client machine in communication with a data processing center
comprising web servers, application servers and database (RDBMS) servers operably connected to

the infrastructure of the Internet.

18. The automated music composition and generation process of Claim 15, wherein one or more of

said music-theoretic parameters comprise probability-based music-theoretic parameters.

19. The automated music composition and generation process of Claim 15, wherein said system

user interface comprises a client machine in communication with a data processing center

208



WO 2017/058844 PCT/US2016/054066

comprising a web server, an application server and a database (RDBMS) server operably connected

to the infrastructure of the Internet.

20. The automated music composition and generation process of Claim 15, wherein said function-
specific subsystems comprise:
a digital piece creation subsystem for creating a digital version of the orchestrated piece of

digital music, employing one or more automated virtual-instrument music synthesis techniques.

21. The automated music composition and generation system of Claim 15, wherein said virtual-
instrument music synthesis includes the creation of a musical piece on a note-by-note and chord-
by-chord basis, using digital-audio notes, chords and sequences of notes, that have been produced
using one or more virtual instruments created using music and instrument synthesis techniques

including digital audio sampling techniques.

22. Automated music composition and generation process driven by emotion-type and style-type
musical experience descriptors and time and/or space parameters supplied by a system user,
comprises the steps of:

(a) the system user providing a set of emotion-type and style-type musical experience
descriptors and time and/or space parameters, to a system user interface operably connected to an
automated music composition and generation engine constructed from function-specific
subsystems configured for automatically composing and generating a piece of music in response to
said set of emotion-type and style-type musical experience descriptors and time and/or space
parameters;

(b) transforming said set of emotion-type and style-type parameters and time and/or space
parameters into a set of music-theoretic parameters;

(c¢) providing said set of music-theoretic parameters to said function-specific subsystems
within said automated music composition and generation engine;

(d) said function-specific subsystems processing said set of music-theoretic parameters to
automatically compose and generate a piece of digital music;

(e) delivering the piece of digital music to said system user for review and evaluation;

(f) said system user providing feedback to said automated music composition and
generation engine relating to the system user’s rating of the produced piece of music and/or
preferences; and

(g) using said feedback to generate another piece of digital music for review and evaluation

by said system user.

209



WO 2017/058844 PCT/US2016/054066

23. An automated music composition and generation process supported by an automated music
composition and generation system, said automated music composition and generation process
comprising:

(a) receiving emotion-type and style-type and optionally timing-type parameters as musical
descriptors for the piece of music which the system user wishes to be automatically composed and
generated by said automated music composition and generation system;

(b) using the General Rhythm Subsystem Al for generating the General Rhythm for the
piece of music to be composed;

(c) using the General Pitch Generation Subsystem A2 for generating chords for the piece of
music being composed;

(d) using the Melody Rhythm Generation Subsystem A3 for generating a melody rhythm
for the piece of music being composed.

(e) using the Melody Pitch Generation Subsystem A4 for generating a melody pitch for the
piece of music being composed;

(f) using the Orchestration Subsystem A5 for generating the orchestration for the piece of
music being composed;

(g) using the Controller Code Creation Subsystem A6 for creating controller code for the
piece of music;

(h) using the Digital Piece Creation Subsystem A7 for creating the digital piece of music;
and

(1) using the Feedback and Learning Subsystem A8 for supporting the feedback and

learning cycle of the system.

24. The automated music composition and generation process of Claim 23, wherein during said
step (a), said musical experience descriptors are provided through a system user /O Subsystem BO,
that can be GUI-based, or use EDI, XML, XML-HTTP and other types information exchange
techniques where machine-to-machine, or computer-to-computer communications are required to
support system users which are machines, or computer-based machines, request automated music

composition and generation services from said machines.

25. The automated music composition and generation process of Claim 23, wherein during said
step (b), one or more of the following subsystems are used to generate the General Rhythm for the
piece of music to be composed: a Length Generation Subsystem B2; a Tempo Generation
Subsystem B3; a Meter Generation Subsystem B4; a Key Generation Subsystem B5; a Beat
Calculator Subsystem B6; a Tonality Generation Subsystem B7; a Measure Calculator Subsystem
B8; a Song Form Generation Subsystem B9; a Sub-Phrase Length Generation Subsystem B15; a
Number of Chords in Sub-Phrase Calculator Subsystem B16; a Phrase Length Generation

210



WO 2017/058844 PCT/US2016/054066

Subsystem B12; a Unique Phrase Generation Subsystem B10; a Number of Chords in Phrase
Calculator Subsystem B13; a Chord Length Generation Subsystem B11l; a Unique Sub-Phrase
Generation Subsystem B14; an Instrumentation Subsystem B38; an Instrument Selector Subsystem

B39; and a Timing Generation Subsystem B41.

26. The automated music composition and generation process of Claim 23, wherein during said
step (c), one or more of the following subsystems are used to generate chords for the piece of music
being composed: the Initial General Rhythm Generation Subsystem B17; the Sub-Phrase Chord
Progression Generation Subsystem B19; the Phrase Chord Progression Generation Subsystem B18;

the Chord Inversion Generation Subsystem B20.

27. The automated music composition and generation process of Claim 23, wherein during said
step (d), one or more of the following subsystems are used to gencrate a melody rhythm for the
piece of music being composed: the Melody Sub-Phrase Length Generation Subsystem B25; the
Melody Sub-Phrase Generation Subsystem B24; the Melody Phrase Length Generation Subsystem
B23; the Melody Unique Phrase Generation Subsystem B22; the Melody Length Generation
Subsystem B21; the Melody Note Rhythm Generation Subsystem B26.

28. The automated music composition and generation process of Claim 23, wherein during said
step (e), one or more of the following subsystems are used to generate a melody pitch for the piece
of music being composed: the Initial Pitch Generation Subsystem B27; the Sub-Phrase Pitch
Generation Subsystem B29; the Phrase Pitch Generation Subsystem B28; and the Pitch Octave
Generation Subsystem B30.

29. The automated music composition and generation process of Claim 23, wherein during said
step (f), one or more of the following subsystems are used to generate the orchestration for the

piece of music being composed: the Orchestration Generation Subsystem B31.

30. The automated music composition and generation process of Claim 23, wherein during said
step (g), one or more of the following subsystems are used to create controller code for the piece of

music: the Controller Code Generation Subsystem B32.

31. The automated music composition and generation process of Claim 23, wherein during said
step (h), one or more of the following subsystems are used to create the digital piece of music: the
Digital Audio Sample Audio Retriever Subsystem B333; the Digital Audio Sample Organizer
Subsystem B34; the Piece Consolidator Subsystem B35; the Piece Format Translator Subsystem
B50; and the Piece Deliverer Subsystem B36
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32. The automated music composition and generation process of Claim 23, wherein during said
step (1), one or more of the following subsystems are used support the feedback and learning cycle
of the system: the Feedback Subsystem B42; the Music Editability Subsystem B431; the Preference
Saver Subsystem B44; the Musical kernel Subsystem B45; the User Taste Subsystem B46; the
Population Taste Subsystem B47; the User Preference Subsystem B48; and the Population
Preference Subsystem B49.

33. An automated music composition and generation engine using automated virtual-instrument
music synthesis driven by emotion-type and style-type musical experience descriptors and time and
space parameters supplied by a system user, so as to automatically compose and generate music,
said automated music composition and generation engine comprising:

a General Rhythm Generation Subsystem Al for generating the General Rhythm for the
piece of music to be composed; wherein said General Rhythm Generation Subsystem Al
comprises one or more of the following subsystems selected from the group consisting of a Length
Generation Subsystem B2, a Tempo Generation Subsystem B3, a Meter Generation Subsystem B4,
a Key Generation Subsystem B5, a Beat Calculator Subsystem B6, a Tonality Generation
Subsystem B7, a Measure Calculator Subsystem B8, a Song Form Generation Subsystem B9, a
Sub-Phrase Length Generation Subsystem B15, a Number of Chords in Sub-Phrase Calculator
Subsystem B16, a Phrase Length Generation Subsystem B12, an Unique Phrase Generation
Subsystem B10, a Number of Chords in Phrase Calculator Subsystem B13, a Chord Length
Generation Subsystem B11, an Unique Sub-Phrase Generation Subsystem B14, an Instrumentation
Subsystem B38, an Instrument Selector Subsystem B39, and a Timing Generation Subsystem B41.

a General Pitch Generation Subsystem A2 for generating chords for the piece of music
being composed; wherein said General Pitch Generation Subsystem A2 comprises one or more of
the following subsystems selected from the group consisting of an Initial Chord Generation
Subsystem B17, a Sub-Phrase Chord Progression Generation Subsystem B19, a Phrase Chord
Progression Generation Subsystem B18, and a Chord Inversion Generation Subsystem B20;

a Melody Rhythm Generation Subsystem A3 for generating a melody rhythm for the piece
of music being composed; wherein said Melody Rhythm Generation Subsystem A3 comprises one
or more of the following subsystems selected from the group consisting of a Melody Sub-Phrase
Length Generation Subsystem B25, a Melody Sub-Phrase Generation Subsystem B24, a Melody
Phrase Length Generation Subsystem B23, a Melody Unique Phrase Generation Subsystem B22, a
Melody Length Generation Subsystem B21, and a Melody Note Rhythm Generation Subsystem
B26;

a Melody Pitch Generation Subsystem A4 for generating a melody pitch for the piece of

music being composed; wherein said Melody Pitch Generation Subsystem A4 comprises one or
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more of the following subsystems selected from the group consisting of an Initial Pitch Generation
Subsystem B27, a Sub-Phrase Pitch Generation Subsystem B29, a Phrase Pitch Generation
Subsystem B28, and a Pitch Octave Generation Subsystem B30;

an Orchestration Subsystem AS for generating the orchestration for the piece of music
being composed; wherein said Orchestration Subsystem A5 comprises an Orchestration Generation
Subsystem B31;

a Controller Code Creation Subsystem A6 for creating controller code for the piece of
music; wherein said Controller Code Creation Subsystem A6 comprises a Controller Code
Generation Subsystem B32;

a Digital Piece Creation Subsystem A7 for creating the digital piece of music; wherein said
Digital Piece Creation Subsystem A7 comprises one or more of the following subsystems selected
from the group consisting of a Digital Audio Sample Audio Retriever Subsystem B33, a Digital
Audio Sample Organizer Subsystem B34, a Piece Consolidator Subsystem B35, a Piece Format
Translator Subsystem B350, and a Piece Deliverer Subsystem B36; and

a Feedback and Learning Subsystem A8 for supporting the feedback and learning cycle of
the system; wherein said Feedback and Learning Subsystem A8 comprises one or more of the
following subsystems selected from the group consisting of a Feedback Subsystem B42, the Music
Editability Subsystem B43, a Preference Saver Subsystem B44, a Musical Kernel Subsystem B45,
a User Taste Subsystem B46, a Population Taste Subsystem B47, a User Preference Subsystem
B48, and a Population Preference Subsystem B49.

34. An automated music composition and generation process, comprising:

(1) supporting the use of linguistic musical experience descriptors, and virtual-instrument
music synthesis;

(i) system user accessing an automated music composition and generation system and then
selects media to be scored with music generated by an automated music composition and
generation engine;

(111) the system user selecting musical experience descriptors provided to the automated
music composition and generation engine of the system for application to the selected media to be
musically-scored;

(iv) the system user initiates the automated music composition and generation engine to
compose and generate music based on the provided musical descriptors scored on selected media;
and

(v) the system combining the composed music with the selected media so as to create a

composite media file for display and enjoyment.

35. An automated music composition and generation engine comprising:
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a user GUI-based input output subsystem; a general rhythm subsystem; a general rhythm
generation subsystem; a melody rhythm generation subsystem; a melody pitch generation
subsystem; an orchestration subsystem; a controller code creation subsystem; a digital piece

creation subsystem; and a feedback and learning subsystem.

36. An automated music composition and generation system comprising:

a user GUI-based input output subsystem (B0) allows a system user to select one or more
musical experience descriptors for distribution to probability-based parameter tables employed in
the various subsystems therein, and subsequent subsystem set up and automated music composition
and generation;

a descriptor parameter capture subsystem (B1) interfaced with the user GUI-based input
output subsystem for capturing selected musical emotion descriptors;

a style parameter capture subsystem (B37) interfaced with the user GUI-based input output
subsystem for capturing musical style description parameters; and

a parameter transformation subsystem (B53) configured to receive said musical emotion
and style description parameters and automatically generate parameter tables employed in the

various subsystems therein, during automated music composition and generation.

37. An automated music composition and generation system comprising:

a plurality of subsystems integrated together, wherein a user GUI-based input output
subsystem (BO) allows a system user to select one or more musical experience descriptors for
transformation into music-theoretical parameter tables by a parameter transformation engine
subsystem, and then distributed to said plurality of subsystems therein, for use during automated

music composition and generation.

38. An automated music composition and generation process supporting automated virtual-
instrument music synthesis driven by linguistic and/or graphical icon based musical experience
descriptors supplied by the system user, wherein linguistic-based musical experience descriptors,
and a video, audio-recording, image, or event marker, are supplied as input through the system user
interface, and used by an automated music composition and generation engine to generate
musically-scored media or event marker using virtual-instrument music synthesis, which is then

supplied back to the system user via the system user interface.
39. The automated music composition and generation process of Claim 38, wherein said musically-

scored media comprises media items selected from videos, audio files, images, slideshows and

event markers.
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40. An automated music composition and generation process employing automated virtual-
instrument music synthesis driven by linguistic and/or graphical icon based musical experience
descriptors supplied by a system user, said automated music composition and generation process
comprises:

(a) said system user accessing an automated music composition and generation engine
operably connected to a system user interface, and selecting from said system user interface, a
video, an audio-recording, slideshow, a photograph or image, or event marker to be scored with
music generated by said automated music composition and generation enging;

(b) said system user providing linguistic-based and/or icon-based musical experience
descriptors to said automated music composition and generation engine;

(c) said system user initiating said automated music composition and generation enging to
compose and generate music using automated virtual-instrument music synthesis based on inputted
musical descriptors that have been scored on (i.¢. applied to) selected media or event markers by
the system user;

(d) said system user accepting composed and generated music produced for scoring media
or event markers, and providing feedback to said automated music composition and generation
engine regarding the system user’s rating of the produced music, and/or music preferences in view
of the produced musical experience that the system user subjectively experiences; and

(v) said system combining the accepted composed music with the selected media or event

marker, so as to create a video file for distribution and display.

41. The automated music composition and generation process of Claim 40, wherein step (b)
comprises providing linguistic-based and/or icon-based musical experience descriptors to a system

user interface using a text keyboard and/or a speech recognition interface.

42. A toy musical instrument comprising:
an automated music composition and generation engine driven by icon-based musical
experience descriptors and musical style descriptors selected by a child during a video scoring
process; and
a computing platform supporting a system user interface that is operably coupled to said
automated music composition and generation engine,
wherein said computing platform includes
a processor with program memory for storing a control program, and persistent
memory for storing a library of videos and/or other media to be scored by the child;
a touch-screen display panel for displaying a selected video to be scored by the
child with music pieces that have been automatically generated by said automated music

composition and generation enging;
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a keyboard allowing the child to select musical emotion descriptors and musical
style descriptors for scoring the selected video; and
an audio speaker for playing audio associated with the selected video to be scored
and playing music automatically composed by said toy instrument; and
a wireless network adapter allowing said computing platform to establish wireless
communication with one or more devices operably connected to a wireless data communications
network;
wherein said automated music composition and generation engine employs virtual-
instrument music synthesis to generate automatically composed music for scoring the selected
video, based on the musical experience descriptors and musical style descriptors selected by the
child using said keyboard and said touch-screen display panel, and provided to said automated
music composition and generation engine; and
wherein said touch screen display allows the child to select and load videos from a library,
and the child can then select musical emotion and style descriptors from said keyboard to allow a

child to compose and generate custom music for segmented scene of the selected video.

43. An automated music composition and generation process within a toy music composing and
generation system, comprising:

(a) providing a graphical icon supporting system user interface operably connected to an
automated music composition and generation engine driven by musical experience descriptors
supplied by a system user;

(b) a system user accessing said automated music composition and generation engine, and
then selecting a video to be scored with music generated by said automated music composition and
generation engine;

(c) the system user selecting graphical icon-based musical experience descriptors to be
provided to said automated music composition and generation engine;

(d) the system user initiating said automated music composition and generation engine to
compose and generate music based on inputted musical descriptors scored on the selected video
media;

(e) said toy music composing and generation system combining the composed music with
the selected video so as to create a video file for display and enjoyment by the system user; and

(f) reviewing and assessing said video file and making modifications to the selected
graphical icon-based musical experience descriptors, and create a new video file for display and

enjoyment.

44. A music composition and video scoring toy instrument comprising:
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an automated music composition and generation engine driven by icon-based musical
experience descriptors selected by the child or adult playing with said music composition and video
scoring toy instrument;

a computing platform operably connected to said automated music composition and
generation engine, for controlling said music composition and video scoring toy, and having
storage device for storing a library of videos and music generated by automated music composition
and generation engine; and

a display screen for displaying videos selected from a video library maintained within said
storage device, or on a local or remote video file server connected to the Internet;

wherein a child or adult can then select musical experience descriptor from said system
user interface to allow the child or adult to compose and generate custom music for segmented

scenes of the selected video.

45. The music composition and video scoring toy instrument of Claim 44, wherein said system user

interface comprises a physical or virtual keyboard.

46. The music composition and video scoring toy instrument of Claim 44, wherein musical

experience descriptors comprises emotion descriptor icons and style descriptor icons.

47. An automated toy music composition and generation instrument system comprising:

an automated music composition and generation engine for use in scoring segments of a
video, or other media object; and

a system user interface for selecting graphical-icon based musical experience descriptors
and providing said graphical-icon based musical experience descriptors to said automated music
composition and generation engine for use in scoring segments of a video or media object selected
as input through said system user interface, so as to automatically generate a musically-scored
video story;

wherein said musically-scored video story is then supplied back to the system user by way

of said system user interface.

48. A toy instrument comprising: automated music composition and generation engine supporting
automated virtual-instrument music synthesis driven by icon-based musical experience descriptors
selected by the child or adult playing with the toy instrument, wherein a touch screen display is
provided to select and load videos from a video library maintained within storage device within the
toy instrument or from a local or remote video file server connected to the Internet, and children
can then select musical experience descriptors from a physical or virtual keyboard to allow a child

to compose and generate custom music for segmented scene of the selected video.
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49. An electronic information processing and display system comprising:

a SOC-based automated music composition and generation engine supporting the creative
and/or entertainment needs of system users;

a system user interface operably connected to said SOC-based automated music
composition and generation engine, allowing a system user to input (i) linguistic and/or graphical
icon based musical experience descriptors, and (ii) a video, audio-recording, image, slide-show, or
event marker, as input through said system user interface;

wherein said SOC-based automated music composition and generation engine to gencrate
musically-scored media or event marker that is supplied back to the system user via said system

user interface.

50. The electronic information processing and display system of Claim 49, wherein said musically-

scored media comprises one or more videos, podcasts, images, and slideshows.

51. The electronic information processing and display system of Claim 49, wherein comprising:

a subsystem architecture including a CPU, program memory (RAM), and video memory
(VRAM), interfaced with persistent memory, a touch-screen display panel, a micro-phone speaker,
a keyboard or keypad, wireless network adapters integrated with one or more bus architecture

supporting controllers.

52. An automated music composition and generation system comprising:

an automated music composition and generation engine; and

a system user interface operably connected to said automated music composition and
generation engine, for providing linguistic and/or graphical icon based musical experience
descriptors;

wherein (i) musical experience descriptors, and (ii) a video, audio-recording, image, slide-
show or event marker, are supplied as input through said system user interface, and used by said
automated music composition and generation engine to generate a musically-scored media or event
marker; and

wherein said musically-scored media or event marker that is supplied back to the system

user by way of said system user interface.
53. An automated music composition and generation process driven by linguistic and/or graphical

icon based musical experience descriptors, said automated music composition and generation

process comprising:
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(1) a system user accessing an automated music composition system supported by an
automated music composition and generation engine, and then selecting a video, an audio-
recording (i.e. podcast), slideshow, a photograph or image, or event marker to be scored with
music generated by said automated music composition and generation enging;

(i1) said system user providing linguistic-based and/or icon-based musical experience
descriptors to said automated music composition and generation engine;

(ii1) said system user initiating said automated music composition and generation engine to
compose and generate music based on inputted musical descriptors scored on selected media or
event markers, and using virtual-instrument music synthesis;

(iv) said system user accepting composed and generated music produced for the score
media or event markers, and providing feedback to said automated music composition and
generation engine regarding said system user’s rating of the produced music, and/or music
preferences in view of the produced musical experience that the system user subjectively
experiences; and

(v) said automated music composition system combining the accepted composed music

with the selected media or event marker, so as to create a video file for distribution and display.

54. The automated music composition and generation process of Claim 53, wherein said virtual-
instrument music synthesis includes the creation of a musical piece on a note-by-note and chord-
by-chord basis, using digital-audio notes, chords and sequences of notes, that have been produced
using one or more virtual instruments created using music and instrument synthesis techniques

including digital audio sampling techniques.

55. An enterprise-level internet-based music composition and generation system comprising:

a data processing center supporting web servers, application servers and database servers
operably connected to the infrastructure of the Internet; and

a plurality of client machines, operably connected to the infrastructure of the Internet, and
having access to said data processing center, and allowing anyone with a web-based browser to
access automated music composition and generation services supported by the servers in said data
processing center, to score videos, images, slide-shows, audio-recordings, and other events using
one of said client machines to provide musical experience descriptors to a system user interface

operably connected to at least one web server in said data processing center.
56. The enterprise-level internet-based music composition and generation system of Claim 54,

wherein said linguistic-based musical experience descriptors, and a video, audio-recording, image,

or event marker, are supplied as input through said system user interface, and used by said
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automated music composition and generation engine to generate musically-scored media or event

marker, that is then supplied back to the system user via the system user interface.

57. The enterprise-level internet-based music composition and generation system of Claim 54,
wherein said musically-scored media is selected from the group of videos, podcasts, images, and

slideshows.

58. An automated music composition and generation process comprising:

(a) a system user accessing an automated music composition and generation system
operably connected to a system user interface, and then selecting a video, an audio-recording (i.e.
podcast), slideshow, a photograph or image, or an event marker to be scored with music generated
by said automated music composition and generation engine;

(b) said system user providing linguistic-based and/or icon-based musical experience
descriptors to said automated music composition and generation engine;

(c) said system user initiating said automated music composition and generation system to
compose and generate music based on inputted musical descriptors scored on selected media or
event markers;

(d) said system user accepting composed and generated music produced for the score
media or event markers, and providing feedback to said automated music composition and
generation system regarding the system user’s rating of the produced music, and/or music
preferences in view of the produced musical experience that the system user subjectively
experiences; and

(e) said automated music composition and generation system combining the accepted
composed music with the selected media or event marker, so as to create a video file for

distribution and display.

59. The automated music composition and generation process of Claim 58, wherein said system
user interface displays interface objects for (i) selecting video to upload into said system interface,
and (i1) composing music only option allowing the system user to initiative said automated music

composition and generation system.

60. The automated music composition and generation process of Claim 58, wherein when the
system user selects the “Select Video™ object in the GUI, the system allows the user to select a
video file from several different local and remote file storage locations including local photo
album, shared hosted folder on the cloud, and local photo albums from ones smartphone camera

roll.
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61. The automated music composition and generation process of Claim 58, wherein the selected

video is displayed for scoring.

62. The automated music composition and generation process of Claim 58, wherein the system user
selects the category “music emotions” from the Music Emotions/Music Style/Music Spotting
Menu, to display a plurality of classes of emotions from which to choose and characterize the

musical experience the system user seeks.

63. The automated music composition and generation process of Claim 58, wherein the system user
selects the music emotion category from a music emotions menu, to display many different
emotions from which to choose and characterize the musical experience they system user seeks, for

scoring the selected video.

64. The automated music composition and generation process of Claim 58, wherein the system user
selects the category “music style” from a music style menu, to display many different styles from
which to choose and characterize the musical experience they system user seeks, for scoring the

selected video.

65. The automated music composition and generation process of Claim 58, wherein the system user
selects the category “music spotting” from the music spotting menu, to display a set of commands

from which the system user can choose during music spotting functions.

66. The automated music composition and generation process of Claim 58, wherein after a music
composition has been generated and is ready for preview against the selected video, the system
user is provided with the option to edit the musical experience descriptors set for the musical piece
and recompile the musical composition, or accept the generated piece of composed music and mix

the audio with the video to generated a scored video file.

67. An automated music composition and generation process supported by an enterprise-level
system, comprising the steps:

(1) a system user accesses an automated music composition and generation engine, and
then selects a video, an audio-recording, slideshow, a photograph or image, or an event marker to
be scored with music generated by said automated music composition and generation engine;

(i1) the system user then provides linguistic-based and/or icon-based musical experience

descriptors to said automated music composition and generation engine;
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(ii1) the system user initiates the automated music composition and generation engine to
compose and generate music based on inputted musical descriptors scored on selected media or
event markers;

(iv) the system user accepts composed and generated music produced for the score media
or event markers, and provides feedback to the system regarding the system user’s rating of the
produced music, and/or music preferences in view of the produced musical experience that the
system user subjectively experiences; and

(v) the system combines the accepted composed music with the selected media or event

marker, so as to create a video file for distribution and display.

68. An Internet-based automated music composition and generation system allowing uses to create
and deliver text, SMS and email messages augmented with automatically composed music
generated using user-selected music emotion and style descriptors, said Internet-based automated
music composition and generation system comprising:

an automated music composition and generation engine operably connected to a system
user interface, and the infrastructure of the Internet; and

plurality of mobile and desktop client machines providing text, SMS and email services
supported on the Internet;

wherein each said client machine has a text application, SMS application and email
application that can be augmented by the addition of automatically composed music by users using
said automated music composition and generation engine, by selecting musical emotion descriptor
icons, and musical style descriptor icons, that are provided to said automated music composition
and generation engine to generate automatically composed music that is embedded in text, SMS
and/or email messages for delivery to other client machines over the infrastructure of the Internet,
to experience text, SMS and email messages augmented with said embedded automatically

composed music.

69. The Internet-based automated music composition and generation system of Claim 68, wherein
said mobile client machines are selected from the group consisting of Internet-enabled smartphones
and tablet computers having a touch-screen interface, a memory architecture, a central processor

and interface circuitry and network adapters to support various communication protocols.

70. The Internet-based automated music composition and generation system of Claim 68, wherein a
first client application is running on each said client machine and providing the system user with a
virtual keyboard supporting the creation of a text or SMS message, and the creation and insertion

of a piece of automatically-composed music created therein, by selecting linguistic and/or
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graphical-icon based emotion descriptors and style-descriptors, from a first menu screen supported

by said first client application.

71. The Internet-based automated music composition and generation system of Claim 68, wherein a
second client application is running on each said client machine and providing the system user with
a virtual keyboard supporting the creation of an email document, and the creation and embedding
of a piece of automatically-composed music therein, created by the user selecting linguistic and/or
graphical-icon based emotion descriptors, and style-type descriptors from a second menu screen

supported by said second client application.

72. The Internet-based automated music composition and generation system of Claim 68, wherein
said client machine is realized as mobile computing machine having a touch-screen interface, a
memory architecture, a processor, interface circuitry and network adapters to support various
communication protocols; and wherein a client application running on said mobile computing
machine provides the user with a virtual keyboard supporting the creation of a Microsoft Word,
PDF, or image (e.g. jpg or tiff) document, and the creation and insertion of a piece of
automatically-composed music created by the system user selecting linguistic and/or graphical-icon
based music emotion descriptors and music style-descriptors, from a menu screen supported by

said client application.

73. The Internet-based automated music composition and generation system of Claim 68, wherein
said client machine is realized as mobile computing machine having a touch-screen interface, a
memory architecture, a central processor, graphics processor, interface circuitry, network adapters
to support various communication protocols; and wherein a second client application is running
that provides the user with a virtual keyboard supporting the creation of a web-based (i.e. html)
document, and the creation and insertion of a piece of automatically-composed music created by
selecting linguistic and/or graphical-icon based emotion descriptors, and style-descriptors, from a
menu screen supported by said second client application, so that the music piece can be delivered
to a remote client and experienced using a conventional web-browser operating on the embedded
URL, from which the embedded music piece is being served by way of said web, application and

database servers.

74. An automated music composition and generation system comprising: an Internet-based
automated music composition and generation platform deployed so mobile and desktop client
machines, using text, SMS and email services supported on the Internet are augmented by the
addition of composed music by users using an automated music composition and generation

engine, and graphical user interfaces supported by the client machines while creating text, SMS
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and/or email messages so that the users can easily select graphic and/or linguistic based emotion
and style descriptors for use in generating compose music pieces for such text, SMS and email

messages.

75. A system network for generating and delivering automatically composed pieces of music,
comprising:

an automated music composition and generation engine operably connected to the
infrastructure of the Internet, for automatically composing and generating music based on linguistic
or icon-based musical experience descriptors;

a plurality of communication, application and database servers operably connected to said
automated music composition and generation engine and the infrastructure of the Internet, so that
music pieces automatically composed and generated by said automated music composition and
generation engine can be embedded in and played from documents; and

a plurality of Web-enabled mobile client machines operably connected to the infrastructure
of the Internet for displaying documents embedded with music pieces automatically composed and
generated by said automated music composition and generation engine;

wherein each said mobile client machine comprises a computing platform having a touch-
screen interface, a memory architecture, a central processor, and a wireless network adapter
supporting wireless communication protocols; and

wherein said client machine includes an application which, when running, provides the
user with a virtual keyboard supporting the creation and insertion of a piece of composed music
created by selecting linguistic and/or graphical-icon based emotion descriptors, and style-
descriptors, from a menu screen, so that the music piece can be embedded in a document that is

delivered to a remote client machine and experienced by another system user.

76. An Internet-based automated music composition and generation system comprising:

an automated music composition and generation engine operably connected to the
infrastructure of the Internet, for automatically composing and generating music based on linguistic
or icon-based musical experience descriptors;

a plurality of communication, application and database servers operably connected to said
automated music composition and generation engine and the infrastructure of the Internet, so that
music pieces automatically composed and generated by said automated music composition and
generation engine can be embedded in and played from documents; and

wherein said client machine includes an application which, when running, provides the
user with a virtual keyboard supporting (i) creating a piece of composed music created by selecting
linguistic and/or graphical-icon based emotion descriptors and style-descriptors, from a menu

screen, and (i) embedding the piece of automatically-composed music into a text, SMS and email
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document or message so that said text, SMS and email document or message, with the embedded
piece of music, can be delivered to a remote client machine and experienced by another system

uscr.

77. An automated music composition and generation process using a Web-based system supporting
the use of automated virtual-instrument music synthesis driven by linguistic and/or graphical icon
based musical experience descriptors so to automatically and instantly create musically-scored text,
SMS, email, PDF, Word and/or html documents, said automated music composition and generation
process comprises:

(a) a system user accesses an automated music composition and generation system, and
then selects a text, SMS or email message or Word, PDF or HTML document to be scored (e.g.
augmented) with music generated by the automated music composition and generation system;

(i1) the system user then provides linguistic-based and/or icon-based musical experience
descriptors to the automated music composition and generation system;

(ii1) the system user initiates the automated music composition and generation system to
compose and generate music based on inputted musical descriptors scored on selected messages or
documents;

(iv) the system user accepts composed and generated music produced for the message or
document, or rejects the music and provides feedback to the system, including providing different
musical experience descriptors and a request to re-compose music based on the updated musical
experience descriptor inputs; and

(v) the system combines the accepted composed music with the message or document, so

as to create a new file for distribution and display.

78. An automated music composition and generation process driven by linguistic and/or graphical
icon based musical experience descriptors so as to create musically-scored text, SMS, email, PDF,
Word and/or html documents, said automated music composition and generation process
comprising:

(a) the system user accessing said automated music composition and generation engine;

(b) selecting a text, SMS or email message or Word, PDF or HTML document to be scored
with music generated by said automated music composition and generation engine;

(i1) the system user then provides linguistic-based and/or icon-based musical experience
descriptors to said automated music composition and generation engine;

(ii1) the system user initiates said automated music composition and generation engine to
compose and generate music based on inputted musical descriptors scored on selected messages or

documents;
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(iv) the system user accepts composed and generated music produced for the message or
document, or rejects the music and provides feedback to said automated music composition and
generation engine, including providing different musical experience descriptors and a request to re-
compose music based on the updated musical experience descriptor inputs; and

(v) combining the accepted composed music with the message or document, so as to create

a new file for distribution and display.

79. An artificial-intelligent based (Al-based) autonomous music composition and performance
system comprising:
an automated music composition and generation engine configured to
(1) receive musical signals from a set of a real or synthetic musical instruments
being played by a group of human musicians,
(i1) buffer and analyze said musical signals from said set of real or synthetic
musical instruments,
(ii1) compose and generate music in real-time that augments the music being
played by the band of musicians, or
(iv) record, analyze and compose music recorded for subsequent playback, review
and consideration by said human musicians;
a transportable housing containing said automated music composition and generation
engine and further including
a touch-type display screen for selecting graphical icons and reviewing graphical
information;
a first set of audio signal input connectors for receiving electrical signals produced
from said set of musical instruments;
a second set of audio signal input connectors for receiving electrical signals
produced from one or more microphones;
a set of MIDI signal input connectors for receiving MIDI input signals from the set
of instruments in the system environment,
audio output signal connector for delivering audio output signals to audio signal
preamplifiers and/or amplifiers,
wireless network adapters and associated signal antenna structures;
a set of function buttons for selecting user modes of operation;
wherein said user modes of operation include two or more of the following modes:
(1) a LEAD mode, where said Al-based autonomous music composition and
performance system autonomously leads musically in response to the streams of music
information it receives and analyzes from its musical environment during a musical

session;
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(i) a FOLLOW mode, where said Al-based autonomous music composition and
performance system autonomously follows musically in response to the music it receives
and analyzes from the musical instruments in its musical environment during the musical
session;

(ii1) a COMPOSE mode, where said Al-based autonomous music composition and
performance system automatically composes music based on the music it receives and
analyzes from the musical instruments in its environment during the musical session; and

(iv) a PERFORM mode, where said Al-based autonomous music composition and
performance system autonomously performs automatically composed music, in real-time,
in response to the musical information it receives and analyzes from its environment during

the musical session.

80. An Al-based autonomous music composition and composition performance system comprising:

an automated music composition and generation engine,

wherein the Al-based system receives musical signals from its surrounding instruments and
musicians and buffers and analyzes these instruments, and

wherein, in response thercto, can compose and generate music in real-time that will
augment the music being played by the band of musicians, or can record, analyze and compose

music that is recorded for subsequent playback, review and consideration by the human musicians.

81. An artificial intelligence (AI) based autonomous music composition, generation and
performance system for use in a band of human musicians playing a set of real and/or synthetic
musical instruments, employing a modified version of said automated music composition and
generation engine, wherein the Al-based system receives musical signals from its surrounding
instruments and musicians and buffers and analyzes these instruments and, in response thereto, can
compose and generate music in real-time that will augment the music being played by the band of
musicians, or can record, analyze and compose music that is recorded for subsequent playback,

review and consideration by the human musicians.

82. An autonomous music analyzing, composing and performing instrument system comprising:

a compact transportable housing supporting

a touch-type display screen;

a set of audio signal input connectors for receiving audio signals produced from the set of
musical instruments in the system’s environment;

a set of MIDI signal input connectors for receiving MIDI input signals from the set of
instruments in the system environment;

audio output signal connector for delivering audio output signals;
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wireless network adapters and associated signal antenna structures, and

a set of function buttons for the user modes of operation including two or more of the
following modes:

(1) a LEAD mode, where said autonomous music analyzing, composing and performing
instrument system autonomously leads musically in response to the streams of music information it
receives and analyzes from its (local or remote) musical environment during a musical session,

(ii)) a FOLLOW mode, where said autonomous music analyzing, composing and
performing instrument system autonomously follows musically in response to the music it receives
and analyzes from the musical instruments in its (local or remote) musical environment during the
musical session,

(ii1) a COMPOSE mode, where said autonomous music analyzing, composing and
performing instrument system automatically composes music based on the music it receives and
analyzes from the musical instruments in its (local or remote) environment during the musical
session, and

(iv) a PERFORM mode, where said autonomous music analyzing, composing and
performing instrument system autonomously performs automatically composed music, in real-time,
in response to the musical information it receives and analyzes from its environment during the

musical session.

83. The autonomous music analyzing, composing and performing instrument system of Claim 82,
wherein

(1) prior to a session, a system user selects either the LEAD or FOLLOW mode of
operation for said automated musical composition and generation instrument system;

(i1) prior to the session, said autonomous music analyzing, composing and performing
instrument system is then is interfaced with a group of musical instruments played by a group of
musicians in a creative environment during a musical session;

(ii1) during the session system receives audio and/or MIDI data signals produced from the
group of instruments during the session, and analyzes these signals for pitch data and melodic
structure;

(iv) during the session, said autonomous music analyzing, composing and performing
instrument system automatically generates musical descriptors from abstracted pitch and melody
data, and uses the musical experience descriptors to compose music for the session on a real-time
basis; and

(v) in the event that the PERFORM mode has been selected, said autonomous music
analyzing, composing and performing instrument system generates the composed music, and in the
event that the COMPOSE mode has been selected, the music composed during for the session is

stored for subsequent access and review by the group of musicians.
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84. An autonomous music analyzing, composing and performing instrument system comprising:
input ports for receiving audio signals as well as MIDI input signals produced from a set of
musical instruments; and
a signal analyzer for analyzing these signals in real-time, on the time and/or frequency
domain, for the occurrence of pitch events and melodic structure so that the system can
automatically abstract musical experience descriptors from this information for use in generating
automated music composition and generation using an automated music composition and

generation engine.

85. The autonomous music analyzing, composing and performing instrument system of Claim 84,
wherein said signal analyzer comprises a system bus architecture, including a CPU, program

memory (DRAM), and video memory (VRAM) integrated with said system bus architecture.

86. An automated music composition and generation system supporting a musical composition
process comprising:
(a) automatically generating musical score representations of automatically composed
pieces of music in response to receiving emotion and style type musical experience descriptors; and
(b) converting such representations into MIDI control signals to drive and control one or
more MIDI-based musical instruments that produce the automatically composed music for the

enjoyment of others.

87. An automated music composition and generation system having a high-level musical landscape
organization, comprising:

a system user GUI-Based Input Subsystem AO;

a Pitch Landscape Subsystem CO including

a General Pitch Generation Subsystem A2 for generating chords (i.e. pitch events) for the
piece of music being composed;

a Melody Pitch Generation Subsystem A4 for generating a Melody Pitch for the piece of
music being composed;

wherein said melody pitch encompasses, within a piece of music, the arrangement in space
of all events that, either independently or in concert with other events, constitute a melody and/or
part of any melodic material of a musical piece being composed;

an Orchestration Subsystem A5 for generating the Orchestration for the piece of music
being composed; and

a Controller Code Creation Subsystem A6;
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wherein said Pitch Landscape encompasses, within a piece of music, the arrangement in
space of all events,

wherein said events are often, though not always, organized as follows:

at a high level, by the musical piece's key and tonality,

at a middle level, by the musical piece's structure, form, and phrase, and

at a low level, by the specific organization of events of each instrument, participant, and/or
other component of the musical piece; and

a Rhythmic Landscape Subsystem C1 including

a General Rhythm Generation Subsystem Al for generating the General Rhythm for the
piece of music to be composed;

a Melody Rhythm Generation Subsystem A3 for generating a Melody Rhythm for the
piece of music being composed;

said Orchestration Subsystem A5 for generating the Orchestration for the piece of music
being composed; and

wherein said Orchestration for the piece of music being composed describes manipulating,
arranging, and/or adapting a piece of music;

said Controller Code Creation Subsystem A6 for creating Controller Code for the piece of
music being composed;

wherein said Controller Code for the piece of music being composed describes
information related to musical expression, often separate from the actual notes, rhythms, and
istrumentation;

wherein said Rhythmic Landscape C1 encompasses, within a piece of music, the
arrangement in time of all events;

wherein said events are often, though not always, organized as followings:

at a high level, by the musical piece's tempo, meter, and length,

at a middle level, by the musical piece's structure, form, and phrase, and

at a low level, by the specific organization of events of each instrument, participant, and/or
other component of the musical piece;

a Digital Piece Creation Subsystem A7 for creating the Digital Piece of music being
composed;

wherein said Digital Piece of music being composed describes the representation of a
musical piece in a digital or combination or digital and analog, but not solely analog manner; and

a Feedback and Learning Subsystem A8 for supporting the feedback and learning cycle of
the system wherein preferences of system users who have reviewed automatically composed music

pieces are used in the automated composition of future music pieces.
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88. The automated music composition and generation system of Claim 87, wherein said GUI-Based
Input Subsystem AO comprises: an User GUI-Based Input Output Subsystem BO; a Descriptor
Parameter Capture Subsystem B1l; a Parameter Transformation Engine Subsystem B51; a Style
Parameter Capture Subsystem B37; and a Timing Parameter Capture Subsystem B40; wherein said
subsystems receive and process all musical experience parameters (e.g. emotional descriptors, style
descriptors, and timing/spatial descriptors) provided to the Systems AO via the system users, or

other means and ways called for by the end system application.

89. The automated music composition and generation system of Claim 87, wherein said General
Rhythm Generation Subsystem Alcomprises the following subsystems: a Length Generation
Subsystem B2; a Tempo Generation Subsystem B3; a Meter Generation Subsystem B4; a Beat
Calculator Subsystem B6; a Measure Calculator Subsystem BS8; a Song Form Generation
Subsystem B9; a Sub-Phrase Length Generation Subsystem B15; a Number of Chords in Sub-
Phrase Calculator Subsystem B16; a Phrase Length Generation Subsystem B12; an Unique Phrase
Generation Subsystem B10; a Number of Chords in Phrase Calculator Subsystem B13; a Chord
Length Generation Subsystem Bl1l; an Unique Sub-Phrase Generation Subsystem Bl4; an
Instrumentation Subsystem B38; an Instrument Selector Subsystem B39; and a Timing Generation

Subsystem B41.

90. The automated music composition and generation system of Claim 87 wherein said General
Pitch Generation Subsystem A2 for generating chords (i.e. pitch events) for the piece of music
being composed, comprises: a Key Generation Subsystem BS5; a Tonality Generation Subsystem
B7; a Initial General Rhythm Generation Subsystem B17; a Sub-Phrase Chord Progression
Generation Subsystem B19; a Phrase Chord Progression Generation Subsystem B18; the Chord
Inversion Generation Subsystem B20; an Instrumentation Subsystem B38; and an Instrument

Selector Subsystem B39.

91. The automated music composition and generation system of Claim 87, wherein said Melody
Rhythm Generation Subsystem A3 comprises: a Melody Sub-Phrase Length Generation Subsystem
B25; a Melody Sub-Phrase Generation Subsystem B24; a Melody Phrase Length Generation
Subsystem B23; a Melody Unique Phrase Generation Subsystem B22; a Melody Length
Generation Subsystem B21; and a Melody Note Rhythm Generation Subsystem B26.

92. The automated music composition and generation system of Claim 87, wherein said Melody
Pitch Generation Subsystem A4 comprises: an Initial Pitch Generation Subsystem B27; a Sub-
Phrase Pitch Generation Subsystem B29; a Phrase Pitch Generation Subsystem B28; and a Pitch
Octave Generation Subsystem B30.
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93. The automated music composition and generation system of Claim 87, wherein said

Orchestration Subsystem A5 comprises an Orchestration Generation Subsystem B31.

94. The automated music composition and generation system of Claim 87, wherein said Controller

Code Creation Subsystem A6 comprises: a Controller Code Generation Subsystem B32.

95. The automated music composition and generation system of Claim 87, wherein said Digital
Piece Creation Subsystem A7 comprises: a Digital Audio Sample Audio Retriever Subsystem B33;
a Digital Audio Sample Organizer Subsystem B34; a Piece Consolidator Subsystem B35; a Piece

Format Translator Subsystem B30; and a Piece Deliverer Subsystem B36.

96. The automated music composition and generation system of Claim 87, wherein said Feedback
and Learning Subsystem A8 comprises: a Feedback Subsystem B42; a Music Editability
Subsystem B43; a Preference Saver Subsystem B44; a Musical kernel Subsystem B45; a User
Taste Subsystem B46; a Population Taste Subsystem B47; an User Preference Subsystem B48; and

a Population Preference Subsystem B49.

97. The automated music composition and generation system of Claim 87, wherein said system
user provides inputs such as emotional, style and timing type musical experience descriptors to said
GUI-Based Input Output Subsystem BO supporting one or more of touch screen, a keyboard, and
microphone speech-recognition interfaces;

wherein various data signal outputs from the GUI-Based Input and Output Subsystem BO
are provided as input data signals to said Descriptor Parameter Capture Subsystems Bl, said
Parameter Transformation Engine Subsystem B51, said Style Parameter Capture Subsystem B37,
and said Timing Parameter Capture Subsystem B40; and

wherein said Descriptor Parameter Capture Subsystems B1 receives words, images and/or
other representations of musical experience to be produced by the piece of music to be composed,
and these captured emotion-type musical experience parameters are then stored for subsequent
transmission to other subsystems;

wherein said Style Parameter Capture Subsystems B17 receives words, images and/or
other representations of musical experience to be produced by the piece of music to be composed,
and these captured style-type musical experience parameters are then stored for subsequent
transmission to other subsystems; and

wherein, in the event that music spotting is enabled or accessed by the system user, and
timing parameters are transmitted to said input subsystem BO, said Timing Parameter Capture

Subsystem B40 will enable other subsystems (e.g. Subsystems Al, A2, etc.) to support such
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functionalities.

98. The automated music composition and generation system of Claim 88, wherein said Parameter
Transformation Engine Subsystems B51 receives words, images and/or other representations of
musical experience parameters to be produced by the piece of music to be composed, and these
emotion-type, style-type and timing-type musical experience parameters are transformed by the
engine subsystem B51 to gencrate sets of probabilistic-based system operating parameter (SOP)
tables, based on the provided system user input, for subsequent distribution to and loading within

respective subsystems.

99. A network for configuring an automated music composition and generation engine, said
network comprising:

one or more remote system designer client workstations, operably connected to an
automated music composition and generation engine having

(1) a parameter transformation engine subsystem and

(i1) an associated parameter table archive database subsystem, and

wherein each workstation client system supports a GUI-based work environment for
creating and managing parameter mapping configurations (PMC) within said parameter
transformation engine subsystem;

wherein each said system designer remotely situated anywhere around the globe logs into
the system network to which said automated music composition and generation engine is
connected, and accesses a (GUI-based work environment and creates parameter mapping
configurations (PMCs) between

(1) different possible sets of emotion-type, style-type and timing/spatial parameters that
might be selected by system users, and

(i1) corresponding sets of music-theoretic system operating parameters (SOPs), preferably
maintained within parameter tables, for persistent storage within said parameter transformation

engine subsystem and said associated parameter table archive database subsystem.

100. A method of managing parameters in an automated music composition and generation system
including a parameter transformation engine subsystem and a plurality of parameter-employing
subsystems, said method comprising the steps of:

(a) managing existing parameter mapping configurations within said parameter
transformation engine subsystem, selected from a list of currently created parameter mapping
configurations that have been created and loaded into persistent storage in said parameter

transformation engine subsystem; and/or
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(b) creating a new parameter mapping configuration for loading in persistent storage in
said parameter transformation engine subsystem by presenting at least one system designer with a
graphical user interface (GUI) for use in creating a parameter mapping configuration between (i) a
set of possible system-user selectable emotion/style/timing parameters, and (ii)) a set of
corresponding music-theoretic system operating parameter (SOP) table(s), for generating and
loading within said subsystems employed in said automated music composition and generation

system.

101. An automated music composition and generation system comprising:

a system user interface for receiving linguistic-based musical experience descriptors and
lyrical word descriptions produced using a keyboard and/or a speech recognition interface;

a real-time pitch event analyzing subsystem for analyzing said lyrical word description and
generating corresponding pitch events; and

automated music composition engine operably connected to said system user interface,
and said real-time pitch event analyzing subsystem;

wherein said linguistic-based musical experience descriptors and/or pitch events being
used by said automated music composition engine to automatically compose and generate a piece

of music for emotionally scoring media or event marker with said piece of music.

102. The automated music composition and generation system of Claim 101, wherein said media is
selected from the group consisting of video recording, slide-show, audio recording, or event

marker.

103. The automated music composition and generation system of Claim 101, wherein said
automated music composition and generation system extracts musical experience descriptors, based
on scene imagery and/or information content, and thereafter said musical experience descriptors
used by said automated music composition and generation system to generate musically-scored

media, music files and/or hard-copy sheet music.

104. The automated music composition and generation system of Claim 101, wherein said system
user interface further comprises: transmitting typed, spoken or sung speech or lyrical input
provided by the system user, to said real-time pitch event analyzing subsystem, wherein real-time
pitch event, rhythmic and prosodic analysis is performed to generate different pitch-event streams
for typed, spoken and sung lyrics, respectively, which are subsequently used to compose and
generate music in said automated music composition and generation system during the music

composition and generation process.

234



WO 2017/058844 PCT/US2016/054066

105. The automated music composition and generation system of Claim 101, wherein said real-
time pitch event analyzing subsystem comprises: a lyrical input handler; a pitch-event output

handler; a lexical dictionary; and a vowel-format analyzer; and a mode controller.

106. A method of composing and generating music in an automated manner using lyrical input
supplied by the system user to an automated music composition and generation system, wherein
said method comprises the steps of:

(a) providing musical experience descriptors to the system user interface of an automated
music composition and generation system;

(b) providing lyrical input, expressed in typed, spoken or sung format, to the system-user
interface of said automated music composition and generation system, for one or more scenes in a
video or media object to be scored with music composed and generated by said automated music
composition and generation system;

(¢) processing the lyrical input provided to the system user interface, using real-time
rhythmic, pitch event, and prosodic analysis of typed/spoken/sung lyrics, based on time and/or
frequency domain techniques;

(d) extracting pitch events on a time line from the analyzed lyrical input, and code with
timing information on when such detected pitch events occurred; and

(e) providing the extracted pitch events to said automated music composition and
generation system for use in constraining the probability-based parameters tables employed in the

various subsystems of said automated music composition and generation system.

107. An automated music composition and generation process within a music composing and
generation system driven by lyrical input, said automated music composition and generation
process comprising the steps of:

(a) the system user accesses said automated music composition and generation engine, and
then selects media to be scored with music generated by an automated music composition and
generation system;

(b) the system user provides lyrical input to said automated music composition and
generation system, and selects media to be musically-scored;

(a) said automated music composition and generation engine using a pitch and rhythm
extraction subsystem to automatically extracting pitch information from said lyrical input to extract
pitch events that are provided to said automated music composition and generation engine to
automatically compose and generate music based on said lyrical input; and

(d) said system combining the composed music with the selected media so as to create a

composite media file for display and enjoyment.
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108. A parameter transformation engine subsystem within an automated music composition and
generation system supporting a process, said parameter transformation engine subsystem
comprising:

automatically adjusting the parameter value weights of certain parameter tables maintained

within subsystems within said an automated music composition and generation system.

109. The parameter transformation engine subsystem of Claim 108, wherein a random number
generator is used to select parameter values from the lyrically/musically-skewed parameter tables,
or alternative parameter mechanisms such as the lyrical/musical-responsive parameter value

section mechanism described below in connection with local methods of implementation.

110. The parameter transformation engine subsystem of Claim 108, wherein said pitch and rhythm
extraction subsystem is used to capture real-time pitch and rhythm information from system user
supplied lyrics or music (alone or with selected musical experience and timing parameters) which
is then provided to a lyrical/musical responsive parameter value selection mechanism supported in

cach subsystem.

111. The parameter transformation engine subsystem of Claim 108, wherein the parameter value
selection mechanism receives the pitch and rhythmic information extracted from the system user
and can use it to form a decision criteria, as to which parameter values in probability-based

parameter tables should be selected.

112. The parameter transformation engine subsystem of Claim 108, wherein said real-time pitch
event analyzing subsystem distills the system user input to the motivic level of the input rhythm,

pitch, and rhythm/pitch.

113. The parameter transformation engine subsystem of Claim 108, wherein said lyrical/musical
input serve as (i) supplemental musical experience descriptors along with emotion-type and style-
type musical experience descriptors, or (ii) lyrical/musical input serve as primary musical

experience descriptors, without emotion and/or style descriptors.

114. The parameter transformation engine subsystem of Claim 108, wherein said real-time pitch
event analyzing subsystem analyzes the motivic content to identify patterns, tendencies,
preferences, and/or other meaningful relationships in the material; said parameter transformation
engine subsystem transforms these relationships into parameter value or value range preferences
for the system operating parameter tables; and wherein said system may then be more likely to

select certain value(s) from the system operating tables, whose parameters have already been
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created and/or loaded, that reflect the analysis of the lyrical/musical input material so that the

subsequently created piece of music reflects the analysis of the input material.

115. The parameter transformation engine subsystem of Claim 108, in the event that the input
material consists of a high frequency of short and fast thythmic material, then the rhythmic-related
subsystems might be more likely to select 16th and 8th note rthythmic values or other values in the

parameter tables that the input material might influence.

116. The parameter transformation engine subsystem of Claim 108, in the event that the input
material consists of pitches that comprise a minor key, then the pitch-related subsystems might be
more likely to select a minor key(s) and related minor chords and chord progressions or other

values that the inputted material might influence.

117. The parameter transformation engine subsystem of Claim 108, in the event that the system
user input material follows a particular style or employs particular the controller code options, then
the instrumentation subsystems and controller code subsystem might be more likely to select

certain instruments and/or particular controller code options, respectively.

118. The parameter transformation engine subsystem of Claim 108, wherein a system user singing
a melody that follows a Pop style might cause the parameters in said subsystem to change

and heavily emphasize the pop instrument options.

119. The parameter transformation engine subsystem of Claim 108, wherein a system user singing
a melody that imitates a delay effect might cause the parameters in said subsystem to change

and heavily emphasis the delay and related controller code options.

120. The parameter transformation engine subsystem of Claim 108, wherein in the event that the
system user input material follows or imitates particular instruments, and/or methods of playing the

same, then an orchestration subsystem is more likely to select certain orchestration options.

121. The parameter transformation engine subsystem of Claim 108, wherein a system user singing
a melody with imitated musical performance(s) of an instrument(s) might cause the parameters in
said subsystem to change and heavily emphasize the orchestration of the piece to reflect the user

input.
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122. The parameter transformation engine subsystem of Claim 108, wherein if a system user is
singing an arpeggiated melody, then parameters in said subsystem might be changed to

heavily emphasize an arpeggiated or similar orchestration of the music piece being composed.

123. The parameter transformation engine subsystem of Claim 108, wherein a system user singing
a melody with imitated instruments performing different musical functions might cause the
parameters in said subsystems to change and heavily emphasize the musical function selections

related to each instrument as imitated by the system user.

124. The parameter transformation engine subsystem of Claim 108, wherein if a system user is
alternating between singing a melody in the style of violin and an accompaniment in the style of a
guitar, then the parameters of said subsystem might heavily emphasize these musical functions for

the related or similar instrument(s) of the music piece.

125. A method of composing and generating music in an automated manner using a real-time pitch
event analyzing subsystem in an automated music composition and generation system, said method
comprises the following sequence of steps:

(a) providing musical experience descriptors to a system user interface of said automated
music composition and generation system;

(b) providing lyrical input (¢.g. in typed, spoken or sung format) to said system-user
interface, for one or more scenes in a video or media object to be scored with music composed and
generated by said automated music composition and generation system;

(c) using said real-time pitch event analyzing subsystem to extract pitch events, rhythmic
information and/or prosodic information from the analyzed lyrical input; and (ii) code with timing
information on when such detected events occurred;

(d) encoding extracting pitch events, rhythmic information and prosodic information to
precisely indicate when such detected events occurred along a time line;

(e) providing the extracted pitch event, rhythmic and prosodic information to said
automated music composition and generation system for use in constraining the system operating
parameters employed in the various subsystems of said automated music composition and

generation system.

126. The method of Claim 125, wherein said musical experience descriptors including emotion-

type musical experience descriptors, and style-type musical experience descriptors.
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127. The method of Claim 125, wherein said musical experience descriptors are supplied by a
device selected from the group consisting of a keyboard data entry, speech recognition, and devices

known in the data entry and handling arts.

128. The method of Claim 125, wherein the system user speaks or sings lyrics for the intended
media piece or section, for which the lyrics are intended to sent a tone, thythm and melody for at
least a limited number of notes in the music to be composed and generated by said automated

music composition and generation system.

129. The method of Claim 125, wherein speech signals corresponding to spoken or sung lyrics or
words are digitalized and processed using a digital signal processing (DSP) chip programmed to
carryout real-time rhythmic, pitch event, and/or prosodic analysis of typed/spoken/sung lyrics or

words.

130. The method of Claim 125, wherein said digital signal processing (DSP) chip employs vowel
formant analysis to ascertain the occurrence of vowels in the lyrics, and wherein said vowels are
used to generate notes of corresponding pitch to obtain a sense of melody from the lyrical input

supplied to said automated music composition and generation system.

131. The method of Claim 125, wherein a system input output interface allows the system user to
transmit lyrical input to said automated music composition and generation system in the form of
typed words, spoken words and/or sung speech, in any natural language supported by said

automated music composition and generation system.

132. The method of Claim 125, wherein said real-time pitch event analyzing subsystem comprises:

a lyrical input handler for handling the different forms of lyrical input supplied by the
system user;

a pitch-event output handler for handling the different pitch event output streams generated
by said real-time pitch event analyzing subsystem;

a lexical dictionary for storing linguistic information and models on each word in the
language supported by said real-time pitch event analyzing system; and

a vowel-format analyzer for analyzing the vowel-formants contained in processed lyrical
input; and

a mode controller for controlling the lyrical input mode of said real-time pitch event

analyzing subsystem.
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133. An automated music composition and generation process within an automated music
composition and generation system driven by lyrical musical experience descriptors, said
automated music composition and generation process comprising the steps:

(a) the system user accessing said automated music composition and generation system,
and then selecting media to be scored with music generated by an automated music composition
and generation engine employed in said automated music composition and generation system;

(b) the system user selecting musical experience descriptors including lyrics, provided to
said automated music composition and generation engine for application to the selected media to
be musically-scored;

(c) the system user initiating said automated music composition and generation engine to
compose and generate music based on the provided musical descriptors scored on selected media;

(d) system user reviewing the generated music that has been composed for the scored
media piece or event marker, and either accepting the music and/or provides feedback to said
automated music composition and generation engine regarding user preferences in view of the
resulting musical experience, and/or making modifications to the musical descriptors and
parameters and requesting said automated music composition and generation engine to regenerate a
modified piece of music; and

(e) the system combining the composed piece of music to the selected video to create a

new media file for distribution and display.

134. A method of processing lyrical expression provided as typed lyrical input into an automated
music composition and generation system by a system user, said method comprising the steps of:

(a) receiving text-based lyrical input as a string of graphemes or morphemes;

(b) automatically transcribing said string of graphemes or morphemes into a phonetic
string of phonemes, making use of a dictionary;

(c) based on the phonemes in the phonetic string, automatically transforming the vowels
present in the phoneme string generates, into a string of (default) vowel formats;

(d) automatically transforming the detected vowel formats into a string of pitch events
representing a string of notes, without rhythm information; and

(e) transmitting said string of pitch events to said automated music composition and

generation system.

135. A method of processing spoken lyrical expression input into an automated music composition
and generation system by a system user, comprising the steps of:

(a) receiving spoken lyrical input as a acoustical signal;

(b) automatically processing the acoustical signal using signal processing techniques to

generate a phonetic equivalent string, making use of a dictionary and speech recognition methods;
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(c) based on said phonemes in the phonetic string, automatically transforming the vowels
present in said phoneme string, into a string of (default) vowel formats;

(d) then automatically transforming the detected vowel formats into a string of pitch
events with rhythm information; and

(e) generating a string of pitch events with rhythm data, from said string of vowel
formants; and

(f) transmitting the pitch event and rhythm data to said automated music composition and

generation system.

136. A method of processing a sung lyrical expression sung as lyrical input into an automated
music composition and generation system by a system user, said method comprising the steps of:

(a) receiving at said the sung lyrical input as an acoustical signal that is continuously
buffered and processed;

(b) automatically processes said acoustical signal, using signal processing techniques, so
as to produce a phonetic equivalent string, making use of a dictionary;

(c) based on said phonemes in the phonetic string, automatically transforming the vowels
present in the phoneme string, into a string of (default) vowel formats;

(d) automatically transforming the detected vowel formats into a string of pitch events with
rhythm information; and

() automatically transmitting the pitch event and rhythm data relating to said automated

music composition and generation system.

137. An automated music composition and generation process driven by linguistic and/or graphical
icon based musical experience descriptors supplied by the system user, wherein linguistic-based
musical experience descriptors, and a video, audio-recording, image, or event marker, supplied as
input through the system user interface, and used by an automated music composition and
generation engine to generate musically-scored media or event marker using virtual-instrument

music synthesis, which is then supplied back to the system user via the system user interface.

138. An automated toy music composition and generation instrument system, wherein graphical-
icon based musical experience descriptors, and a video are selected as input through a system user
interface and used by an automated music composition and generation engine to automatically
generate a musically-scored video story that is then supplied back to the system user via the system

user interface.

139. An enterprise-level internet-based music composition and generation system, supported by a

data processing center with web servers, application servers and database (RDBMS) servers
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operably connected to the infrastructure of the Internet, and accessible by client machines, social
network servers, and web-based communication servers, and allowing anyone with a web-based
browser to access automated music composition and generation services on websites to score
videos, images, slide-shows, audio-recordings, and other events with music using virtual-
instrument music synthesis techniques driven by linguistic-based musical experience descriptors

produced using a text keyboard and/or a speech recognition interface.

140. An automated music composition and generation process supported by an enterprise-level
system, comprising the steps:

(1) a system user accesses an automated music composition and generation system, and
then selects a video, an audio-recording (i.e. podcast), slideshow, a photograph or image, or an
event marker to be scored with music generated by an automated music composition and
generation system;

(i1) the system user then provides linguistic-based and/or icon-based musical experience
descriptors to said automated music composition and generation engine;

(ii1) the system user initiates said automated music composition and generation engine to
compose and generate music based on inputted musical descriptors scored on selected media or
event markers;

(iv) the system user accepts composed and generated music produced for the score media
or event markers, and provides feedback to the system regarding the system user’s rating of the
produced music, and/or music preferences in view of the produced musical experience that the
system user subjectively experiences; and

(v) the system combines the accepted composed music with the selected media or event

marker, so as to create a video file for distribution and display.

141. An automated music composition and generation system, comprising:

an Internet-based automated music composition and generation platform deployed on a
system network with a plurality of mobile and desktop client machines, each supporting text, SMS
and email services augmented by the addition of automatically composed music by system users
using an automated music composition and generation engine, and graphical user interfaces
supported by the client machines while creating text, SMS and/or email documents so that the users
can easily select graphic and/or linguistic based emotion and style descriptors for use in generating

compose music pieces for text, SMS and email messages.

142. An Internet-based automated music composition and generation system driven by linguistic
and/or graphical icon based musical experience descriptors so as to add composed music to text,

SMS and email documents/messages, wherein linguistic-based or icon-based musical experience
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descriptors are supplied by the system user as input through the system user interface, and used by
an automated music composition and generation engine to generate a musically-scored text
document or message that is generated for preview by system user via the system user interface,

before finalization and transmission.

143.  An automated music composition and generation process using a Web-based system
supporting the use of automated virtual-instrument music synthesis driven by musical experience
descriptors provided as input so to automatically and instantly create musically-scored text, SMS,
email, PDF, Word and/or html documents, said automated music composition and generation
process comprises:

(a) a system user accessing an automated music composition and generation system, and
selecting a text, SMS or email message or Word, PDF or HTML document to be scored with music
generated by said automated music composition and generation engine;

(i) the system user providing linguistic-based and/or icon-based musical experience
descriptors to said automated music composition and generation engine;

(ii1) the system user initiating the automated music composition and generation system to
compose and generate music based on inputted musical descriptors scored on selected messages or
documents;

(iv) the system user accepting composed and generated music produced for the message or
document, or rejects the music and provides feedback to the system, including providing different
musical experience descriptors and a request to re-compose music based on the updated musical
experience descriptor inputs; and

(v) the system combining the accepted composed music with the message or document, so

as to create a new file for distribution and display.

144. An artificial intelligence (AI) based autonomous music composition, generation and
performance system for use in a band of human musicians playing a set of real and/or synthetic
musical instruments, an automated music composition and generation engine, wherein the Al-based
autonomous music composition, generation and performance system receives musical signals from
its surrounding instruments and musicians and buffers and analyzes these instruments and, in
response thereto, can compose and generate music in real-time that will augment the music being
played by the band of musicians, or can record, analyze and compose music that is recorded for

subsequent playback, review and consideration by the human musicians.

145. An automated music composition and generation system, wherein a system user interface is

provided for transmitting types, spoken or sung speech or lyrical input provided by the system user
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to a subsystem where the real-time pitch event, rhythmic and prosodic analysis is performed to

modify parameters in the system during the music composition and generation process.
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MUSICAL EXPERIENCE (MUSEX) PARAMETERS AND OPTIONALLY
TIMING AND/OR SPATIAL PARAMETERS, INTO PROBABILITY-
BASED SYSTEM OPERATING PARAMETERS MAINTAINED WITHIN
PROGRAMMABLE PARAMETER TABLES EMPLOYED WITHIN THE
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N B70-Parameter Table |
Handling and Processing:

SelectorlSubsystem _ _SE?S_y_St_e_nl R _Jl

Input

i

Instrument Table

] .

: B39-Instrument :

! I
Loaded By B37 !

S S G G —— e — o — = o —— — — — ——

2
0.

[S)
(-n ]

uitar 0.2 Bass | .
lectric [0.5]Acoustic | |0.5|Electric |
] ]

0.3| Electric Guitar 1 0.3| Acoustic Guitar 1||0.3|Electric Bass 1
0.3| Electric Guitar 2 0.3| Acoustic Guitar 2||0.3|Electric Bass 2
0.4|Electric Guitar 3 0.4|Acoustic Guitar 3||0.4|Electric Bass 3
0.0|Ukulele

0.0{ Mandolin

|—{ Random Number Generators —— Piece Instrument Selection |:|

Violin
Representation Electric Bass 1
 immme— -1 {
eoooTmmeooss Somee 0o 1 eI osee
L
8 |
|
|
|
|
E—— = !
| :
|
|
|
e e L. NS |
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I
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| Random Number Generator |

|
| Piano Hand Function Selected |

Piano Note Analyzer (Determines What Notes Are Possible Notes

For Piano Based On Piece Created Thus Far)
|

| Piano Voicing Table Loaded By B51 |

| pm————mm
Left Hand [Right Hand

0
4

0
0
0

N A~|O|IA~|O

|Piano Rhythm Table Loaded By B51

|
—— B31-
| Initial Piano Rhythm Table Orchestration

| F— Generation

Right Hand | Subsvatern
Length (Measures) (1/8(1/4|1/2|1/1 y
Probability 0.210.3[0.2|01

|
| Random Number Generator

|
|Initia| Note Right Hand Rhythm = 1/2
|

Left Hand |
Length (Measures) (1/8(1/4|1/2|1/1
Probability 0.210.3[0.2|01

|
| Random Number Generator |

|
| Initial Note Left Hand Rhythm = 1/2 |

FIG. 27KK3
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| Second Note Right Hand Table |

Length | Initial Note Length |
Probability
118 [ 114 [ 112 | 1/1
11802020200
Second|{1/4| 0.3]0.3]0.3]0.0
Note |FoT03]03]03(0.0
Length | 1HiT0.0 (0.0 0.0 0.0

| Random Number Generator |

| Second Note Right Hand Rhythm = 1/8 |

| Second Note Left Hand Table

Length Initial Note Length |
Probability

118 [ 114 [ 1/2 ] 1/1

118/02 020200

Second|{1/4/ 0.3]0.3]0.3]0.0

Note |14/510310.3]03]0.0

Length | 0.0 0.0 0.0] 0.0

| Random Number Generator |

| Second Note Left Hand Rhythm = 1/2 |

|Third Note Right Hand Length

FIG. 27KK4

—

PCT/US2016/054066

B31-
Orchestration
Generation
Subsystem
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| |
| |
| |
: 88 !
| | Vi —;@—ﬂ——g_ —————————— Nand 3 - é e AN }f ~~~~~~~~ g ;3 ~~~~~~~~~ e R R W e SR ‘E ~~~~~~~~ Do VPR HR . g :
| o ; |
| |
: a * & :
i Prggep ittt ||
! = =‘ ' T !
| |
I E*I ot w2 E o e s |
e ¢ pas— 7o e

i P — — o }{' j. E’ ket S S é::::::z;:z::::, :
i | :
: EB. f):g:% “““““ - - § » 1‘? - § » » E » !!:::::::j‘ i
| I
| \ :

i |
| [Piano Dynamics Table Loaded By B51 Musical Score
| | Representation :
|
\ [Dynamic Probability i
| |piano 0.1 !
| | mezzo piano 0.3 !
| |mezzo forte 0.3 !
| |forte 0.3 !
| |
| | |
! |Random Number Generator | !
| | ]
| |
| | Piano Dynamic For Beat 1 Selected | |
| | |
|
| |Piano Dynamic For Beat 1 = piano | i
| | |
I I
| | Process Repeats Until Piano Dynamics !
! Have Been Selected For All Piano Notes !
|

B31-Orchestration
Generation Subsystem

FIG. 27KK6
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o=}
ond
Y

MR

w

e —
Ceselake sf ||
r — & 7 ?r:: I
f I
|
|
- } o i - t !_‘_‘_‘_‘_‘_‘:j |
E i { ‘
Subsystem Repeats Instrument Orchestration Musical Score
Process For Next Instrument Representation

|Next Instrument = Electric Bass

While Orchestrating Electric Bass System Analyzer Checks
For Conflicts Between Previously Orchestrated Instrument(s)

System Analyzer Adjusts Probabilities To Remove Possible
Conflicts Between Orchestrated Instrument(s)

B31-Orchestration
Generation Subsystem

FIG. 27KK7



PCT/US2016/054066

WO 2017/058844

141/223

I
I
1 |
TR 3 “
! : c
M 7y 25 !
bt 1 o= I
| w o8 [
e e 0 5 I
e - T » !
: A O o |
i e B 5 !
4 L o
i : S o) I
' = !
Qi 5 “
. G !
AL w !
S ‘- |
B |
i Ak = I
B Ll < I
: P = |
- By = !
! N ) O |
| 4 ) |
m n
A e -— m |
. e S % I
1LY ’ @ !
i I
b ro|
BERS SEIR |
i B g O _
8 i L0 _
L AAN TS B < I
i 1 > [
P i n wn
LR I o ¥ !
REE i 55 [
n !
= e e o m !
pred i1 i - |
i ; st = I
TR i c
o’ = T
“ & w=]
Pibi |
o “
o _

—_——e—eee e, e —— e — ———— — ——— — —

B31-Orchestration
Generation Subsystem

FIG. 27KK8



PCT/US2016/054066

WO 2017/058844

142/223

| it i I_
. c o el
M1 je! S A c
| 18 w® ®il »waié.é BL o
+ —-— 3 % - -
uil c . [0
I e L VAR s ]t e €
il 0|5 i o)
& o9 L ; & »
! o | ® i R D
y o8 LI Wi N iy e
W.m < |g il 8
— 4
gLl QL ¢ oL LI . — O
O (@) o] RESS i o
it B |02 b I 8
* T | O S L T Qi w
| —t =t ? 3
i Ola n Wi [ T
. n|8Q M 08 ey gLl ol 9o
w =) M [&) NERE ; [2)
| = | > = i wl =)
Wi m O N el i =
- O w i i M
% o S e
N = B ‘. i T
S m. CYIsEN R E YA :
e c = HE Al o w . EE
VS <5 U IR I ;
%R w . Pl i o
N 2 g YA dhe B e |
f C BESE T ” :
; > i i } ; H
iy SEl| s Wk b
& 5 % e E
[ = : ; i
b 73 . P e
| 25
L YRR S+ L RS H T
o | i AR i
o O @ i ' M
& o >l & if M. g R e
hid = © A e e b et
% cC C R i Pt IR
~ W < it P ol
N e eV .
A g o
> £ £

B31-Orchestration
Generation Subsystem

FIG. 27KK9



WO 2017/058844 PCT/US2016/054066

143/223

B70-Parameter Table Handling !
and Processing Subsystem :

|Random Numbers Generated

Controller Code Information Created For Each
Instrument, Instrument Group, and Piece

|
|
|
|
|
| k
! Instrument, Instrument Group, and Piece-Wide Controller Code :
| | Tables Loaded By B51 :
! |
! |
| | Violin Piano Electric Guitar |
|
| [Reverb 0.3 Reverb 0.3 Reverb 0.3 |
| [Delay 0.3 Delay 0.3 Delay 0.3 |
: Panning 0.2 Panning 0.2 Panning 0.2 !
| |Tremolo |02 Tremolo 0.2 Tremolo (0.2 :
| :
] | | |
| | Strings Keyboards Guitars i
| [Reverb 03] [Reverb [03] [Revero 03 |
| | Delay 0.3 Delay 0.3 Delay 0.3 :
! Panning 0.2 Panning 0.2 Panning 0.2 |
! Tremolo 0.2 Tremolo 0.2 Tremolo 0.2 :
! I
! |
| | | |
: |
| | Piece i
|
| |Reverb 0.3 :
| [Delay 0.3 l
| [Panning 0.2 :
! | Tremolo 0.2 :
| |
! |
! |
! |
! |
' |
' |
! |
! |
! |
! |
! |
| |

B32-Controller Code
Generation Subsystem

FIG. 27LL
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Audio File Needs Analyzer Reviews Entire Musical
Music and Locates and Loads All Audio Files
Necessary To Create Digital Audio File Of Piece

|AII Audio Files Are Loaded

B33-Digital Audio Sample
Retriever Subsystem

FIG. 27MM

|

|

|

: Audio File Needs Organizer Positions Each Loaded
| | Audio File In The Correct Time and Space That

| | Corresponds With The Music Piece
|

|

|

|

|

| All Audio Files Are Organized

L o |

/
B34-Digital Audio Sample
Organizer Subsystem

FIG. 27NN
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Audio File Consolidator Combines All Audio Files
Into Audio Files To Be Delivered To User

I
|AII Audio Files Are Ready For Delivery

B35-Piece Consolidator
Subsystem

FIG. 2700

| Additional Format Creator |

Video

|
|
|
|
|
|
|
|
|
|
| [Text Document Piece Is Translated and
|
|
|
|
|
|
|
|
|

MIDI File Saved In Additional
Image Format(s)

.
B50-Piece Format
Translator Subsystem

FIG. 27001

|
| Audio Files Are Ready For Delivery |

|
|
|
! |Fi|e Delivery Process Delivers File(s) to User
|
|
|

B36-Piece Deliverer
Subsystem

FIG. 27PP
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Request To Restart, Rerun, Modify, and/or
Recreate System

|
Process Confirms That All Necessary Changes
and/or Modifications Have Been Made And System
Is Ready To Follow Request

[
System Executes From The Beginning

B43-Music Editability
Subsystem

FIG. 27RR
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| B70-Parameter Table :
:>| Handling and Processing |
! Subsystem |

|Piece (In All Formats) and User and Autonomous Feedback Compiled

|Feedback Analyzer |

|Piece Should Be Faster |

| Original Tempo Table |

Tempo (Beats Per Minute "BPM") 40145|50|55|60|65(70|75(80
Probability 0.1(0.110.1{0.1(0.2]|0.1{0.1]0.1]0.1

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
i
Descriptors, Tables, And Parameters Are Modified To Reflect User and :
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

Autonomous Feedback And To Create A More Positively Received
Piece In Future Use With Less Feedback Necessary

|[Modified Tempo Table |

Tempo (Beats Per Minute "BPM") 70|75(80|85]90|95100[105(110
Probability 0.1(0.110.1{0.1(0.2]|0.1{0.1]0.1]0.1

|Random Number Generator |

| Tempo(s) Selection |

|[New Tempo = 85 BPM |

B44-Preference
Saver Subsystem

FIG. 27SS
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| Population Taste Aggregator

|
All User Feedback For Including Descriptors, Table
Values, and Other Feedback is Compiled And Organized

|
| Descriptor = Romantic |

|User 1 Feedback | [User2 Feedback | [User 3 Feedback |

Did Not Like Strings Did Not Like Strings Did Not Like Strings
Liked Electric Guitar Liked Electric Guitar Liked Acoustic Guitar

Liked Piano Liked Organ Liked Piano

Did Not Like Strings 3/3 String Instrument Category
Liked Electric Guitar 213 Guitar Instrument Category
Liked Acoustic Guitar 1/3 Guitar Instrument Category
Liked Piano 213 Keyboard Instrument Category
Liked Organ 1/3 Keyboard Instrument Category

Instrumentation Table For This All Users with Romantic
Descriptor Modified To Increase Probability of Electric Guitar
and Piano And To Decrease Probability Of Strings

Decrease Probability of String Instrument Category

Increase Probability of Guitar Instrument Category and, within the
category, Increase Electric Guitar significantly and Acoustic Guitar subtly

Increase Probability of Keyboard Instrument Category and, within the
category, Increase Piano significantly and Organ subtly

7
B47-Population
Taste Subsystem

FIG. 27WV
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|

|

|

|

|

|

|

Default Tables

[
Modified Default Tables Will More Accurately and Efficiently Satisfy
Specific User's Request(s)

B48-User Preference
Subsystem

FIG. 27WW

Population Descriptor, Parameter, Table Value, and Other Preferences
Are Saved To Be Used By System With User Population's Future
System Use

[
Default Tables Loaded By B51 are Changed To User Population-
Guided Modified Default Tables

[
Modified Default Tables Will More Accurately and Efficiently Satisfy
Specific User Population's Request(s)
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UDID: Happy Key = G Major
Root Note =7
Chord Function
I i VIV
0 C 0.1 0.1 0.1
1| C#/Db | -01 -01 -0.1
2 D 0.1 0.1 0.1
3| D#Eb | -01 -0.1 -0.1
4 E 0.1 0.1 0.1
5 F -0.1 -0.1 -0.1
6| F#/Gb | 0.1 0.1 0.1
7 G -01 -01 -0.1
8| G#/Ab | 0.0 0.0 0.0
9 A 0.0 0.0 0.0
10| A#/Bb | 0.0 0.0 0.0
11 B 0.0 0.0 0.0
UDID: Happy Upcoming Beat In
Measure
Beat | 1 | 2| 3 | 4
0 C 1]01]01]0.1(01
1|C#/Db |-0.1]-0.1(-0.1{-0.1
2| D ]01]|01({0.1|0.1
3| D#/Eb |-0.1{-0.1(-0.1|-0.1
4] E ]0.1]/0.1({0.1|0.1
5/ F |-0.1{-0.1(-0.1|-0.1
6|F#/Gb|0.110.1({0.1]0.1
7! G 1[-0.1]-0.1]-0.1{-0.1
8| G#/Ab|0.0]0.0[0.0(0.0
9 A |0.0(0.0(0.0]|00
10| A#/Bb|0.0|0.0{0.0({0.0
11 B |0.0({0.0(0.0|0.0

FIG. 28J2

PCT/US2016/054066

B19-Sub-
Phrase Chord
Progression
Generation
Subsystem



PCT/US2016/054066

WO 2017/058844

162/223

A8C Old
welsAsgng uolelausn)

UoISJBAU| pJoYD-0z2g
||||||||||||||||||||||||||||||||||||||||||||||||||||||||||| l _ _________
(L)

€0|€0|€0|P9| uosiBAU| €0|€0|€0]|P9| uUOsIoAU|
rPo|lvO|¥PO|cCH 0 vo|¥O0|¥O0|€C/ l goleo|co]LlL
€0|€0|€0|€c/S|rooygdpoyD || €0|€0|€0|€E/S| 100Ypioy)d goleolcoloL
/19| €9 | €/S X8N v/I9 | €/9| €IS X8N gol|eolc0|6
UOISJBAU| UOISJBAU| coleolsols
0 0 goleolc0]L
100y pJoy) [eulbLIO 100y pJoy) [eulbuO gol|eolc0]|9
goleolc0]|g
€0|€0|€0|P9| uosiBAU| €0|€0|€0]|P9| uUOsIoAU| gol|leojco|y
vo|¥O0O|¥O|€C/ 0 vo|¥O0|¥O0|€C/ 0 goleolco]¢
(L]) e €0|€0|€0|€c/S|rooygdpoyD || €0|€0|€0|€E/S| 100Ypioy)d gol|eojc0]|c
v/9 | €/9 | €/S XeN v/9 | €/9 | €/S IXeN €ofeo|lco]|l
UOISJBAU| UOISJBAU| coleolsolo pJoyd
I 0 vI9| /9| /s UoIsJBAU|
100y pJoyd |eulbuo j00y pJoy) leubuQ | AddeH :aran AddeH :qian




PCT/US2016/054066
163/223

WO 2017/058844

¢18¢ Ol

wa)sAsgng uolelauss)
eselyd-ans ApojeiN-#z9

TTTTTTTTTTTTTTToTTomoommmmmmeees dommoo g

|
m oJofJofo]o]Jeo]eo]zo]zo Angegold] !
[sfsfofsfv]elelr]o SeloN p/L| |
| oseJUd-ans 8yL Oju| SaloN /| AU\ MoH suels Apoein| |
i AddeH aian]| |
! “
! |
“ _
| |

1118¢ ©Old

wajsAsgng uonelsuss) Yyibua
aselyd-ang ApojeN-Gzg

|

m LolLolzolzolLolLoflLo|Lo Aigeqoid
| VIZ|PIL w19 vIS | LIV vie| c/L | v/l | (ssunsesy) yibuaT
|




PCT/US2016/054066

WO 2017/058844

164/223

INSZ Ol
weisAsgng uonelsuss)
wyiAyy sjoN ApoleN-9z9
........................................................ o ____
oo|oo|oo|oo|oo|00|l00O|00O|00O|0O0O|00O|0O0O|00|00|00|00]|L/L .
00/00/00]00/00/00]00]00[00]00]|€0|€0]|00]00|EO0IE0]TL|| 5i,n
ooloo|oo|oo|oo|gcolco|coloo|colcolcoloolco|cO|EO]| P/l oYL
oo0|o0|o0|o0|o0|Z0o|z0o|z0o|lo0|z0o|z0o|zo|o0|Z0|C0|20]|8/L
A A A A A AV A AV AN D
AR R AR AR AR Ak AR AR AR AN AR AT
AddeH :aian Joj Ayjigeqoud
syibueT pioy) puooss pue [eniu| yibuen
00]0000]00 W [ 16uen
00|€0[€0[€0ZL | pioyn
00|€0|€0|€0|¥L| | puooes
oolzolzo|zols/
L2 vl |8/l

AddeH :qian 4o} Ayjigeqold

yibua pioy) el

yibue

AddeH :qian 4o} Ayjigeqold

(saunsesy)yibua]




PCT/US2016/054066

WO 2017/058844

165/223

NgcZ 9Ol
. . . . . . . AddeH :qian
0 0 10 10 10 10 10 10 10 10 10 10 103 AI1IGEGOIY
g |agmv| Vv |av#ao| © |aomd| 4 3 |a3/#A| 4 |aa/#o| O Jepe sjoN
Ll ol 6 8 i 9 G 4 ¢ Z | 0 SJON
................... e

wa)sAsgng uonelauss)
Uayd [eniul-Lc4



PCT/US2016/054066

WO 2017/058844

166/223

108¢ Ol
walsAsgns UoleIBUS.)
Ydld eselyd-ans-6c49
||||||||||||||||||||||||||||||||||||||||||||||||||||||||||| e _____
600 | 600 | 600 | GO0 | SO0 | 00 | G00 | 00 | G800 | G800 | S00 | QOO d Ll
G000 | 600 | 00 [ 900 | G00 | G800 | S00 | S00 | SO0 | G00 | SO0 | SO0 |49d/#v |0l
600 | 600 | 600 | GO0 | SO0 | 00 | G00 | 00 | G800 | G800 | S00 | QOO Y 6
G000 | GOO | G00 | G600 | GO0 | GO0 | GO0 | GO0 | S00 | GO0 | S0O0 | SO0 |avi#O |8
10 10 10 10 10 10 10 10 10 10 10 10 9 A
10 10 10 10 10 10 10 10 10 10 10 1'0 |99/#4| 9
10 10 10 10 10 10 10 10 10 10 10 10 | g
10 10 10 10 10 10 10 10 10 10 10 10 3 14
10 10 10 10 10 10 10 10 10 10 10 1’0 (93/#A| €
10 10 10 10 10 10 10 10 10 10 10 10 d ¢
10 10 10 10 10 10 10 10 10 10 10 1’0 |9d/#0| | MNMZ
10 10 10 10 10 10 10 10 10 10 10 10 ) 0 N
d agd/#v Y av/i#o 9 a9 /#4 | 3 a3/#d d ad/#0 )
Ll oL 6 8 A 9 g 14 € ¢ l 0
9loN [eulblQ AddeH :aian




PCT/US2016/054066

WO 2017/058844

167/223

weaisAsgng

uonelsuss _J

Udlld eselud
-anS-6¢4

¢c08¢ 9l
LolLolLolLolLolLolLtolLtolLoloo|o0]|00]|uoneoipon apis des Buneulbuo
zhltrjor|e|glzlols|v|ec|z]|! souelsiq des snolAald

AddeH :aian

/€9 ‘19 Ag pspeoT s|qe JBUIPO [esionay desn
9 |¢ |¥ ¢ |z [V |zt |t |or e |8 |2 |LO
e |z [ || |oLle (8 [2 |9 | |¥ |10

zb (L lor e |8 |2 |9 (s (¥ |e |2 |V |10 wiq
g8 (2 |9 |g ¥ |¢ |z |V |2v | |oL |6 |LO
v e (2 |V | |LL|oL e |8 |2 |9 |§ |LO

zb (L lor e |8 |2 |9 (s (¥ |e |2 |V |10 By
L |19 |s |¥ |e |z [V [zt |t |or|e |8 [}O
e |z [ || |oLle (8 [2 |9 | |¥ |10

zb (L for e |8 |2 |9 (s (¥ |e |2 |V (1o U
L 9 1s |¥ ¢ [z |V |zv L1 |oL |6 |8 |LO
v e (2 |V | |LL|oL e |8 |2 |9 |§ |LO

zb (L for e |8 |2 |9 (s (¥ |e |2 |V (1o e

abueyn
gLltL|or| 6|8l 2lols|¥v|lecl|la]|l AIgeqoIy Adden :qian




PCT/US2016/054066
168/223

WO 2017/058844

€08¢ 9Old

weisAsqng uonelsuss)
Udlid eselyd-ans-629

e Lo
10 10 ad/#d | | 2J0N
10 L0 5 |o| meN
<« | @00 | 00
L0 00
sa)oN |eulblQ AddeH :aian

WNWIUIN uey] Jsieslo)
sdee AlpoN ‘es|3
g|8|s|8|s|s|o|lolo|lv|v|¥|L|L|L|L]|L]O]|O]|O][painbeydes]wnuwiup
0'01|96[(06/9'8/08|G°L|0°/|G9[09|G'G|0°G|G¥|0F|G€[0€C|GC|0C|GL|0L|GO aouessig olwyAyy

L'O[LO[LO|LO[LOILOjLO[LO|LO|LOfLO|LO|LO[LOJLO[LOfO]JO[0O]|O




PCT/US2016/054066

WO 2017/058844

169/223

d8¢ 9ld
weisAsgng
uolnelaus9s
9ABIO0 Udld-0cd
||||||||||||||||||||||||||| Lo ____
¢ l
0] | wol4
00| swes 00| swes
0’0 | moled 00| mojed
0L [9nOQY 0L |®AOQY
4 4 4 l
0] | wol4 0] | wol4
00| swes 00| swes
0L | mOl|ed 00| mojed
00 [9nOQY 0L |®AOQY
el I P ¢ l 4 l l
ol | wolg 0] | wol4 0] | wol4
AddeH :aian



PCT/US2016/054066

WO 2017/058844

170/223

Vv108¢ 9lI4
weisAsgnsg
juswinisul-geg

e d
|
|
|
|
|
|
_ uljopuel\ |00
“ sleImiN |00
“ ¢ sseg ollsnooy [°0| | € sseg oupe|3 [y 0| |€ JBUND onsnooy [0 € Je)ing W8I |10
_ ¢ ssed o)isnooy [¢'0| | Z sseg oupe(a|e 0| |z Jeyns onsnoov|e 0 2 Jeying oue|3 (€0
_ | sseg oisnooy [¢'0| | L ssegoupeia e 0| |1 Jeyns onsnoov|e o | Jeying o9l (€0
| I I I
m | onsnoov g0 | oupsa|so | onsnoov|g 0] | oupeia|so
| | sseglzo| | Jeino[zo
| @ _
|
_ [dog
m
_ dod ‘AddeH :qian
|
|



PCT/US2016/054066

171/223

WO 2017/058844

d108¢ 9l4
walsAsgng
JuswinJsu|-geg
.............................................................. L .
_
|
|
Jloyd Koglyo “
|EOOA BleWa] |0 m
| o [eooA ale|e0| | Jojeinw3 [B20A [€0 |
| |
| onsnoov|g 0] | oupsa|s o m
[ 1econ]z 0 “
“
|
|
sibueL] [00 “
obuog|(o0 m
ebuod (00 ¢ pseogAey UUAS (00 !
ceXeysir o Z pJeoghey YIUAS [0 !
| Joxeys|e 0 | pJeogAed UIUAS|€ 0 !
iy wnia|go| | sulyoew wnua oL oueld|o'L oueld oupe|3 (€0 !
[ _ [ _ |
opsnooy|so| | oupela|gol| | onsnoov|g ol | oupsizfs] |
_co_ww_semn__m.o_ _ Emmp\ﬂmx_m.o_ “
_ =@
_
|



PCT/US2016/054066

WO 2017/058844

1721223

v2¢08¢ 9Ol

weisAsqng Jojos|es
Juswnusul-6£g

e L ____
|

|

|

|

|

|

“ UllopUBIN [0°0

“ sleimIN |00

_ ¢ sseg o)snooy [°0| | ¢ ssed ouoal3 70| [ Jeyno onsnoov [0 ¢ Jeyno ouyo9|3 |10
“ z sseg oysnooy [¢°0| | z sseg ouyosia [ 0| [z Jenno onsnooy [e 0 Z Jeyno ouyos|3 [0
| | sseg opsnooy [¢-0| | L sseg ouyosia [ 0| |1 Jenno onsnooy [e 0 | Jeyno ouyos|3 €0
! I I I

m | onsnoov|go | oupoeia|so | onsnoov|g 0| | oupsig|so
| | ssegfzo| | Jeino|zo
_ @ I

|

“ [ dod]

i

! dogd ‘AddeH :qian
|

|



PCT/US2016/054066

1731223

gc08¢ Old

welsAsgng 10j09|9S
Juswinnsul-geg

WO 2017/058844

.............................................................. L
|
|

J10yD fog|y0 |
|EOOA SleWad |0 m
e lecoA slelN[€0| | Jojeinwg [eooA [g 0 |
| |
| onsnoov|go | oupsia|so m
[ 1eoonfz 0] |
|
|
sibueu1[00 |
obuog|o0 m
ebuod |00 ¢ pleoghed YUAS |00 |
Z J9Xeus |y o Z pieoghey YUAS |10 |
| JoYeys|co | pieoghey YUAS|[e0 !
Iy wnia|go| | euyoe wnialo't oueld|o'l ouBld oUJOBIT (€0 |
_ _ _ _ |
opsnooy|so| | ouwpela|so| | onsnoov|s Q] IEREEEIER |
_ Lolssholog 1z°0| _ pIe0gAay] |z0| m
] ]
m
|



PCT/US2016/054066

WO 2017/058844

174/223

Rl AR =
o o
I .
“ :
! €0 €0 €0 pJoy)
“ €0 €0 €0 pelq
“ Z0 Z0 20| (olpojs|N UON) 80N 8|buls| pueH
| Z0 Z0 Z0 ApojsN |  ueT
_ --+| peIQ| (oIpoJ8|Al UON) ®)ON ®|buls | ApojeN
walsAsgng co_HSmcm@\“ ees| €0 70 €0
uonesisayolO-leg m pueH
| Al Adde :alan
|
m 20 Juswiuedwoooy
! 20 AuowueH Alepuooss
! 20 AuowlieH Aewud
o | 20 ApolaN Alepuooss
! Z0 ApojsN Alewid
! Aygeqoid uonoun4
|
m UloIA UIOIA| | | Sseg ol}o8|T oueld oueld| | L sseg ol}o8|3
! oueld| | L sseg oL}o8|3 UIoIA UIOIA| | | sseg oujo8|3 oueld
| | sseg oujos|3 oueld oueld| | | sseg oL}os|3 UljoIA UIoIA
_ _ 10 _ 10 _ G0 10 10 _ 1’0
i Adden :qian




PCT/US2016/054066

WO 2017/058844
1751223
B31-Orchestration
Generation Subsystem

T
. [RightHand |
: Length (Measures) (1/8(1/4|1/2|1/1
i Probability 0.2]0.3[0.2]0.1
|
| [LeftHand |
i Length (Measures) [(1/8|1/4|1/2 |11
| [Probability 0.2]0.3[0.2]0.1
i
! |Length | Initial Note Length
| | Probability
! 118 [ 11411211
! 118021020200
! Second| [1/4] 0.3[0.3]0.3]0.0
! Note | /o1 03]0.3[0.3[0.0
l Length | AT0.0[0.0[0.0]00
I
l
! |Length | Initial Note Length |
| [Probability
I 1/8 [ 1/4 12 11
l 1/8] 02020200
i SECCtmd 1/4{0.3]0.3]0.3]00
i Ler?g?h 12]0.3]03]0.3]0.0
i 1711 0.0[0.0]{0.0(0.0
|
|

—_—————ee e

FIG. 28R2
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Piece

Reverb 0.3
Delay 0.3
Panning 0.2

Tremolo 0.2

1771223
- T T T T T T T T T T TS T T T oo oo
! UDID: Happy, Pop !
|
| violin Piano Electric Guitar i
| [Reverb  [03 Reverb  |0.3 Reverb  [03] !
| [Delay 0.3 Delay 0.3 Delay 03] !
i Panning 0.2 Panning 0.2 Panning 02| |
! Tremolo 0.2 Tremolo 0.2 Tremolo 02] |
i :
| |
| |
: I
! Strings Keyboards Guitars i
| |Reverb 0.3 Reverb 0.3 Reverb  [03| !
i Delay 0.3 Delay 0.3 Delay 03| |
! Panning 0.2 Panning 0.2 Panning 02| |
! Tremolo 0.2 Tremolo 0.2 Tremolo 02| |
i |
| |
i |
I [
I I
I I
: I
|
i |
I I
I I
I I
: [
| |
| |
I I
I I
: I
i |

B32-Controller Code
Generation Subsystem

FIG. 28S
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TIMING CONTROL SYSTEM DIAGRAM

O
Off

Start:
M

N 1 Note: All systems default to Off

Stop (or Repeat):
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1
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Format Examples:

Text Happy, Table, Airplane
Chord C, D, E, F#, G Sharp, Ab, B Flat, Major, Minor
Audio File |Wave, MP3, OGG, AIFF
Binary Yes/No, 0/1
Command |[Open, Close, Run
Meter 3/4, 4/4,6/8, 7/8
Image .PNG, .JPEG, .PDF
Time Day, Hour, Minute, Second, Measure, Beat
Pitch Hertz, Frequency, Note
Number 0,1,2,3,4,5
Tonality C, D, E, F#, G Sharp, Ab, B Flat, Major, Minor
Tempo Beats Per Minute, 0,1,2,3,4
Letter A B C D

o The music should be broad like a bird's wings
Linguistics _ . .

The kids are playing on the ground with toys

Speech Audio input, Microphone input, .Wav, .Mp3
MIDI .MID .MIDI

FIG. 31
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Primary Love

Secondary| Affection Lust Longing

Tertiary acceptance arousal admiration
adoration Attraction (sexual) [adoration
affection curious ambitious
aroused desire ardent
attraction desire attraction (intellectual)
camaraderie |enthralled awed
caring fascinated eager
compassion infatuation enigmatic
compassionate | infatuation interest
enchanted lust Longing
fondness obsessed needed
kind passion
liking sensual
love sexy
love yearning
loyal
passion
sensitive

sentimentality

sweet

tenderness

FIG. 32A
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Joy
Cheerfulness |Zest Contentment |Pride Optimism
amusement |crafty amused boastful courageous
bliss enthusiasm [calm cocky determined
bliss excitement |collected confident eagerness
bubbly exhilaration [comfortable |exuberance |excited
cheerfulness |goofy contentment |Pride hope
delight lively delighted proud hopeful
ecstasy playful fulfillment resolved innocent
ecstatic spirited humored selfish inspired
elation thrill inner peace |solemn optimism
enjoyment zeal pacified strong optimistic
euphoria zest peaceful superior
gaiety zesty pensive triumph
gay pleased trust
giddy pleasure zeal
gladness pleasure
glee relief
gleeful satisfied
happiness serenity
happy sincerity
jolliness tranquil
joviality warm
joy
joy
jubilant
jubilation
merry
satisfaction

FIG. 32B
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...Joy Surprise Anger
Enthrallment|Relief Surprise Irritation Exasperation
breathless appreciative [amazement |aggravation [bewildered
enthrallment |grateful astonishment | agitation crazy
euphoric gratified enlightened |annoyance |denial
hyper liberated flabbergasted | cranky distrustful
insanity mercy shocked cynic Exasperation
rapture relief surprise delirious exhausted
wonder thrilled grouchiness |frazzled

grouchy frustration
grudging hysterical
grumpiness |overwhelmed
hostile
irritability
irritation
perturbation
provoked
tense

FIG. 32C
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...Anger Sadness ...
Rage Disgust Envy Torment |Suffering
aggressive  |animosity |bitter anguish Agony
anger contempt [envy calamitous [betrayed
bitterness detest greedy cruelty disheartened
dislike Disgust jealousy loathsome |distressed
enraged dismal possessive submissive [heartbroken
ferocity hate schadenfreude| torment homesick
furious obscene vengeful troubled hurt
fury offended hurt
hate resentment longing
hostility revulsion lovesick
infuriated scorn mean
irate miserable
loathing needy
mad pain
outrage suffering
outraged suffering
rage weary
resentment worn-out
scorn
spite
vengefulness
vicious
wrath
wrathful

FIG. 32D
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...Sadness
Sadness Disappointment [Shame Neglect Sympathy
apathy bored cowardly abandoned concerned
blue crummy dopey alienation empathic
cold crushed dreary contempt pity
dark dejected embarrassed|defeat sympathy
Depression depression foolish dejection
despair disappointment | guilt discouraged
despair disapproval guilty dispirited
devastated dismay humiliated |distracted
down displeasure regret embarrassment
emptiness hopeless remorse homesickness
gloom jaded remorse humiliation
gloomy lazy shame indifference
glumness pathetic sheepish indignation
gray resignation insecurity
grief sorry insult
hopelessness |worthless loneliness
lonely neglect
melancholic rejection
melancholy remorse
mellow
misery
pessimistic
sadness
somber
SOrrow
SOrrow
tired
unhappiness
unhappy
upset
woe

FIG. 32E
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Fear
Horror Nervousness
Alarm alert
fear anticipation
fright anxiety
horrified apprehension
horror cautious
hysteria confused
intimidated |distress
invidious dread
morbid expectation
mortification | fight-or-flight
panic insecure
petrified nervous
shock nervousness
terrified panicky
terror paranoia
threatened ([puzzled
scared
shy
stressed
temperamental
tenseness
uncertainty
uneasiness
uneasiness
worried
worry

FIG. 32F
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Base level unique styles that are Chamber Music

distilled, alone in combination, Chant

from system inputs Choral

Alternative Classical Crossover
Art Punk Early Music
Alternative Rock High Classical
College Rock Impressionist
Experimental Rock Medieval
Goth / Gothic Rock Minimalism
Grunge Modern Composition
Hardcore Punk Opera
Hard Rock Orchestral
Indie Rock Renaissance
Lo-fi Romantic
New Wave Wedding Music
Progressive Rock Comedy
Punk Novelty
Shoegaze Standup Comedy
Steampunk Vaudeville
Anime Commercial
Blues Jingles
Acoustic Blues TV Themes
Chicago Blues Country
Classic Blues Alternative Country
Contemporary Blues Americana
Country Blues Bluegrass
Delta Blues Contemporary Bluegrass
Electric Blues Contemporary Country
Children’s Music Country Gospel
Lullabies Country Pop
Sing-Along Honky Tonk
Stories Outlaw Country
Classical Traditional Bluegrass
Avant-Garde Traditional Country
Baroque Urban Cowboy

FIG. 33A
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Dance/EDM Electronic Rock
Club / Club Dance Hardstyle
Breakbeat IDM/Experimental
Brostep Industrial
Deep House Trip Hop
Dubstep Enka
Electro House French Pop
Exercise German Folk
Garage German Pop
Glitch Hop Fitness & Workout
Hardcore Hip-Hop/Rap
Hard Dance Alternative Rap
Hi-NRG / Eurodance Bounce
House Dirty South
Jackin House East Coast Rap
Jungle / Drum’n’bass Gangsta Rap
Regstep Hardcore Rap
Techno Hip-Hop
Trance Latin Rap
Trap Old School Rap
Disney Rap
Easy Listening Turntablism
Bop Underground Rap
Lounge West Coast Rap
Swing Holiday
Electronic Chanukah
8bit Christmas
Ambient Christmas: Children’s
Bassline Christmas: Classic
Chiptune Christmas: Classical
Crunk Christmas: Jazz
Downtempo Christmas: Modern
Drum & Bass Christmas: Pop
Electro Christmas: R&B
Electro-swing Christmas: Religious
Electronica Christmas: Rock

FIG. 33B
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Easter Dixieland
Halloween Ethio-jazz
Holiday: Other Fusion
Thanksgiving Gypsy Jazz
Indie Pop Hard Bop
Industrial Latin Jazz
Inspirational — Christian & Gospel Mainstream Jazz
CCM Ragtime
Christian Metal Smooth Jazz
Christian Pop Trad Jazz
Christian Rap K-Pop
Christian Rock Karaoke
Classic Christian Kayokyoku
Contemporary Gospel Latin
Gospel Alternativo & Rock Latino
Christian & Gospel Argentine tango
Praise & Worship Baladas y Boleros
Qawwali Bossa Nova
Southern Gospel Brazilian
Traditional Gospel Contemporary Latin
Instrumental Flamenco / Spanish Flamenco
March (Marching Band) Latin Jazz
J-Pop Nuevo Flamenco
J-Rock Pop Latino
J-Synth Portuguese fado
J-Ska Raices
J-Punk Reggaeton y Hip-Hop
Jazz Regional Mexicano
Acid Jazz Salsa y Tropical
Avant-Garde Jazz New Age
Bebop Environmental
Big Band Healing
Blue Note Meditation
Contemporary Jazz Nature
Cool Relaxation
Crossover Jazz Travel

FIG. 33C
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Pop

Adult-Oriented Rock

Adult Contemporary

Afro Punk

Britpop

Adult Alternative

Bubblegum Pop

Alternative Rock

Chamber Pop

American Trad Rock

Dance Pop

Anatolian Rock

Dream Pop

Arena Rock

Electro Pop

Art Rock

Orchestral Pop

Blues-Rock

Pop/Rock

British Invasion

Power Pop

Death Metal / Black Metal

Soft Rock

Glam Rock

Synthpop

Gothic Metal

Teen Pop

Hair Metal

R&B/Soul

Hard Rock

Contemporary R&B

Metal

Disco

Noise Rock

Doo Wop

Jam Bands

Funk

Post Punk

Modern Soul

Prog-Rock/Art Rock

Motown

Psychedelic

Neo-Soul

Rock & Roll

Northern Soul

Rockabilly

Psychedelic Soul

Roots Rock

Quiet Storm

Singer/Songwriter

Soul

Southern Rock

Soul Blues

Surf

Southern Soul

Tex-Mex

Reggae

Time Lord Rock

Dancehall

Singer/Songwriter

Dub

Alternative Folk

Roots Reggae

Contemporary Folk

Ska

Contemporary Singer/Songwriter

Rock

Indie Folk

Acid Rock

Folk-Rock

Love Song

FIG. 33D




WO 2017/058844

New Acoustic

PCT/US2016/054066

202/223

Traditional Folk

Contemporary Celtic

Soundtrack

Dangdut

Foreign Cinema

Drinking Songs

Musicals

Drone

Original Score

Europe

Soundtrack

France

TV Soundtrack

Hawaii

Spoken Word

Indian Ghazal

Tex-Mex / Tejano

Indian Pop

Chicano

Japan

Classic

Japanese Pop

Conjunto

Klezmer

Conjunto Progressive

Middle East

New Mex

North America

Tex-Mex

Ode

Vocal

Polka

A cappella

Soca

Barbershop

South Africa

Doo-wop

South America

Gregorian Chant

Traditional Celtic

Standards

Worldbeat

Traditional Pop

Zydeco

Vocal Jazz

Vocal Pop

World

Africa

Afro-Beat

Afro-Pop

Asia

Australia

Cajun

Calypso

Caribbean

Celtic

Celtic Folk

FIG. 33E
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