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INTEGRATED SENSOR AND VIDEO MOTION ANALYSIS METHOD

BACKGROUND OF THE INVENTION
FIELD OF THE INVENTION

[001] One or more embodiments of the invention are related to the field of motion capture data 

analysis using sensor data or video information or both sensor and video data. More particularly, 

but not by way of limitation, one or more embodiments of the invention enable an integrated 

sensor and video motion analysis method that combines data from motion sensors and video 

cameras to analyze motion. Enables intelligent synchronization and transfer of generally 

concise event videos synchronized with motion data from motion capture sensor(s) coupled with 

a user or piece of equipment. Greatly saves storage and increases upload speed by either 

discarding non-event video or uploading event videos and avoiding upload of non-pertinent 

portions of large videos or both discarding non-event video and transferring event videos. 

Motion events may be correlated and/or otherwise synchronized with image(s) or video, as the 

events happen or at a later time based on location and/or time of the event or both, for example 

on the mobile device or on a remote server, and as captured from internal/external camera(s) or 

nanny cam, for example to enable saving video of the event, such as the first steps of a child, 

violent shaking events, sporting, military or other motion events including concussions, or 

falling events associated with an elderly person and for example discarding non-event related 

video data, to greatly reduce storage requirements for event videos. Sensor fusion may be used 

to combine sensor data and video data to create integrated motion metrics.

DESCRIPTION OF THE RELATED ART

[002] Methods for analyzing motion of an object generally use one of two approaches: either 

motion sensors are attached to an object and sensor data is collected and analyzed, or video 

cameras are configured to capture video of an object in motion, and the video is analyzed. 

Generally, these approaches are not used in combination. For example, motion sensors may 

include inertial sensors that capture acceleration and gyroscope data, which is then integrated to 

measure an object’s trajectory. Video analysis of motion may include traditional motion capture 

systems that use special reflective markers, or more sophisticated methods that use image 
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processing to locate and track objects without markers.

[003] Motion analysis methods based on either sensors alone or video alone each have 

limitations. For example, inertial sensor based methods typically require initialization, which is 

not always possible. They are also not very accurate over long timeframes. Video based 

methods on the other hand may lose objects due to occlusion, and they typically have relatively 

low video frame rates limiting their precision.

[004] While there are some systems that perform simple overlays of motion sensor data onto or 

associated with video, current methods generally do not integrate sensor based motion analysis 

and video based motion analysis. Such integration offers the potential for more accurate and 

complete motion analysis by combining the strengths of sensor data analysis and the strengths of 

video motion analysis. Full integration presents many technical challenges, including for 

example time synchronization of sensor and video data sources, robust object identification in 

videos, coordinate system alignment, and sensor fusion of the different types of information. No 

known methods address all of these technical challenges to form a complete solution for sensor 

and video integration.

[005] In addition, existing motion capture systems process and potentially store enormous 

amounts of data with respect to the actual events of interest. For example, known systems 

capture accelerometer data from sensors coupled to a user or piece of equipment and analyze or 

monitor movement. In these scenarios, thousands or millions of motion capture samples are 

associated with the user at rest or not moving in a manner that is related to a particular event that 

the existing systems are attempting to analyze. For example, if monitoring a football player, a 

large amount of motion data is not related to a concussion event, for a baby, a large amount of 

motion data is not related in general to a shaking event or non-motion event such as sudden 

infant death syndrome (SIDS), for a golfer, a large amount of motion data captured by a sensor 

mounted on the player’s golf club is of low acceleration value, e.g., associated with the player 

standing or waiting for a play or otherwise not moving or accelerating in a manner of interest. 

Hence, capturing, transferring and storing non-event related data increases requirements for 

power, bandwidth and memory.

[006] In addition, video capture of a user performing some type of motion may include even 

larger amounts of data, much of which has nothing to do with an actual event, such as a swing of 

a baseball bat or home run. There are no known systems that automatically trim video, e.g., save 

event related video or even discard non-event related video, for example by uploading for 

example only the pertinent event video as determined by a motion capture sensor, without 

uploading the entire raw videos, to generate smaller video segments that correspond to the events 

that occur in the video and for example as detected through analysis of the motion capture data.
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[007] Some systems that are related to monitoring impacts are focused on linear acceleration 

related impacts. These systems are unable to monitor rotational accelerations or velocities and 

are therefore unable to detect certain types of events that may produce concussions. In addition, 

many of these types of systems do not produce event related, connectionless messages for low 

power and longevity considerations. Hence, these systems are limited in their use based on their 

lack of robust characteristics.

[008] Known systems also do not contemplate data mining of events within motion data to form 

a representation of a particular movement, for example a swing of an average player or average 

professional player level, or any player level based on a function of events recognized within 

previously stored motion data. Thus, it is difficult and time consuming and requires manual 

labor to find, trim and designate particular motion related events for use in virtual reality for 

example. Hence, current systems do not easily enable a particular user to play against a 

previously stored motion event of the same user or other user along with a historical player for 

example. Furthermore, known systems do not take into account cumulative impacts, and for 

example with respect to data mined information related to concussions, to determine if a series 

of impacts may lead to impaired brain function over time.

[009] Other types of motion capture systems include video systems that are directed at 

analyzing and teaching body mechanics. These systems are based on video recording of an 

athlete and analysis of the recorded video of an athlete. This technique has various limitations 

including inaccurate and inconsistent subjective analysis based on video for example. Another 

technique includes motion analysis, for example using at least two cameras to capture three­

dimensional points of movement associated with an athlete. Known implementations utilize a 

stationary multi-camera system that is not portable and thus cannot be utilized outside of the 

environment where the system is installed, for example during an athletic event such as a golf 

tournament, football game or to monitor a child or elderly person. In general video based 

systems do not also utilize digital motion capture data from sensors on the object undergoing 

motion since they are directed at obtaining and analyzing images having visual markers instead 

of electronic sensors. These fixed installations are extremely expensive as well. Such prior 

techniques are summarized in United States Patent Serial No. 7,264,554, filed 26 January 2006, 

which claims the benefit of United States Provisional Patent Application Serial No. 60/647,751 

filed 26 January 2005, the specifications of which are both hereby incorporated herein by 

reference. Both disclosures are to the same inventor of the subject matter of the instant 

application.

[0010] Regardless of the motion capture data obtained, the data is generally analyzed on a per 

user or per swing basis that does not contemplate processing on a mobile phone, so that a user 
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would only buy a motion capture sensor and an “app” for a pre-existing mobile phone. In 

addition, existing solutions do not contemplate mobile use, analysis and messaging and/or 

comparison to or use of previously stored motion capture data from the user or other users or 

data mining of large data sets of motion capture data, for example to obtain or create motion 

capture data associated with a group of users, for example professional golfers, tennis players, 

baseball players or players of any other sport to provide events associated with a “professional 

level” average or exceptional virtual reality opponent. To summarize, motion capture data is 

generally used for immediate monitoring or sports performance feedback and generally has had 

limited and/or primitive use in other fields.

[0011] Known motion capture systems generally utilize several passive or active markers or 

several sensors. There are no known systems that utilize as little as one visual marker or sensor 

and an app that for example executes on a mobile device that a user already owns, to analyze and 

display motion capture data associated with a user and/or piece of equipment. The data is 

generally analyzed in a laboratory on a per user or per swing basis and is not used for any other 

purpose besides motion analysis or representation of motion of that particular user and is 

generally not subjected to data mining.

[0012] There are no known systems that allow for motion capture elements such as wireless 

sensors to seamlessly integrate or otherwise couple with a user or shoes, gloves, shirts, pants, 

belts, or other equipment, such as a baseball bat, tennis racquet, golf club, mouth piece for a 

boxer, football or soccer player, or protective mouthpiece utilized in any other contact sport for 

local analysis or later analysis in such a small format that the user is not aware that the sensors 

are located in or on these items. There are no known systems that provide seamless mounts, for 

example in the weight port of a golf club or at the end shaft near the handle so as to provide a 

wireless golf club, configured to capture motion data. Data derived from existing sensors is not 

saved in a database for a large number of events and is not used relative to anything but the 

performance at which the motion capture data was acquired.

[0013] In addition, for sports that utilize a piece of equipment and a ball, there are no known 

portable systems that allow the user to obtain immediate visual feedback regarding ball flight 

distance, swing speed, swing efficiency of the piece of equipment or how centered an impact of 

the ball is, i.e., where on the piece of equipment the collision of the ball has taken place. These 

systems do not allow for user’s to play games with the motion capture data acquired from other 

users, or historical players, or from their own previous performances. Known systems do not 

allow for data mining motion capture data from a large number of swings to suggest or allow the 

searching for better or optimal equipment to match a user’s motion capture data and do not 

enable original equipment manufacturers (OEMs) to make business decisions, e.g., improve their 
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products, compare their products to other manufacturers, up-sell products or contact users that 

may purchase different or more profitable products.

[0014] In addition, there are no known systems that utilize motion capture data mining for 

equipment fitting and subsequent point-of-sale decision making for instantaneous purchasing of 

equipment that fits an athlete. Furthermore, no known systems allow for custom order 

fulfillment such as assemble-to-order (ATO) for custom order fulfillment of sporting equipment, 

for example equipment that is built to customer specifications based on motion capture data 

mining, and shipped to the customer to complete the point of sales process, for example during 

play or virtual reality play.

[0015] In addition, there are no known systems that use a mobile device and RFID tags for 

passive compliance and monitoring applications.

[0016] There are no known systems that enable data mining for a large number of users related 

to their motion or motion of associated equipment to find patterns in the data that allows for 

business strategies to be determined based on heretofore undiscovered patterns related to motion. 

There are no known systems that enable obtain payment from OEMs, medical professionals, 

gaming companies or other end users to allow data mining of motion data.

[0017] Known systems such as Lokshin, United States Patent Publication No. 20130346013, 

published 26 December 2013 and 2013033054 published 12 December 2013 for example do not 

contemplate uploading only the pertinent videos that occur during event, but rather upload large 

videos that are later synchronized. Both Lokshin references does not contemplate a motion 

capture sensor commanding a camera to alter camera parameters on-the-fly based on the event, 

to provide increased frame rate for slow motion for example during the event video capture, and 

do not contemplate changing playback parameters during a portion of a video corresponding to 

an event. The references also do not contemplate generation of highlight reels where multiple 

cameras may capture an event, for example from a different angle and do not contemplate 

automatic selection of the best video for a given event. In addition, the references do not 

contemplate a multi-sensor environment where other sensors may not observe or otherwise 

detect an event, while the sensor data is still valuable for obtaining metrics, and hence the 

references do not teach saving event data on other sensors after one sensor has identified an 

event.

[0018] For at least the limitations described above there is a need for an integrated sensor and 

video motion analysis method.

BRIEF SUMMARY OF THE INVENTION

[0019] One or more embodiments described in the specification are related to an integrated 

sensor and video motion analysis method. Embodiments of the invention enable intelligent 
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synchronization and transfer of generally concise event videos synchronized with motion data 

from motion capture sensor(s) coupled with a user or piece of equipment. Greatly saves storage 

and increases upload speed by uploading event videos and avoiding upload of non-pertinent 

portions of large videos. Provides intelligent selection of multiple videos from multiple cameras 

covering an event at a given time, for example selecting one with least shake. Enables near real­

time alteration of camera parameters during an event determined by the motion capture sensor, 

and alteration of playback parameters and special effects for synchronized event videos. Creates 

highlight reels filtered by metrics and can sort by metric. Integrates with multiple sensors to 

save event data even if other sensors do not detect the event. Also enables analysis or 

comparison of movement associated with the same user, other user, historical user or group of 

users. At least one embodiment provides intelligent recognition of events within motion data 

including but not limited to motion capture data obtained from portable wireless motion capture 

elements such as visual markers and sensors, radio frequency identification tags and mobile 

device computer systems, or calculated based on analyzed movement associated with the same 

user, or compared against the user or another other user, historical user or group of users. 

Enables low memory utilization for event data and video data by trimming motion data and 

videos to correspond to the detected events. This may be performed on the mobile device or on 

a remote server and based on location and/or time of the event and based on the location and/or 

time of the video, and may optionally include the orientation of the camera to further limit the 

videos that may include the motion events. Embodiments enable event based viewing and low 

power transmission of events and communication with an app executing on a mobile device 

and/or with external cameras to designate windows that define the events. Enables recognition 

of motion events, and designation of events within images or videos, such as a shot, move or 

swing of a player, a concussion of a player, boxer, rider or driver, or a heat stroke, hypothermia, 

seizure, asthma attack, epileptic attack or any other sporting or physical motion related event 

including walking and falling. Events may be correlated with one or more images or video as 

captured from internal/external camera or cameras or nanny cam, for example to enable saving 

video of the event, such as the first steps of a child, violent shaking events, sporting events 

including concussions, or falling events associated with an elderly person. Concussion related 

events and other events may be monitored for linear acceleration thresholds and/or patterns as 

well as rotational acceleration and velocity thresholds and/or patterns and/or saved on an event 

basis and/or transferred over lightweight connectionless protocols or any combination thereof. 

Generates integrated motion metrics using sensor fusion of motion capture sensor data and 

motion data derived from video analysis.
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[0020] Embodiments of the invention enable a user to purchase an application or “app” and a 

motion capture element and immediately utilize the system with their existing mobile computer, 

e.g., mobile phone. Embodiments of the invention may display motion information to a 

monitoring user, or user associated with the motion capture element or piece of equipment. 

Embodiments may also display information based on motion analysis data associated with a user 

or piece of equipment based on (via a function such as but not limited to a comparison) 

previously stored motion capture data or motion analysis data associated with the user or piece 

of equipment or previously stored motion capture data or motion analysis data associated with at 

least one other user. This enables sophisticated monitoring, compliance, interaction with actual 

motion capture data or pattern obtained from other user(s), for example to play a virtual game 

using real motion data obtained from the user with responses generated based thereon using real 

motion data capture from the user previously or from other users (or equipment). This capability 

provides for playing against historical players, for example a game of virtual tennis, or playing 

against an “average” professional sports person, and is unknown in the art until now.

[0021] For example, one or more embodiments include at least one motion capture element 

configured to couple with a user or piece of equipment or mobile device coupled with the user, 

wherein the at least one motion capture element includes a memory, a sensor configured to 

capture any combination of values associated with an orientation, position, velocity, acceleration 

(linear and/or rotational) of the at least one motion capture element, a radio, and a 

microcontroller coupled with the memory, the sensor and the radio. The microcontroller is 

configured to collect data that includes sensor values from the sensor, store the data in the 

memory, analyze the data and recognize an event within the data to determine event data and 

transmit the event data associated with the event via the radio. Embodiments of the system may 

also include an application configured to execute on a mobile device wherein the mobile device 

includes a computer, a wireless communication interface configured to communicate with the 

radio to obtain the event data associated with the event. The computer is coupled with wireless 

communication interface wherein the computer executes the application or “app” to configure 

the computer to receive the event data from the wireless communication interface, analyze the 

event data to form motion analysis data, store the event data, or the motion analysis data, or both 

the event data and the motion analysis data, and display information comprising the event data, 

or the motion analysis data, or both associated with the at least one user on a display.

[0022] One or more embodiments include at least one motion capture sensor that is configured 

to be placed near the user’s head wherein the microcontroller is further configured to calculate of 

a location of impact on the user’s head. Embodiments of the at least one motion capture sensor 

may be configured to be coupled on a hat or cap, within a protective mouthpiece, using any type 
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of mount, enclosure or coupling mechanism. One or more embodiments of the at least one 

motion capture sensor may be configured to be coupled with a helmet on the user’s head and 

wherein the calculation of the location of impact on the user’s head is based on the physical 

geometry of the user’s head and/or helmet. Embodiments may include a temperature sensor 

coupled with the at least one motion capture sensor or with the microcontroller for example. 

[0023] Embodiments of the invention may also utilize an isolator configured to surround the at 

least one motion capture element to approximate physical acceleration dampening of 

cerebrospinal fluid around the user’s brain to minimize translation of linear acceleration and 

rotational acceleration of the event data to obtain an observed linear acceleration and an 

observed rotational acceleration of the user’s brain. Thus, embodiments may eliminate 

processing to translate forces or acceleration values or any other values from the helmet based 

acceleration to the observed brain acceleration values. Therefore, embodiments utilize less 

power and storage to provide event specific data, which in turn minimizes the amount of data 

transfer, which yields lower transmission power utilization and even lower total power 

utilization. Different isolators may be utilized on a football/hockey/lacrosse player’s helmet 

based on the type of padding inherent in the helmet. Other embodiments utilized in sports where 

helmets are not worn, or occasionally worn may also utilize at least one motion capture sensor 

on a cap or hat, for example on a baseball player’s hat, along with at least one sensor mounted on 

a batting helmet. Headband mounts may also be utilized in sports where a cap is not utilized, 

such as soccer to also determine concussions. In one or more embodiments, the isolator utilized 

on a helmet may remain in the enclosure attached to the helmet and the sensor may be removed 

and placed on another piece of equipment that does not make use of an isolator that matches the 

dampening of a user’s brain fluids. Embodiments may automatically detect a type of motion and 

determine the type of equipment that the motion capture sensor is currently attached to based on 

characteristic motion patterns associated with certain types of equipment, i.e., surfboard versus 

baseball bat.

[0024] Embodiments of the invention may be configured to obtain/calculate a linear 

acceleration value or a rotational acceleration value or both. This enables rotational events to be 

monitored for concussions as well as linear accelerations. Other events may make use of the 

linear and/or rotational acceleration and/or velocity, for example as compared against patterns or 

templates to not only switch sensor personalities during an event to alter the capture 

characteristics dynamically, but also to characterize the type of equipment currently being 

utilized with the current motion capture sensor. This enables a single motion capture element 

purchase by a user to instrument multiple pieces of equipment or clothing by enabling the sensor 

to automatically determine what type of equipment or piece of clothing the sensor is coupled to 
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based on the motion captured by the sensor when compared against characteristic patterns or 

templates of motion.

[0025] Embodiments of the invention may transmit the event data associated with the event 

using a connectionless broadcast message. In one or more embodiments, depending on the 

wireless communication employed, broadcast messages may include payloads with a limited 

amount of data that may be utilized to avoid handshaking and overhead of a connection based 

protocol. In other embodiments connectionless or connection based protocols may be utilized in 

any combination.

[0026] In one or more embodiments, the computer may access previously stored event data or 

motion analysis data associated with the user or piece of equipment, for example to determine 

the number of concussions or falls or other swings, or any other motion event. Embodiments 

may also present event data associated with the at least one user on a display based on the event 

data or motion analysis data associated with the user or piece of equipment and the previously 

stored event data or motion analysis data associated with the user or piece of equipment or with 

at least one other user or other piece of equipment. This enables comparison of motion events, 

in number or quantitative value, e.g., the maximum rotational acceleration observed by the user 

or other users in a particular game or historically. In addition, patterns or templates that define 

characteristic motion of particular pieces of equipment for typical events may be dynamically 

updated, for example on a central server or locally, and dynamically updated in motion capture 

sensors via the wireless interface in one or more embodiments. This enables sensors to improve 

over time.

[0027] Embodiments of the invention may transmit the information to a display on a visual 

display coupled with the computer or a remote computer, for example over broadcast television 

or the Internet for example. Embodiments of the display may also be configured to accept sub­

event time locations to provide discrete scrolling along the timeline of the whole event. For 

example a golf swing may include sub-events such as an address, swing back, swing forward, 

strike, follow through. The system may display time locations for the sub-events and accept user 

input near the location to assert that the video should start or stop at that point in time, or scroll 

to or back to that point in time for ease of viewing sub-events for example.

[0028] Embodiments of the invention may also include an identifier coupled with the at least 

one motion capture sensor or the user or the piece of equipment. In one or more embodiments, 

the identifier may include a team and jersey number or student identifier number or license 

number or any other identifier that enables relatively unique identification of a particular event 

from a particular user or piece of equipment. This enables team sports or locations with multiple 

players or users to be identified with respect to the app that is configured to receive data 
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associated with a particular player or user. One or more embodiments receive the identifier, for 

example a passive RFID identifier or MAC address or other serial number associated with the 

player or user and associate the identifier with the event data and motion analysis data.

[0029] One or more embodiments of the at least one motion capture element may further 

include a light emitting element configured to output light if the event occurs. This may be 

utilized to display a potential, mild or severe level of concussion on the outer portion of the 

helmet without any required communication to any external device for example. Different 

colors or flashing intervals may also be utilized to relay information related to the event. 

Alternatively, or in combination, the at least one motion capture element may further include an 

audio output element configured to output sound if the event occurs or if the at least one motion 

capture sensor is out of range of the computer or wherein the computer is configured to display 

and alert if the at least one motion capture sensor is out of range of the computer, or any 

combination thereof. Embodiments of the sensor may also utilize an LCD that outputs a coded 

analysis of the current event, for example in a Quick Response (QR) code or bar code for 

example so that a referee may obtain a snapshot of the analysis code on a mobile device locally, 

and so that the event is not viewed in a readable form on the sensor or wirelessly transmitted and 

intercepted by anyone else.

[0030] In one or more embodiments, the at least one motion capture element further includes a 

location determination element coupled with the microcontroller. This may include a GPS 

(Global Positioning System) device for example. Alternatively, or in combination, the computer 

may triangulate the location in concert with another computer, or obtain the location from any 

other triangulation type of receiver, or calculate the location based on images captured via a 

camera coupled with the computer and known to be oriented in a particular direction, wherein 

the computer calculates an offset from the mobile device based on the direction and size of 

objects within the image for example.

[0031] In one or more embodiments, the computer is further configured to request at least one 

image or video that contains the event from at least one camera proximal to the event. This may 

include a broadcast message requesting video from a particular proximal camera or a camera that 

is pointing in the direction of the event. In one or more embodiments, the computer is further 

configured to broadcast a request for camera locations proximal to the event or oriented to view 

the event, and optionally display the available cameras, or videos therefrom for the time duration 

around the event of interest. In one or more embodiments, the computer is further configured to 

display a list of one or more times at which the event has occurred, which enables the user obtain 

the desired event video via the computer, and/or to independently request the video from a third 

party with the desired event times.
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[0032] In one or more embodiments, the at least one motion capture sensor is coupled with the 

mobile device and for example uses an internal motion sensor within or coupled with the mobile 

device. This enables motion capture and event recognition with minimal and ubiquitous 

hardware, e.g., using a mobile device with a built-in accelerometer. In one or more 

embodiments, a first mobile device may be coupled with a user recording motion data, while a 

second mobile device is utilized to record a video of the motion. In one or more embodiments, 

the user undergoing motion may gesture, e.g., tap N times on the mobile device to indicate that 

the second user’s mobile device should start recording video or stop recording video. Any other 

gesture may be utilized to communicate event related or motion related indications between 

mobile devices.

[0033] Embodiments of the at least one motion capture sensor may include a temperature 

sensor, or the microcontroller may otherwise be coupled with a temperature sensor. In these 

embodiments, the microcontroller is configured to transmit a temperature obtained from the 

temperature sensor as a temperature event, for example as a potential indication of heat stroke or 

hypothermia.

[0034] Thus embodiments of the invention may recognize any type of motion event, including 

events related to motion associated with the at least one motion capture sensor coupled with any 

combination of the user, or the piece of equipment or the mobile device or motion that is 

indicative of standing, walking, falling, a heat stroke, seizure, violent shaking, a concussion, a 

collision, abnormal gait, abnormal or non-existent breathing or any combination thereof or any 

other type of event having a duration of time during with motion occurs.

[0035] Embodiments of the invention may utilize data mining on the motion capture data to 

obtain patterns for users, equipment, or use the motion capture data or events of a given user or 

other user in particular embodiments of the invention. Data mining relates to discovering new 

patterns in large databases wherein the patterns are previously unknown. Many methods may be 

applied to the data to discover new patterns including statistical analysis, neural networks and 

artificial intelligence for example. Due to the large amount of data, automated data mining may 

be performed by one or more computers to find unknown patterns in the data. Unknown patterns 

may include groups of related data, anomalies in the data, dependencies between elements of the 

data, classifications and functions that model the data with minimal error or any other type of 

unknown pattern. Displays of data mining results may include displays that summarize newly 

discovered patterns in a way that is easier for a user to understand than large amounts of pure 

raw data. One of the results of the data mining process is improved market research reports, 

product improvement, lead generation and targeted sales. Generally, any type of data that will 

be subjected to data mining must be cleansed, data mined and the results of which are generally 
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validated. Businesses may increase profits using data mining. Examples of benefits of 

embodiments of the invention include customer relationship management to highly target 

individuals based on patterns discovered in the data. In addition, market basket analysis data 

mining enables identifying products that are purchased or owned by the same individuals and 

which can be utilized to offer products to users that own one product but who do not own 

another product that is typically owned by other users.

[0036] Other areas of data mining include analyzing large sets of motion data from different 

users to suggest exercises to improve performance based on performance data from other users. 

For example if one user has less rotation of the hips during a swing versus the average user, then 

exercises to improve flexibility or strength may be suggested by the system. In a golf course 

embodiment, golf course planners may determine over a large amount of users on a golf course 

which holes should be adjusted in length or difficulty to obtain more discrete values for the 

average number of shots per hole, or for determining the amount of time between golfers, for 

example at a certain time of day or for golfers of a certain age. In addition, sports and medical 

applications of data mining include determining morphological changes in user performance 

over time, for example versus diet or exercise changes to determine what improves performance 

the most, or for example what times of the day, temperatures, or other conditions produce swing 

events that result in the furthest drive or lowest score. Use of motion capture data for a 

particular user or with respect to other users enables healthcare compliance, for example to 

ensure a person with diabetes moves a certain amount during the day, and morphological 

analysis to determine how a user’s motion or range of motion has changed over time. Games 

may be played with motion capture data that enables virtual reality play against historical greats 

or other users. For example, a person may play against a previous performance of the same 

person or against the motion capture data of a friend. This allows users to play a game in a 

historic stadium or venue in a virtual reality environment, but with motion capture data acquired 

from the user or other users previously for example. Military planners may utilize the motion 

capture data to determine which soldiers are most fit and therefore eligible for special operations, 

or which ones should retire, or by coaches to determine when a player should rest based on the 

concussion events and severity thereof sustained by a player for example and potentially based 

on a mined time period where other users have increased performance after a concussion related 

event.

[0037] Embodiments of the system perform motion capture and/or display with an application 

for example that executes on mobile device that may include a visual display and an optional 

camera and which is capable of obtaining data from at least one motion capture element such as 

a visual marker and/or a wireless sensor. The system can also integrate with standalone cameras, 
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or cameras on multiple mobile devices. The system also enables the user to analyze and display 

the motion capture data in a variety of ways that provide immediate easy to understand graphical 

information associated with the motion capture data. Motion capture elements utilized in the 

system intelligently store data for example related to events associated with striking a ball, 

making a ski turn, jumping, etc., and eliminate false events, and greatly improve memory usage 

and minimize storage requirements. In addition, the data may be stored for example for more 

than one event associated with the sporting equipment, for example multiple bat swings or for an 

entire round of golf or more if necessary at least until the data is downloaded to a mobile device 

or to the Internet. Data compression of captured data may also be utilized to store more motion 

capture data in a given amount of memory. Motion capture elements utilized in the system may 

also be configured to intelligently power down portions of their circuitry to save power, for 

example power down transceivers until motion is detected of a certain type. Embodiments of the 

invention may also utilize flexible battery connectors to couple two or more batteries in parallel 

to increase the time the system may be utilized before replacing the batteries. Motion capture 

data is generally stored in memory such as a local database or in a network accessible database, 

any of which enables data mining described above. Any other type of data mining may be 

performed using embodiments of the invention, including searching for temporal changes of data 

related to one or more users and or simply searching for data related to a particular user or piece 

of equipment.

[0038] Other embodiments may display information such as music selections or music playlists 

to be played based on the motion related data. This for example enables a performance to be 

compared to another user’s performance and select the type of music the other user plays, or to 

compare the performance relative to a threshold that determines what type of music selection to 

suggest or display.

[0039] Embodiments of the invention directed sports for example enable RFID or passive RFID 

tags to be placed on items that a user moves wherein embodiments of the system keep track of 

the motion. For example, by placing passive RFID tags on a particular helmet or cap, or 

protective mouthpiece for boxing, football, soccer or other contact sport, particular dumbbells at 

a gym, and by wearing motion capture elements such as gloves and with a pre-existing mobile 

device for example an IPHONE®, embodiments of the invention provide automatic safety 

compliance or fitness and/or healthcare compliance. This is achieved by keeping track of the 

motion, and via RFID or passive RFID, the weight that the user is lifting. Embodiments of the 

invention may thus add the number of repetitions multiplied by the amount of weight indicated 

by each RFID tag to calculate the number of calories burned by the user. In another example, an 

RFID tag coupled with a stationary bike, or wherein the stationary bike can mimic the identifier 
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and/or communicate wirelessly to provide performance data and wherein the mobile computer 

includes an RFID reader, the number of rotations of the user’s legs may be counted. Any other 

use of RFID or passive RFID is in keeping with the spirit of the invention. This enables doctors 

to remotely determine whether a user has complied with their medical recommendations, or 

exceeded linear or rotational acceleration indicative of a concussion for example. Embodiments 

may thus be utilized by users to ensure compliance and by doctors to lower their malpractice 

insurance rates since they are ensuring that their patients are complying with their 

recommendations, albeit remotely. Embodiments of the invention do not require RFID tags for 

medical compliance, but may utilize them. Embodiments of the invention directed at golf also 

enable golf shots for each club associated with a golfer to be counted through use of an identifier 

such as RFID tags on each club (or optionally via an identifier associated with motion capture 

electronics on a golf club or obtained remotely over the radio) and a mobile computer, for 

example an IPHONE® equipped with an RFID reader that concentrates the processing for golf 

shot counting on the mobile computer instead of on each golf club. Embodiments of the 

invention may also allow for the measurement of orientation (North/South, and/or two horizontal 

axes and the vertical axis) and acceleration using an inertial measurement unit, or accelerometers 

and/or magnetometers, and/or gyroscopes. This is not required for golf shot counting, although 

one or more embodiments may determine when the golf club has struck a golf ball through 

vibration analysis for example and then query a golfer whether to count a shot or not. This 

functionality may be combined with speed or acceleration threshold or range detection for 

example to determine whether the golf club was travelling within an acceptable speed or range, 

or acceleration or range for the “hit” to count. Wavelets may also be utilized to compare valid 

swing signatures to eliminate count shots or eliminate false strikes for example. This range may 

vary between different clubs, for example a driver speed range may be “greater than 30 mph” 

while a putter speed range may be “less than 20 mph”, any range may be utilized with any club 

as desired, or the speed range may be ignored for example. Alternatively or in combination, the 

mobile computer may only query the golfer to count a shot if the golfer is not moving laterally, 

i.e., in a golf cart or walking, and/or wherein the golfer may have rotated or taken a shot as 

determined by a orientation or gyroscope sensor coupled with the mobile computer. The 

position of the stroke may be shown on a map on the mobile computer for example. In addition, 

GPS receivers with wireless radios may be placed within the tee markers and in the cups to give 

daily updates of distances and helps with reading putts and greens for example. The golfer may 

also wear virtual glasses that allow the golfer to see the golf course map, current location, 

distance to the hole, number of shots on the current hole, total number of shots and any other 

desired metric. If the user moves a certain distance, as determined by GPS for example, from 
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the shot without counting the shot, the system may prompt the user on whether to count the shot 

or not. The system does not require a user to initiate a switch on a club to count a shot and does 

not require LED’s or active or battery powered electronics on each club to count shots. The 

mobile computer may also accept gestures from the user to count a shot or not count a shot so 

that the golfer does not have to remove any gloves to operate the mobile computer. For 

embodiments that utilize position/orientation sensors, the system may only count shots when a 

club is oriented vertically for example when an impact is detected. The apparatus may also 

include identifiers that enable a specific apparatus to be identified. The identifiers may be a 

serial number for example. The identifier for example may originate from an RFID tag on each 

golf club, or optionally may include a serial number or other identifier associated with motion 

capture elements associated with a golf club. Utilizing this apparatus enables the identification 

of a specific golfer, specific club and also enables motion capture and/or display with a system 

that includes a television and/or mobile device having a visual display and an optional camera 

and capable of obtaining data from at least one motion capture element such as a visual marker 

and/or a wireless sensor. The system can also integrate with standalone cameras, or cameras on 

multiple mobile devices. The system also enables the user to analyze and display the motion 

capture data in a variety of ways that provide immediate and easy to understand graphical 

information associated with the motion capture data. The apparatus enables the system to also 

determine how “centered” an impact is with respect to a ball and a piece of equipment, such as a 

golf club for example. The system also allows for fitting of equipment including shoes, clubs, 

etc., and immediate purchasing of the equipment even if the equipment requires a custom 

assemble-to-order request from a vendor. Once the motion capture data, videos or images and 

shot count indications are obtained by the system, they may be stored locally, for example in a 

local database or sent over a telephonic or wireless interface to a remote database for example. 

Once in a database, the various elements including any data associated with the user, such as 

age, sex, height, weight, address, income or any other related information may be utilized in 

embodiments of the invention and/or subjected to data mining. One or more embodiments 

enable users or OEMs for example to pay for access to the data mining capabilities of the 

system.

[0040] For example, embodiments that utilize motion capture elements allow for analyzing the 

data obtained from the apparatus and enable the presentation of unique displays associated with 

the user, such as 3D overlays onto images of the body of the user to visually depict the captured 

motion data. In addition, these embodiments may also utilize active wireless technology such as 

BLUETOOTH ® Low Energy for a range of up to 50 meters to communicate with a golfer’s 

mobile computer. Embodiments of the invention also allow for display of queries for counting a 
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stroke for example as a result of receiving a golf club ID, for example via an RFID reader or 

alternatively via wireless communication using BLUETOOTH® or IEEE 802.11 for example. 

Use of BLUETOOTH® Low Energy chips allows for a club to be in sleep mode for up to 3 

years with a standard coin cell battery, thus reducing required maintenance. One or more 

embodiments of the invention may utilize more than one radio, of more than one technology for 

example. This allows for a level of redundancy that increases robustness of the system. For 

example, if one radio no longer functions, e.g., the BLUETOOTH® radio for example, then the 

IEEE 802.11 radio may be utilized to transfer data and warn the golfer that one of the radios is 

not functioning, while still allowing the golfer to record motion data and count shots associated 

with the particular club. For embodiments of the invention that utilize a mobile device (or more 

than one mobile device) without camera(s), sensor data may be utilized to generate displays of 

the captured motion data, while the mobile device may optionally obtain images from other 

cameras or other mobile devices with cameras. For example, display types that may or may not 

utilize images of the user may include ratings, calculated data and time line data. Ratings 

associated with the captured motion can also be displayed to the user in the form of numerical or 

graphical data with or without a user image, for example an “efficiency” rating. Other ratings 

may include linear acceleration and/or rotational acceleration values for the determination of 

concussions and other events for example. Calculated data, such as a predicted ball flight path 

data can be calculated and displayed on the mobile device with or without utilizing images of the 

user’s body. Data depicted on a time line can also be displayed with or without images of the 

user to show the relative peaks of velocity for various parts of the equipment or user’s body for 

example. Images from multiple cameras including multiple mobile devices, for example from a 

crowd of golf fans, may be combined into a BULLET TIME ® visual effect characterized by 

slow motion of the golf swing shown from around the golfer at various angles at normal speed. 

All analyzed data may be displayed locally, or uploaded to the database along with the motion 

capture data, images/videos, shot count and location data where it may undergo data mining 

processes, wherein the system may charge a fee for access to the results for example.

[0041] In one or more embodiments, a user may play a golf course or hit tennis balls, or 

alternatively simply swing to generate motion capture data for example and when wearing 

virtual reality glasses, see an avatar of another user, whether virtual or real in an augmented 

reality environment. In other embodiments, the user moves a piece of equipment associated with 

any sport or simply move the user’s own body coupled with motion capture sensors and view a 

virtual reality environment displayed in virtual reality glasses of the user’s movement or 

movement of a piece of equipment so instrumented. Alternatively or in combination, a virtual 

reality room or other environment may be utilized to project the virtual reality avatars and 
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motion data. Hence, embodiments of the system may allow a user on a real golf course to play 

along with another user at a different location that is not actually hitting balls along with a 

historical player whose motion data has been analyzed or a data mining constructed user based 

on one or more motion capture data sequences, and utilized by an embodiment of the system to 

project an avatar of the historical player. Each of the three players may play in turn, as if they 

were located in the same place.

[0042] Motion capture data and/or events can be displayed in many ways, for example tweeted, 

to a social network during or after motion capture. For example, if a certain amount of exercise 

or motion is performed, or calories performed, or a new sports power factor maximum has been 

obtained, the system can automatically tweet the new information to a social network site so that 

anyone connected to the Internet may be notified. Motion capture data, motion analyses, and 

videos may be transmitted in one or more embodiments to one or more social media sites, 

repositories, databases, servers, other computers, viewers, displays, other mobile devices, 

emergency services, or public agencies. The data uploaded to the Internet, i.e., a remote 

database or remote server or memory remote to the system may be viewed, analyzed or data 

mined by any computer that may obtain access to the data. This allows for remote compliance 

tweeting and/or compliance and/or original equipment manufacturers to determine for a given 

user what equipment for compliance or sporting equipment for sports related embodiments is 

working best and/or what equipment to suggest. Data mining also enables suggestions for users 

to improve their compliance and/or the planning of sports venues, including golf courses based 

on the data and/or metadata associated with users, such as age, or any other demographics that 

may be entered into the system. Remote storage of data also enables medical applications such 

as morphological analysis, range of motion over time, and diabetes prevention and exercise 

monitoring and compliance applications as stated. Other applications also allow for games that 

use real motion capture data from other users, or historical players whether alive or dead after 

analyzing videos of the historical players for example. Virtual reality and augmented virtual 

reality applications may also utilize the motion capture data or historical motion data. Military 

personnel such as commanders and/or doctors may utilize the motion and/or images in determine 

what type of G-forces a person has undergone from an explosion near an Improvised Explosive 

Device and automatically route the best type of medical aid automatically to the location of the 

motion capture sensor. One or more embodiments of the system may relay motion capture data 

over a G-force or velocity threshold, to their commanding officer or nearest medical personnel 

for example via a wireless communication link. Alternatively, embodiments of the invention 

may broadcast lightweight connectionless concussion related messages to any mobile devices 

listening, e.g., a referee’s mobile phone to aid in the assistance of the injured player wherein the 
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lightweight message includes an optional team/jersey number and an acceleration related number 

such as a potential/probable concussion warning or indicator.

[0043] In one or more embodiments of the invention, fixed cameras such as at a tennis 

tournament, football game, baseball game, car or motorcycle race, golf tournament or other 

sporting event can be utilized with a wireless interface located near the player/equipment having 

motion capture elements so as to obtain, analyze and display motion capture data. In this 

embodiment, real-time or near real-time motion data can be displayed on the video for 

augmented video replays. An increase in the entertainment level is thus created by visually 

displaying how fast equipment is moving during a shot, for example with rings drawn around a 

players hips and shoulders. Embodiments of the invention also allow images or videos from 

other players having mobile devices to be utilized on a mobile device related to another user so 

that users don’t have to switch mobile phones for example. In one embodiment, a video 

obtained by a first user for a piece of sporting equipment in motion that is not associated with the 

second user having the video camera equipped mobile phone may automatically transfer the 

video to the first user for display with motion capture data associated with the first user. Video 

and images may be uploaded into the database and data mined through image analysis to 

determine the types/colors of clothing or shoes for example that users are wearing.

[0044] Based on the display of data, the user can determine the equipment that fits the best and 

immediately purchase the equipment, via the mobile device. For example, when deciding 

between two sets of skis, a user may try out both pairs that are instrumented with motion capture 

elements wherein the motion capture data is analyzed to determine which pair of skis enables 

more efficient movement. For golf embodiments, when deciding between two golf clubs, a user 

can take swings with different clubs and based on the analysis of the captured motion data and 

quantitatively determine which club performs better. Custom equipment may be ordered 

through an interface on the mobile device from a vendor that can assemble-to-order customer 

built equipment and ship the equipment to the user for example. Shaft lengths for putters for 

example that are a standard length can be custom made for a particular user based on captured 

motion data as a user putts with an adjustable length shaft for example. Based on data mining of 

the motion capture data and shot count data and distances for example allows for users having 

similar swing characteristics to be compared against a current user wherein equipment that 

delivers longer shots for a given swing velocity for a user of a particular size and age for 

example may be suggested or searched for by the user to improve performance. OEMs may 

determine that for given swing speeds, which make and model of club delivers the best overall 

performance as well. One skilled in the art will recognize that this applies to all activities 

involving motion, not just golf.
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[0045] Embodiments of the system may utilize a variety of sensor types. In one or more 

embodiments of the invention, active sensors may integrate with a system that permits passive or 

active visual markers to be utilized to capture motion of particular points on a user’s body or 

equipment. This may be performed in a simply two-dimensional manner or in a three­

dimensional manner if the mobile device is configured with two or more cameras, or if multiple 

cameras or mobile devices are utilized to capture images such as video and share the images in 

order to create triangulated three-dimensional motion data from a set of two-dimensional images 

obtained from each camera. Another embodiment of the invention may utilize inertial 

measurement units (IMU) or any other sensors that can produce any combination of orientation, 

position, velocity and/or acceleration information to the mobile device. The sensors may thus 

obtain data that may include any combination of one or more values associated with orientation 

(vertical or North/South or both), position (either via through Global Positioning System, i.e., 

“GPS” or through triangulation), velocity (in all three axes), acceleration (in all three axes). All 

motion capture data obtained from the various sensor types may be saved in a database for 

analysis, monitoring, compliance, game playing or other use and/or data mining, regardless of 

the sensor type.

[0046] In one or more embodiments of the invention, a sensor may be utilized that includes a 

passive marker or active marker on an outside surface of the sensor, so that the sensor may also 

be utilized for visual tracking (either two-dimensional or three-dimensional) and for orientation, 

position, velocity, acceleration, angular velocity, angular acceleration or any other physical 

quantity produced by the sensor. Visual marker embodiments of the motion capture element(s) 

may be passive or active, meaning that they may either have a visual portion that is visually 

trackable or may include a light emitting element such as a light emitting diode (LED) that 

allows for image tracking in low light conditions. This for example may be implemented with a 

graphical symbol or colored marker at the end of the shaft near the handle or at the opposing end 

of the golf club at the head of the club. Images or videos of the markers may be analyzed locally 

or saved in the database and analyzed and then utilized in data mining. In addition, for 

concussion related embodiments, the visual marker may emit a light that is indicative of a 

concussion, for example flashing yellow for a moderate concussion and fast flashing red for a 

sever concussion or any other visual or optional audio event indicators or both. As previously 

discussed, an LCD may output a local visual encoded message so that it is not intercepted or 

otherwise readable by anyone not having a mobile device local and equipped to read the code. 

This enables sensitive medical messages to only be read by a referee or local medical personnel 

for a concussion or paralysis related event for example.
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[0047] Embodiments of the motion capture sensors may be generally mounted on or near one or 

more end or opposing ends of sporting equipment, for example such as a golf club and/or 

anywhere in between (for El measurements) and may integrate with other sensors coupled to 

equipment, such as weapons, medical equipment, wristbands, shoes, pants, shirts, gloves, clubs, 

bats, racquets, balls, helmets, caps, mouthpieces, etc., and/or may be attached to a user in any 

possible manner. For example, a rifle to determine where the rifle was pointing when a recoil 

was detected by the motion capture sensor. This data may be transmitted to a central server, for 

example using a mobile computer such as a mobile phone or other device and analyzed for war 

games practice for example. In addition, one or more embodiments of the sensor can fit into a 

weight port of a golf club, and/or in the handle end of the golf club. Other embodiments may fit 

into the handle of, or end of, a tennis racquet or baseball bat for example. Embodiments that are 

related to safety or health monitoring may be coupled with a cap, helmet, and/or mouthpiece or 

in any other type of enclosure. One or more embodiments of the invention may also operate 

with balls that have integrated sensors as well. One or more embodiments of the mobile device 

may include a small mountable computer such as an IPOD® SHUFFLE® or IPOD® NANO® 

that may or may not have integrated displays, and which are small enough to mount on a shaft of 

a piece of sporting equipment and not affect a user’s swing. Alternatively, the system may 

calculate the virtual flight path of a ball that has come in contact with equipment moved by a 

player. For example with a baseball bat or tennis racquet or golf club having a sensor integrated 

into a weight port of other portion of the end of the club striking the golf ball and having a 

second sensor located in the tip of the handle of the golf club, or in one or more gloves worn by 

the player, an angle of impact can be calculated for the club. By knowing the loft of the face of 

the club, an angle of flight may be calculated for the golf ball. In addition, by sampling the 

sensor at the end of the club at a high enough speed to determine oscillations indicative of where 

on the face of the club the golf ball was struck, a quality of impact may be determined. These 

types of measurements and the analysis thereof help an athlete improve, and for fitting purposes, 

allow an athlete to immediately purchase equipment that fits correctly. Centering data may be 

uploaded to the database and data mined for patterns related to the bats, racquets or clubs with 

the best centering on average, or the lowest torsion values for example on a manufacturer basis 

for product improvement. Any other unknown patterns in the data that are discovered may also 

be presented or suggested to users or search on by users, or paid for, for example by 

manufacturers or users.

[0048] One or more embodiments of the sensor may contain charging features such as 

mechanical eccentric weight, as utilized in some watches known as “automatic” or “self­

winding” watches, optionally including a small generator, or inductive charging coils for indirect 
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electromechanical charging of the sensor power supply. Other embodiments may utilize plugs 

for direct charging of the sensor power supply or electromechanical or microelectromechanical 

(MEMS) based charging elements. Any other type of power micro-harvesting technologies may 

be utilized in one or more embodiments of the invention. One or more embodiments of the 

sensor may utilize power saving features including gestures that power the sensor on or off. 

Such gestures may include motion, physical switches, contact with the sensor, wireless 

commands to the sensor, for example from a mobile device that is associated with the particular 

sensors. Other elements that may couple with the sensor includes a battery, low power 

microcontroller, antenna and radio, heat sync, recharger and overcharge sensor for example. In 

addition, embodiments of the invention allow for power down of some or all of the components 

of the system until an electronic signal from accelerometers or a mechanical switch determines 

that the club has moved for example.

[0049] One or more embodiments of the invention enable Elasticity Inertia or El measurement 

of sporting equipment and even body parts for example. Placement of embodiments of the 

sensor along the shaft of a golf club, tennis racquet, baseball bat, hockey stick, shoe, human arm 

or any other item that is not perfectly stiff enables measurement of the amount of flex at points 

where sensors are located or between sensors. The angular differences in the each sensor over 

time allow for not only calculation of a flex profile, but also a flex profile that is dependent on 

time or force. For example, known El machines use static weights between to support points to 

determine an El profile. These machines therefore cannot detect whether the El profile is 

dependent upon the force applied or is dependent on the time at which the force is applied, for 

example El profiles may be non-linear with respect to force or time. Example materials that are 

known to have different physical properties with respect to time include Maxwell materials and 

non-Newtonian fluids.

[0050] A user may also view the captured motion data in a graphical form on the display of the 

mobile device or for example on a set of glasses that contains a video display. The captured 

motion data obtained from embodiments of the motion capture element may also be utilized to 

augment a virtual reality display of user in a virtual environment. Virtual reality or augmented 

reality views of patterns that are found in the database via data mining are also in keeping with 

the spirit of the invention. User’s may also see augmented information such as an aim assist or 

aim guide that shows for example where a shot should be attempted to be placed for example 

based on existing wind conditions, or to account for hazards, e.g., trees that are in the way of a 

desired destination for a ball, i.e., the golf hole for example.

[0051] One or more embodiments of the invention include a motion event recognition and video 

synchronization system that includes at least one motion capture element configured to couple 
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with a user or piece of equipment or mobile device coupled with the user. The at least one 

motion capture element may include a memory, a sensor configured to capture any combination 

of values associated with an orientation, position, velocity and acceleration of the at least one 

motion capture element, a radio, a microcontroller coupled with the memory, the sensor and the 

radio. The microcontroller may be configured to collect data that includes sensor values from 

the sensor, store the data in the memory, analyze the data and recognize an event within the data 

to determine event data, transmit the event data associated with the event via the radio. The 

system may also include a mobile device that includes a computer, a wireless communication 

interface configured to communicate with the radio to obtain the event data associated with the 

event, wherein the computer is coupled with wireless communication interface, wherein the 

computer is configured to receive the event data from the wireless communication interface. 

The computer may also analyze the event data to form motion analysis data, store the event data, 

or the motion analysis data, or both the event data and the motion analysis data, obtain an event 

start time and an event stop time from the event, request image data from camera that includes a 

video captured at least during a timespan from the event start time to the event stop time and 

display an event video on a display that includes both the event data, the motion analysis data or 

any combination thereof that occurs during the timespan from the event start time to the event 

stop time and the video captured during the timespan from the event start time to the event stop 

time.

[0052] Embodiments may synchronize clocks in the system using any type of synchronization 

methodology and in one or more embodiments the computer on the mobile device is further 

configured to determine a clock difference between the motion capture element and the mobile 

device and synchronize the motion analysis data with the video. For example, one or more 

embodiments of the invention provides procedures for multiple recording devices to synchronize 

information about the time, location, or orientation of each device, so that data recorded about 

events from different devices can be combined. Such recording devices may be embedded 

sensors, mobile phones with cameras or microphones, or more generally any devices that can 

record data relevant to an activity of interest. In one or more embodiments, this synchronization 

is accomplished by exchanging information between devices so that the devices can agree on a 

common measurement for time, location, or orientation. For example, a mobile phone and an 

embedded sensor may exchange messages with the current timestamps of their internal clocks; 

these messages allow a negotiation to occur wherein the two devices agree on a common time. 

Such messages may be exchanged periodically as needed to account for clock drift or motion of 

the devices after a previous synchronization. In other embodiments, multiple recording devices 

may use a common server or set of servers to obtain standardized measures of time, location, or 
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orientation. For example, devices may use a GPS system to obtain absolute location information 

for each device. GPS systems may also be used to obtain standardized time. NTP (Network 

Time Protocol) servers may also be used as standardized time servers. Using servers allows 

devices to agree on common measurements without necessarily being configured at all times to 

communicate with one another.

[0053] In one or more embodiments of the invention, some of the recording devices are 

configured to detect the occurrence of various events of interest. Some such events may occur at 

specific moments in time; others may occur over a time interval, wherein the detection includes 

detection of the start of an event and of the end of an event. These devices are configured to 

record any combination of the time, location, or orientation of the recording device along with 

the event data, using the synchronized measurement bases for time, location, and orientation 

described above.

[0054] Embodiments of the computer on the mobile device may be further configured to discard 

at least a portion of the video outside of the event start time to the event stop. For example, in 

one or more embodiments of the invention, some of the recording devices capture data 

continuously to memory while awaiting the detection of an event. To conserve memory, some 

devices may be configured to store data to a more permanent local storage medium, or to a 

server, only when this data is proximate in time to a detected event. For example, in the absence 

of an event detection, newly recorded data may ultimately overwrite previously recorded data in 

memory. A circular buffer may be used in some embodiments as a typical implementation of 

such an overwriting scheme. When an event detection occurs, the recording device may store 

some configured amount of data prior to the start of the event, and some configured amount of 

data after the end of the event, in addition to storing the data captured during the event itself. 

Any pre or post time interval is considered part of the event start time and event stop time so that 

context of the event is shown in the video for example. Saving only the video for the event on 

the mobile device with camera or camera itself saves tremendous space and drastically reduces 

upload times.

[0055] Embodiments of the system may further comprise a server computer remote to the 

mobile device and wherein the server computer is configured to discard at least a portion of the 

video outside of the event start time to the event stop and return the video captured during the 

timespan from the event start time to the event stop time to the computer in the mobile device.

[0056] Embodiments of the at least one motion capture element may be configured to transmit 

the event to at least one other motion capture sensor or at least one other mobile device or any 

combination thereof, and wherein the at least one other motion capture sensor or the at least one 

other mobile device or any combination thereof is configured to save data associated with the 
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event. For example, in embodiments with multiple recording devices operating simultaneously, 

one such device may detect an event and send a message to other recording devices that such an 

event detection has occurred. This message can include the timestamp of the start and/or stop of 

the event, using the synchronized time basis for the clocks of the various devices. The receiving 

devices, e.g., other motion capture sensors and/or cameras may use the event detection message 

to store data associated with the event to nonvolatile storage or to a server. The devices may be 

configured to store some amount of data prior to the start of the event and some amount of data 

after the end of the event, in addition to the data directly associated with the event. In this way 

all devices can record data simultaneously, but use an event trigger from only one of the devices 

to initiate saving of distributed event data from multiple sources.

[0057] Embodiments of the computer may be further configured to save the video from the 

event start time to the event stop time with the motion analysis data that occurs from the event 

start time to the event stop time or a remote server may be utilized to save the video. In one or 

more embodiments of the invention, some of the recording devices may not be in direct 

communication with each other throughout the time period in which events may occur. In these 

situations, devices can be configured to save complete records of all of the data they have 

recorded to permanent storage or to a server. Saving of only data associated with events may not 

be possible in these situations because some devices may not be able to receive event trigger 

messages. In these situations, saved data can be processed after the fact to extract only the 

relevant portions associated with one or more detected events. For example, multiple mobile 

devices may record video of a player or performer, and upload this video continuously to a 

server for storage. Separately the player or performer may be equipped with an embedded 

sensor that is able to detect events such as particular motions or actions. Embedded sensor data 

may be uploaded to the same server either continuously or at a later time. Since all data, 

including the video streams as well as the embedded sensor data, is generally timestamped, 

video associated with the events detected by the embedded sensor can be extracted and 

combined on the server.

[0058] Embodiments of the server or computer may be further configured while a 

communication link is open between the at least one motion capture sensor and the mobile 

device to discard at least a portion of the video outside of the event start time to the event stop 

and save the video from the event start time to the event stop time with the motion analysis data 

that occurs from the event start time to the event stop time. Alternatively, if the communication 

link is not open, embodiments of the computer may be further configured to save video and after 

the event is received after the communication link is open, then discard at least a portion of the 

video outside of the event start time to the event stop and save the video from the event start time 
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to the event stop time with the motion analysis data that occurs from the event start time to the 

event stop time. For example, in some embodiments of the invention, data may be uploaded to a 

server as described above, and the location and orientation data associated with each device’s 

data stream may be used to extract data that is relevant to a detected event. For example, a large 

set of mobile devices may be used to record video at various locations throughout a golf 

tournament. This video data may be uploaded to a server either continuously or after the 

tournament. After the tournament, sensor data with event detections may also be uploaded to the 

same server. Post-processing of these various data streams can identify particular video streams 

that were recorded in the physical proximity of events that occurred and at the same time. 

Additional filters may select video streams where a camera was pointing in the correct direction 

to observe an event. These selected streams may be combined with the sensor data to form an 

aggregate data stream with multiple video angles showing an event.

[0059] The system may obtain video from a camera coupled with the mobile device, or any 

camera that is separate from or otherwise remote from the mobile device. In one or more 

embodiments, the video is obtained from a server remote to the mobile device, for example 

obtained after a query for video at a location and time interval.

[0060] Embodiments of the server or computer may be configured to synchronize the video and 

the event data, or the motion analysis data via image analysis to more accurately determine a 

start event frame or stop event frame in the video or both, that is most closely associated with the 

event start time or the event stop time or both. In one or more embodiments of the invention, 

synchronization of clocks between recording devices may be approximate. It may be desirable 

to improve the accuracy of synchronizing data feeds from multiple recording devices based on 

the view of an event from each device. In one or more embodiments, processing of multiple data 

streams is used to observe signatures of events in the different streams to assist with fine-grained 

synchronization. For example, an embedded sensor may be synchronized with a mobile device 

including a video camera, but the time synchronization may be accurate only to within 100 

milliseconds. If the video camera is recording video at 30 frames per second, the video frame 

corresponding to an event detection on the embedded sensor can only be determined within 3 

frames based on the synchronized timestamps alone. In one embodiment of the device, video 

frame image processing can be used to determine the precise frame corresponding most closely 

to the detected event. For instance, a shock from a snowboard hitting the ground that is detected 

by an inertial sensor may be correlated with the frame at which the geometric boundary of the 

snowboard makes contact with the ground. Other embodiments may use other image processing 

techniques or other methods of detecting event signatures to improve synchronization of 

multiple data feeds.
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[0061] Embodiments of the at least one motion capture element may include a location 

determination element configured to determine a location that is coupled with the 

microcontroller and wherein the microcontroller is configured to transmit the location to the 

computer on the mobile device. In one or more embodiments, the system further includes a 

server wherein the microcontroller is configured to transmit the location to the server, either 

directly or via the mobile device, and wherein the computer or server is configured to form the 

event video from portions of the video based on the location and the event start time and the 

event stop time. For example, in one or more embodiments, the event video may be trimmed to 

a particular length of the event, and transcoded to any or video quality, and overlaid or otherwise 

integrated with motion analysis data or event data, e.g., velocity or acceleration data in any 

manner. Video may be stored locally in any resolution, depth, or image quality or compression 

type to store video or any other technique to maximize storage capacity or frame rate or with any 

compression type to minimize storage, whether a communication link is open or not between the 

mobile device, at least one motion capture sensor and/or server. In one or more embodiments, 

the velocity or other motion analysis data may be overlaid or otherwise combined, e.g., on a 

portion beneath the video, that includes the event start and stop time, that may include any 

number of seconds before and/or after the actual event to provide video of the swing before a 

ball strike event for example. In one or more embodiments, the at least one motion capture 

sensor and/or mobile device(s) may transmit events and video to a server wherein the server may 

determine that particular videos and sensor data occurred in a particular location at a particular 

time and construct event videos from several videos and several sensor events. The sensor 

events may be from one sensor or multiple sensors coupled with a user and/or piece of 

equipment for example. Thus the system may construct short videos that correspond to the 

events, which greatly decreases video storage requirements for example.

[0062] In one or more embodiments, the microcontroller or the computer is configured to 

determine a location of the event or the microcontroller and the computer are configured to 

determine the location of the event and correlate the location, for example by correlating or 

averaging the location to provide a central point of the event, and/or erroneous location data 

from initializing GPS sensors may be minimized. In this manner, a group of users with mobile 

devices may generate videos of a golfer teeing off, wherein the event location of the at least one 

motion capture device may be utilized and wherein the server may obtain videos from the 

spectators and generate an event video of the swing and ball strike of the professional golfer, 

wherein the event video may utilize frames from different cameras to generate a BULLET TIME 

® video from around the golfer as the golfer swings. The resulting video or videos may be 

trimmed to the duration of the event, e.g., from the event start time to the event stop time and/or
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with any pre or post predetermined time values around the event to ensure that the entire event is 

captured including any setup time and any follow through time for the swing or other event. 

[0063] In one or more embodiments, the computer on the mobile device may request at least 

one image or video that contains the event from at least one camera proximal to the event 

directly by broadcasting a request for any videos taken in the area by any cameras, optionally 

that may include orientation information related to whether the camera was not only located 

proximally to the event, but also oriented or otherwise pointing at the event. In other 

embodiments, the video may be requested by the computer on the mobile device from a remote 

server. In this scenario, any location and/or time associated with an event may be utilized to 

return images and/or video near the event or taken at a time near the event, or both. In one or 

more embodiments, the computer or server may trim the video to correspond to the event 

duration and again, may utilize image processing techniques to further synchronize portions of 

an event, such as a ball strike with the corresponding frame in the video that matches the 

acceleration data corresponding to the ball strike on a piece of equipment for example.

[0064] Embodiments of the computer on the mobile device or on the server may be configured 

to display a list of one or more times at which an event has occurred or wherein one or more 

events has occurred. In this manner, a user may find events from a list to access the event videos 

in rapid fashion.

[0065] Embodiments of the invention may include at least one motion capture sensor that is 

physically coupled with the mobile device. These embodiments enable any type of mobile 

phone or camera system with an integrated sensor, such as any type of helmet mounted camera 

or any mount that includes both a camera and a motion capture sensor to generate event data and 

video data.

[0066] In some embodiments the system may also include one or more computers with a 

wireless communication interface that can communicate with the radios of one or more motion 

capture elements to receive the event data associated with motion events. The computer may 

receive raw motion data, and it may analyze this data to determine events. In other embodiments 

the determination of events may occur in the motion capture element, and the computer may 

receive event data. Combinations of these two approaches are also possible in some 

embodiments.

[0067] In some embodiments the computer or computers may determine the start time and end 

time of a motion event from the event data. They may then request image data from a camera 

that has captured video or one or more images for some time interval at least within some 

portion of the time between this event start time and event end time. The term video in this 

specification will include individual images as well as continuous video, including the case of a 

27



WO 2017/011817 PCT/US2016/042674

camera that takes a single snapshot image during an event interval. This video data may then be 

associated with the motion data form a synchronized event video. Events may be gestured by a 

user by shaking or tapping a motion capture sensor a fixed number of times for example. Any 

type of predefined event including user gesture events may be utilized to control at least one 

camera to transfer generally concise event videos without requiring the transfer of huge raw 

video files.

[0068] In some embodiments the request of video from a camera may occur concurrently with 

the capture or analysis of motion data. In such embodiments the system will obtain or generate a 

notification that an event has begun, and it will then request that video be streamed from one or 

more cameras to the computer until the end of the event is detected. In other embodiments the 

request of video may occur after a camera has uploaded its video records to another computer, 

such as a server. In this case the computer will request video from the server rather than directly 

from the camera.

[0069] Various techniques may be used to perform synchronization of motion data and video 

data. Such techniques include clock synchronization methods well-known in the art, such as the 

network time protocol, that ensure that all devices - motion capture elements, computer, and 

cameras - use a common time base. In another technique the computer may compare its clock to 

an internal clock of the motion capture element and to an internal clock of a camera, by 

exchanging packets containing the current time as registered by each device. Other techniques 

analyze motion data and video data to align their different time bases for synchronization. For 

instance a particular video frame showing a contact with a ball may be aligned with a particular 

data frame from motion data showing a shock in an accelerometer; these frames can then be used 

effectively as key frames, to synchronize the motion data and the video data. The combined 

video data and motion data forms a synchronized event video with an integrated record of an 

event.

[0070] In one or more embodiments, a computer configured to receive or process motion data or 

video data may be a mobile device, including but not limited to a mobile telephone, a 

smartphone, a tablet, a PDA, a laptop, a notebook, or any other device that can be easily 

transported or relocated. In other embodiments, such a computer may integrated into a camera, 

and in particular it may be integrated into the camera from which video data is obtained. In 

other embodiments, such a computer may be a desktop computer or a server computer, including 

but not limited to virtual computers running as virtual machines in a data center or in a cloud­

based service. In some embodiments, the system may include multiple computers of any of the 

above types, and these computers may jointly perform the operations described in this 

specification. As will be obvious to one skilled in the art, such a distributed network of 
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computers can divide tasks in many possible ways and can coordinate their actions to replicate 

the actions of a single centralized computer if desired. The term computer in this specification is 

intended to mean any or all of the above types of computers, and to include networks of multiple 

such computers acting together.

[0071] In one or more embodiments, the computer may obtain or create a sequence of 

synchronized event videos. The computer may display a composite summary of this sequence 

for a user to review the history of the events. For the videos associated with each event, in some 

embodiments this summary may include one or more thumbnail images generated from the 

videos. In other embodiments the summary may include smaller selections from the full event 

video. The composite summary may also include display of motion analysis or event data 

associated with each synchronized event video. In some embodiments, the computer may obtain 

a metric and display the value of this metric for each event. The display of these metric values 

may vary in different embodiments. In some embodiments the display of metric values may be a 

bar graph, line graph, or other graphical technique to show absolute or relative values. In other 

embodiments color-coding or other visual effects may be used. In other embodiments the 

numerical values of the metrics may be shown. Some embodiments may use combinations of 

these approaches.

[0072] In one or more embodiments, the computer may accept selection criteria for a metric of 

interest associated with the motion analysis data or event data of the sequence of events. For 

example, a user may provide criteria such as metrics exceeding a threshold, or inside a range, or 

outside a range. Any criteria may be used that may be applied to the metric values of the events. 

In response to the selection criteria, the computer may display only the synchronized event 

videos or their summaries (such as thumbnails) that meet the selection criteria. As an example, a 

user capturing golf swing event data may wish to see only those swings with the swing speed 

above 100 mph.

[0073] In some embodiments of the invention, the computer may sort and rank synchronized 

event videos for display based on the value of a selected metric, in addition to the filtering based 

on selection criteria as described above. Continuing the example above, the user capturing golf 

swing data may wish to see only those swings with swing speed above 100 mph, sorted with the 

highest swing speed shown first.

[0074] In one or more embodiments, the computer may generate a highlight reel that combines 

the video for events that satisfy selection criteria. Such a highlight reel may include the entire 

video for the selected events, or a portion of the video that corresponds to the important 

moments in the event as determined by the motion analysis. In some embodiments the highlight 

reel may include overlays of data or graphics on the video or on selected frames showing the 
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value of metrics from the motion analysis. Such a highlight reel may be generated automatically 

for a user once the user indicates which events to include by specifying selection criteria. In 

some embodiments the computer may allow the user to edit the highlight reel to add or remove 

events, to lengthen or shorten the video shown for each event, to add or remove graphic overlays 

for motion data, or to add special effects or soundtracks.

[0075] In embodiments with multiple cameras, motion data and multiple video streams may be 

combined into a single synchronized event video. Videos from multiple cameras may provide 

different angles or views of an event, all synchronized to motion data and to a common time 

base. In some embodiments one or more videos may be available on one or more computers 

(such as servers or cloud services) and may be correlated later with event data. In these 

embodiments a computer may search for stored videos that were in the correct location and 

orientation to view an event. The computer could then retrieve the appropriate videos and 

combine them with event data to form a composite view of the event with video from multiple 

positions and angles.

[0076] In some embodiments the computer may select a particular video from the set of possible 

videos associated with an event. The selected video may be the best or most complete view of 

the event based on various possible criteria. In some embodiments the computer may use image 

analysis of each of the videos to determine the best selection. For example, some embodiments 

may use image analysis to determine which video is most complete in that the equipment or 

people of interest are least occluded or are most clearly visible. In some embodiments this 

image analysis may include analysis of the degree of shaking of a camera during the capture of 

the video, and selection of the video with the most stable images. In some embodiments a user 

may make the selection of a preferred video, or the user may assist the computer in making the 

selection by specifying the most important criteria.

[0077] In some embodiments event data from a motion capture element may be used to send 

control messages to a camera that can record video for the event. In embodiments with multiple 

cameras, control messages could be broadcast or could be send to a set of cameras during the 

event. These control messages may modify the video recording parameters based on the data 

associated with the event, including the motion analysis data. For example, a camera may be on 

standby and not recording while there is no event of interest in progress. A computer may await 

event data, and once an event starts it may send a command to a camera to begin recording. 

Once the event has finished, the computer may then send a command to the camera to stop 

recording. Such techniques can conserve camera power as well as video memory.

[0078] More generally in some embodiments a computer may send control messages to a 

camera or cameras to modify any relevant video recording parameters in response to event data 
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or motion analysis data. These recording parameters may for example include the frame rate, 

resolution, color depth, color or grayscale, compression method, and compression quality of the 

video, as well as turning recording on or off. As an example of where this may be useful, 

motion analysis data may indicate when a user or piece of equipment is moving rapidly; the 

frame rate of a video recording could be increased during periods of rapid motion in response, 

and decreased during periods of relatively slow motion. By using a higher frame rate during 

rapid motion, the user can slow the motion down during playback to observe high motion events 

in great detail. These techniques can allow cameras to conserve video memory and to use 

available memory efficiently for events of greatest interest.

[0079] In some embodiments, the computer may accept a sound track, for example from a user, 

and integrate this sound track into the synchronized event video. This integration would for 

example add an audio sound track during playback of an event video or a highlight reel. Some 

embodiments may use event data or motion analysis data to integrate the sound track 

intelligently into the synchronized event video. For example, some embodiments may analyze a 

sound track to determine the beats of the sound track based for instance on time points of high 

audio amplitude. The beats of the sound track may then be synchronized with the event using 

event data or motion analysis data. For example such techniques may automatically speed up or 

slow down a sound track as the motion of a user or object increases or decreases. These 

techniques provide a rich media experience with audio and visual cues associated with an event.

[0080] In one or more embodiments, a computer is configured to playback a synchronized event 

video on one or more displays. These displays may be directly attached to the computer, or may 

be remote on other devices. Using the event data or the motion analysis data, the computer may 

modify the playback to add or change various effects. These modifications may occur multiple 

times during playback, or even continuously during playback as the event data changes. For 

instance, during periods of low motion the playback may occur at normal speed, while during 

periods of high motion the playback may switch to slow motion to highlight the details of the 

motion. Modifications to playback speed may be made based on any observed or calculated 

characteristics of the event or the motion. For instance, event data may identify particular sub­

events of interest, such as the striking of a ball, beginning or end of a jump, or any other 

interesting moments. The computer may modify the playback speed to slow down playback as 

the synchronized event video approaches these sub-events. This slowdown could increase 

continuously to highlight the sub-event in fine detail. Playback could even be stopped at the 

sub-event and await input from the user to continue. Playback slowdown could also be based on 

the value of one or more metrics from the motion analysis data or the event data. For example, 

motion analysis data may indicate the speed of a moving baseball bat or golf club, and playback 
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speed could be adjusted continuously to be slower as the speed of such an object increases. 

Playback speed could be made very slow near the peak value of such metrics.

[0081] In other embodiments, modifications could be made to other playback characteristics not 

limited to playback speed. For example, the computer could modify any or all of playback 

speed, image brightness, image colors, image focus, image resolution, flashing special effects, or 

use of graphic overlays or borders. These modifications could be made based on motion analysis 

data, event data, sub-events, or any other characteristic of the synchronized event video. As an 

example, as playback approaches a sub-event of interest, a flashing special effect could be 

added, and a border could be added around objects of interest in the video such as a ball that is 

about to be struck by a piece of equipment.

[0082] In embodiments that include a sound track, modifications to playback characteristics can 

include modifications to the playback characteristics of the sound track. For example such 

modifications may include modifications to the volume, tempo, tone, or audio special effects of 

the sound track. For instance the volume and tempo of a sound track may be increased as 

playback approaches a sub-event of interest, to highlight the sub-event and to provide a more 

dynamic experience for the user watching and listening to the playback.

[0083] In one or more embodiments, a computer may use image analysis of a video to generate 

a metric from an object within the video. This metric may for instance measure some aspect of 

the motion of the object. Such metrics derived from image analysis may be used in addition to 

or in conjunction with metrics obtained from motion analysis of data from motion sensors. In 

some embodiments image analysis may use any of several techniques known in the art to locate 

the pixels associated with an object of interest. For instance, certain objects may be known to 

have specific colors, textures, or shapes, and these characteristics can be used to locate the 

objects in video frames. As an example, a tennis ball may be known to be approximately round, 

yellow, and of texture associate with the ball’s materials. Using these characteristics image 

analysis can locate a tennis ball in a video frame. Using multiple video frames the approximate 

speed of the tennis ball could be calculated. For instance, assuming a stationary or almost 

stationary camera, the location of the tennis ball in three-dimensional space can be estimated 

based on the ball’s location in the video frame and based on its size. The location in the frame 

gives the projection of the ball’s location onto the image plane, and the size provides the depth 

of the ball relative to the camera. By using the ball’s location in multiple frames, and by using 

the frame rate that gives the time difference between frames, the ball’s velocity can be estimated. 

Vertical leap estimate may be performed near a known size object such as a basketball for 

example.
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[0084] In one or more embodiments, the microcontroller coupled to a motion capture element is 

configured to communicate with other motion capture sensors to coordinate the capture of event 

data. The microcontroller may transmit a start of event notification to another motion capture 

sensor to trigger that other sensor to also capture event data. The other sensor may save its data 

locally for later upload, or it may transmit its event data via an open communication link to a 

computer while the event occurs. These techniques provide a type of master-slave architecture 

where one sensor can act as a master and can coordinate a network of slave sensors.

[0085] In one or more embodiments, a computer may obtain sensor values from other sensors in 

addition to motion capture sensors, where these other sensors are proximal to an event and 

provide other useful data associated with the event. For example, such other sensors may sense 

various combinations of temperature, humidity, wind, elevation, light, sound and physiological 

metrics (like a heartbeat). The computer may retrieve these other values and save them along 

with the event data and the motion analysis data to generate an extended record of the event 

during the timespan from the event start to the event stop.

[0086] One or more embodiments may obtain and process both sensor data and video to analyze 

the motion of objects and generate motion metrics describing this motion. Embodiments may 

employ various steps and techniques to align the data from sensors and cameras, both in time 

and in space. This aligned data may then be analyzed using sensor fusion techniques to combine 

sensor and video data into consistent and robust motion metrics.

[0087] One or more embodiments may obtain descriptions of one or more objects of interest, 

which may include persons, equipment, or both. They may then obtain video captured from one 

or more cameras, where the video may contain images of these objects in motion. Some or all of 

the objects of interest may have motion capture elements attached to them; these motion capture 

elements generate motion sensor data for the objects. One or more embodiments may then 

combine these three inputs - object descriptions, video, and sensor data - to generate an 

integrated motion analysis of the objects. The resulting motion metrics may include for 

example, without limitation, linear position, linear velocity, linear acceleration, trajectory, 

orientation, angular velocity, angular acceleration, time of motion, time elapsed between 

positions, time elapsed between start of motion and arriving at a position, and time of impact.

[0088] Video analysis of object motion may include identifying the objects of interest in a set of 

frames selected from the video for analysis. Object identification may use a set of distinguishing 

visual characteristics for each object, which allow the embodiment to identify the objects in the 

selected video frames. These distinguishing visual characteristics may include, for example, 

without limitation, shape, curvature, size, color, luminance, hue, saturation, texture, and pixel 

pattern. Some embodiments may search all pixels of all of the selected frames for the objects of 
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interest; some embodiments may instead use various optimizations to search only in selected 

areas of frames likely to contain the objects of interest.

[0089] In one or more embodiments, a camera may be in motion during video capture. In order 

to analyze motion of the objects in the frames, it may therefore be desirable to distinguish this 

true object motion from the apparent motion of objects caused by camera motion. One or more 

embodiments therefore may use techniques to determine the pose (location or orientation) of the 

camera for each frame. True object motion may then be determined by determining the object 

pose relative to the camera pose in each frame, and then transforming this object pose to a 

common coordinate system, using the camera pose for each frame.

[0090] One or more embodiments may obtain motion capture data for one or more of the objects 

of interest from motion capture elements, for example from motion sensors attached to the 

objects. The motion capture data may then be synchronized with the video frames. Then motion 

capture data may be combined with video analysis data to form motion metrics for the objects. 

Embodiments may use various sensor fusion techniques to combine this data from different 

sources into integrated motion metrics.

[0091] One or more embodiments of the method may synchronize video frames and sensor data 

by finding a signature of the same event in both the video and the sensor data, and aligning the 

frame containing the video signature with the sensor timestamp of the sensor sample containing 

the sensor data signature. One or more embodiments may synchronize video frames and sensor 

data by calculating a motion metric for a selected reference object from both the video frames 

and the sensor data, and finding a time shift between the video motion metric and the sensor 

motion metric that best aligns the two motion metric graphs. In some embodiments a maximum 

clock difference between the sensor data and the video frames may be known in advance; in 

these embodiments the searches for matching event signatures or for time shifts to align motion 

metrics may optimized by searching only within the known clock difference.

[0092] In one or more embodiments, motion analysis may include finding one or more events of 

interest. Events may be located in video frames using video signatures, and in sensor data using 

sensor data signatures. Some activities may trigger one of these signatures erroneously, where 

the activity is not a true event but instead a false positive. One or more embodiments may 

combine a video signature and a sensor data signature to filter out false positives; for example, if 

an activity matches a sensor data signature but does not match the corresponding video 

signature, the activity can be classified as a false positive. True events may be determined when 

both the video signature and the sensor data signature are present. One or more embodiments 

may use multi-stage tests to signal a prospective event, and then use either a video signature or a 

sensor data signature, or both, to confirm that the prospective event is a valid event.
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[0093] One or more embodiments may use visual markers as objects of interest, or may use 

visual markers that are attached to objects or to motion capture elements attached to objects. 

The patterns of the visual markers may form part of the distinguishing visual characteristics for 

the objects. The visual markers may be designed to have no rotational symmetries, so that 

different orientations of the markers can be differentiated using video analysis. The visual 

markers may also be configured with high visibility color.

[0094] One or more embodiments may preprocess the video frames to facilitate searching for 

objects of interest; preprocessing may include, for example, without limitation, noise removal, 

flicker removal, smoothing, color space conversion, color or brightness balancing, and shadow 

removal.

[0095] One or more embodiments may use sensors to measure the camera pose for the selected 

video frames. The measured camera pose may be used to transform object poses to a common 

coordinate system.

[0096] One or more embodiments may determine the pose of an identified object in a frame 

relative to the camera pose for that frame using one or more of the following techniques: a ray 

on which the object lies may be determined from the location of object in the frame; the relative 

distance of the object from the camera may be determined from the apparent size of object in the 

frame compared to the object’s true size; the orientation the object relative to the camera may be 

determined by calculating a rotation that minimizes the difference between a reference pixel 

pattern for the object and the pixel pattern for the object in the frame. A reference pixel pattern 

for an object may be one of the distinguishing visual characteristics for the object, or it may be 

obtained from the object’s appearance in a designated reference frame.

[0097] One or more embodiments may create or obtain a physical model of the probable 

trajectories of one or more objects, and use this physical model to estimate a high probability 

region within each frame for the location of object. Searching frames for the object may then be 

optimized by searching within these high probability regions.

[0098] In embodiments without camera sensors to determine camera pose, it may be desirable to 

estimate the camera pose for each frame by aligning each frame with the previous frame to 

compensate for camera motion. Once each frame is aligned with the previous frame, frame 

differences between can be calculated to determine high motion regions containing moving 

objects. Searching frames for objects of interest may then be optimized by searching within 

these high motion regions.

[0099] One or more embodiments may use the following technique to align a frame with the 

previous frame, to compensate for camera motion. First a frame translation may be determined 

to minimize the pixel differences between a center region of a frame and the center region of the 
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previous frame after applying the frame translation. Then each frame may be divided into tiles, 

and a local tile translation may be determined for each tile that minimizes the pixel differences 

between the tile and the corresponding tile of the previous frame after applying the frame 

translation and the local tile translation.

[00100] One or more embodiments may calculate a time of impact for one or more objects of 

interest as one of the motion metrics. This time of impact may be calculated by detecting a 

discontinuity in a motion metric between successive frames. This technique may determine an 

impact frame, but it may not in some cases be able to determine a precise inter-frame impact 

time. One or more embodiments may determine a more precise impact time by extrapolating the 

trajectory of an object forward from the frames prior to impact, extrapolating the trajectory this 

object backwards from the frames after impact, and calculating the time of intersection these two 

trajectories as the precise impact time.

[00101] In one or more embodiments, there may be a desired trajectory for an object; for 

example, hitting golfball so that its trajectory goes into the hole. One or more embodiments 

may compare this desired trajectory with an observed trajectory, and report the trajectory 

differences as a motion metric. One or more embodiments may determine the changes in the 

initial conditions of an object trajectory that would be needed to transform the observed 

trajectory into the desired trajectory. Initial conditions may for example include the initial speed 

and orientation of the object. For golf, as an example, initial conditions may include the speed 

and aim of a golf clubhead at the time of impact with the golfball.

[00102] One or more embodiments may generate a set of highlight frames or fail frames from a 

video, where the highlight frames or fail frames include an activity of interest. The activity of 

interest may be identified with one or more activity signatures; for example, sensor data may be 

used to determine when certain motion metrics fall within or outside particular ranges that 

determine activities of interest. As an example, a jump may be determined by scanning 

accelerometer data to find accelerometer values near zero, which may indicate that an object is 

in free fall. An epic fail representing a crash may be determined by scanning velocity data 

looking for a sharp transition between a high velocity and a zero or very low velocity. Highlight 

or fail frames may also include certain frames before or after an activity of interest. Highlight or 

fail frames may be transmitted to one or more of a repository, a viewer, a server, a computer, a 

social media site, a mobile device, a network, and an emergency service. One or more 

embodiments may overlay highlight or fail frames with data or graphics representing the values 

of motion metrics. One or more embodiments may send messages to the camera that captured 

the video instructing the camera to discard portions the video other than the highlight or fail 

frames.
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[00103] One or more embodiments may calculate an elapsed time for an activity as a motion 

metric. The starting time for the activity may for example be determined using motion capture 

data to detect a signature corresponding to the beginning the activity. The finishing time for the 

activity may for example be determined using video analysis to detect a signature corresponding 

to the completion of the activity; for example, a camera positioned at a finish line may detect an 

object crossing the finish line.

[00104] One or more embodiments of the method may create a synchronized event video for an 

event that synchronizes the video with event data received from motion capture elements. This 

synchronization may calculate event data or receive event data from the motion capture 

elements, and obtain an event start time and an event stop time from the event data. It may 

obtain a video start time and a video stop time associated with the video. It may then create a 

synchronized event video by associating aligning an event time between the event start time and 

the event stop time with a video time between the video start time and the video stop time. One 

or more embodiments may overlay event data onto the synchronized event video. One or more 

embodiments may command the camera to transfer the synchronized event video to another 

computer, without transferring a portion of the video outside of time interval between the event 

start time and the event stop time. One or more embodiments may also command the camera to 

discard a portion of the video outside of time interval between the event start time and the event 

stop time.

[00105] One or more embodiments may detect and eliminate false positive events by first 

identifying a prospective event using a first set of criteria, and then determine whether the 

prospective event is a valid event using a second set of criteria. The first set of criteria may for 

example include having a first value from motion capture data above a first threshold value, and 

also having a second value from the motion capture data above a second threshold value within a 

time window around the sample including the first value. The second set of criteria may for 

example compare the prospective event to a characteristic signal associated with a typical event, 

or compare the video during the prospective event with a characteristic image associated with 

this typical event, or both.

BRIEF DESCRIPTION OF THE DRAWINGS
[00106] The above and other aspects, features and advantages of the invention will be more 

apparent from the following more particular description thereof, presented in conjunction with 

the following drawings wherein:

[00107] Figure 1 illustrates an embodiment of a system that implements aspects of the 

invention.
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[00108] Figure 1A illustrates a logical hardware block diagram of an embodiment of the 

computer.

[00109] Figure IB illustrates an architectural view of an embodiment of the database utilized in 

embodiments of the system.

[00110] Figure 1C illustrates a flow chart for an embodiment of the processing performed by 

embodiments of the computers in the system as shown in Figures 1 and 1 A.

[00111] Figure ID illustrates a data flow diagram for an embodiment of the system.

[00112] Figure IE illustrates a synchronization chart that details the shifting of motion event 

times and/or video event times to align correctly in time.

[00113] Figure 2A illustrates a helmet based mount that surrounds the head of a user wherein 

the helmet based mount holds a motion capture sensor. Figure 2B illustrates a neck insert based 

mount that enables retrofitting existing helmets with a motion capture sensor.

[00114] Figure 3 illustrates a close-up of the mount of Figures 2A-B showing the isolator 

between the motion capture sensor and external portion of the helmet.

[00115] Figure 4A illustrates a top cross sectional view of the helmet, padding, cranium, and 

brain of a user. Figure 4B illustrates a rotational concussion event for the various elements 

shown in Figure 4.

[00116] Figure 5 illustrates the input force to the helmet, Gl, versus the observed force within 

the brain and as observed by the sensor when mounted within the isolator.

[00117] Figure 6 illustrates the rotational acceleration values of the 3 axes along with the total 

rotational vector amount along with video of the concussion event as obtained from a camera 

and displayed with the motion event data.

[00118] Figure 7 illustrates a timeline display of a user along with peak and minimum angular 

speeds along the timeline shown as events along the time line. In addition, a graph showing the 

lead and lag of the golf club along with the droop and drift of the golf club is shown in the 

bottom display wherein these values determine how much the golf club shaft is bending in two 

axes as plotted against time.

[00119] Figure 8 illustrates a sub-event scrub timeline that enables inputs near the start/stop 

points in time associated with sub-events to be scrolled to, played to or from, to easily enable 

viewing of sub-events.

[00120] Figure 9 illustrates the relative locations along the timeline where sub-events start and 

stop and the gravity associated with the start and stop times, which enable user inputs near those 

points to gravitate to the start and stop times.
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[00121] Figure 10 illustrates an embodiment that utilizes a mobile device as the motion capture 

element and another mobile device as the computer that receives the motion event data and video 

of the first user event.

[00122] Figure 11 illustrates an embodiment of the memory utilized to store data related to a 

potential event.

[00123] Figure 12 shows a flow chart of an embodiment of the functionality specifically 

programmed into the microcontroller to determine whether a prospective event has occurred.

[00124] Figure 13 illustrates a typical event signature or template, which is compared to motion 

capture data to eliminate false positive events.

[00125] Figure 14 illustrates an embodiment of the motion capture element configured with 

optional LED visual indicator for local display and viewing of event related information and an 

optional LCD configured to display a text or encoded message associated with the event.

[00126] Figure 15 illustrates an embodiment of templates characteristic of motion events 

associated with different types of equipment and/or instrumented clothing along with areas in 

which the motion capture sensor personality may change to more accurately or more efficiently 

capture data associated with a particular period of time and/or sub-event.

[00127] Figure 16 illustrates an embodiment of a protective mouthpiece in front view and at the 

bottom portion of the figure in top view, for example as worn in any contact sport such as, but 

not limited to soccer, boxing, football, wrestling or any other sport for example.

[00128] Figure 17 illustrates an embodiment of the algorithm utilized by any computer in Figure 

1 that is configured to display motion images and motion capture data in a combined format.

[00129] Figure 18 illustrates an embodiment of the synchronization architecture that may be 

utilized by one or more embodiments of the invention.

[00130] Figure 19 illustrates the detection of an event by one of the motion capture sensors, 

transmission of the event detection to other motion capture sensors and/or cameras, saving of the 

event motion data and trimming of the video to correspond to the event.

[00131] Figure 20 illustrates the process of culling a video for event videos, and selection of a 

best video clip for an event period where multiple cameras captured videos of the same event, 

along with a selected sequence of synchronized event videos based on a selected metric, along 

with event videos sorted by selection criteria.

[00132] Figure 21 illustrates image analysis to select a particular event video based on the 

degree of shaking of a camera during the capture of the video, and selection of the video with the 

most stable images.
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[00133] Figure 22 illustrates control messages sent to the camera or cameras to modify the 

video recording parameters based on the data associated with the event, including the motion 

analysis data, for example while the event is occurring.

[00134] Figure 23 illustrates an embodiment of variable speed playback using motion data.

[00135] Figure 24 illustrates image analysis of a video to assist with synchronization of the 

video with event data and motion analysis data and/or determine a motion characteristic of an 

object in the video not coupled with a motion capture sensor.

[00136] Figure 25 illustrates a flowchart of an embodiment of a method for integrated sensor 

and video motion analysis, showing the major input, processing, and output steps of the method.

[00137] Figure 26 shows examples of objects of interest and of distinguishing visual 

characteristics associated with these objects.

[00138] Figure 27 illustrates an example with a moving object and a moving camera, illustrating 

the issue of distinguishing true objection motion when the camera is also moving.

[00139] Figure 28 continues the example of Figure 27, showing how true object motion may be 

determined after correcting for changes in camera pose.

[00140] Figure 29 illustrates an example of sensor fusion that combines motion metrics 

generated from video analysis with corresponding metrics generated from motion capture data.

[00141] Figure 30 illustrates an embodiment that synchronizes video frames and sensor data 

using event signatures to find a common event in both the video frames and the sensor data.

[00142] Figure 31 illustrates an embodiment that synchronizes video frames and sensor data by 

calculating a motion metric from video and from sensor data, and finding the time shift that 

matches the motion metric graphs from these two sources.

[00143] Figure 32 illustrates an embodiment that combines a sensor data signature and a video 

signature of an event to distinguish false positive events from true events.

[00144] Figure 32A illustrates an embodiment that uses a two-stage threshold comparison to 

determine a prospective event, and then classifies that prospective event as either a false positive 

or a valid event based on both video signatures and sensor data signatures of typical events.

[00145] Figure 33 illustrates an embodiment that uses a visual marker on a motion capture 

element, which has no rotational symmetries in order to facilitate determination of orientation.

[00146] Figure 34 illustrates an example of calculating the location of an object in three­

dimensional space from its location and apparent size in a video frame.

[00147] Figure 35 illustrates an example of calculating the orientation of an object from the 

orientation of a visual marker in a video frame.

[00148] Figure 36 illustrates an embodiment that uses a physical model of an object trajectory 

to generate a probable region where the object appears in successive video frames.
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[00149] Figure 37 illustrates an embodiment that uses frame differencing to determine frame 

regions with motion, in order to locate moving objects.

[00150] Figure 38 illustrates an embodiment that uses a two-stage process to align frames with 

previous frames to compensate for camera motion; this process first calculates an overall frame 

translation, and then a local translation for tiles within the frame.

[00151] Figure 39 illustrates an embodiment that detects the time of an impact by finding a 

discontinuity in a motion metric, and that generates a precise inter-frame time of impact using 

trajectories before and after impact.

[00152] Figure 40 illustrates an embodiment that compares an observed trajectory, here of a 

golfball, to a desired trajectory, and that calculates changes in initial conditions necessary to 

achieve the desired trajectory.

[00153] Figure 41 illustrates an embodiment that uses sensor data to identify highlight frames, 

displays highlight frames with motion metrics, and discards frames outside the highlighted 

timeframe.

[00154] Figure 41A illustrates an embodiment that uses sensor data to identify epic fail frames, 

displays these fail frames with motion metrics, and discards frames outside the fail timeframe.

[00155] Figure 42 illustrates an embodiment that calculates an elapsed time of an activity by 

using sensor data to detect the start time, and video analysis to detect the finish time.

DETAILED DESCRIPTION OF THE INVENTION
[00156] An integrated sensor and video motion analysis method will now be described. In the 

following exemplary description numerous specific details are set forth in order to provide a 

more thorough understanding of embodiments of the invention. It will be apparent, however, to 

an artisan of ordinary skill that the present invention may be practiced without incorporating all 

aspects of the specific details described herein. In other instances, specific features, quantities, 

or measurements well known to those of ordinary skill in the art have not been described in 

detail so as not to obscure the invention. Readers should note that although examples of the 

invention are set forth herein, the claims, and the full scope of any equivalents, are what define 

the metes and bounds of the invention.

[00157] Figure 1 illustrates an embodiment 100 of a system that implements aspects of an 

integrated sensor and video motion analysis method. Embodiments enable event based viewing 

and low power transmission of events and communication with an app executing on a mobile 

device and/or with external cameras to designate windows that define the events. Enables 

recognition of motion events, and designation of events within images or videos, such as a shot, 

move or swing of a player, a concussion of a player, boxer, rider or driver, or a heat stroke, 

hypothermia, seizure, asthma attack, epileptic attack or any other sporting or physical motion 
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related event including walking and falling. Events may be correlated with one or more images 

or video as captured from internal/external camera or cameras or nanny cam, for example to 

enable saving video of the event, such as the first steps of a child, violent shaking events, 

sporting events including concussions, or falling events associated with an elderly person. As 

shown, embodiments of the system generally include a mobile device 101 and applications that 

execute thereon, that includes computer 160, shown as located internally in mobile device 101 as 

a dotted outline, (i.e., also see functional view of computer 160 in Figure 1A), display 120 

coupled to computer 160 and a wireless communications interface (generally internal to the 

mobile device, see element 164 in Figure 1A) coupled with the computer. Since mobile phones 

having mobile computers are ubiquitous, users of the system may purchase one or more motion 

capture elements and an application, a.k.a., “app”, that they install on their pre-existing phone to 

implement an embodiment of the system. Motion capture capabilities are thus available at an 

affordable price for any user that already owns a mobile phone, tablet computer, music player, 

etc., which has never been possible before.

[00158] Each mobile device 101, 102, 102a, 102b may optionally include an internal identifier 

reader 190, for example an RFID reader, or may couple with an identifier reader or RFID reader 

(see mobile device 102) to obtain identifier 191. Alternatively, embodiments of the invention 

may utilize any wireless technology in any of the devices to communicate an identifier that 

identifies equipment 110 to the system. Embodiments of the invention may also include any 

other type of identifier coupled with the at least one motion capture sensor or the user or the 

piece of equipment. In one or more embodiments, the identifier may include a team and jersey 

number or student identifier number or license number or any other identifier that enables 

relatively unique identification of a particular event from a particular user or piece of equipment. 

This enables team sports or locations with multiple players or users to be identified with respect 

to the app that is configured to receive data associated with a particular player or user. One or 

more embodiments receive the identifier, for example a passive RFID identifier or MAC address 

or other serial number associated with the player or user and associate the identifier with the 

event data and motion analysis data.

[00159] The system generally includes at least one motion capture element 111 that couples 

with user 150 or with piece of equipment 110, via mount 192, for example to a golf club, or 

baseball bat, tennis racquet, hockey stick, weapon, stick, sword, or any other piece of equipment 

for any sport, or other sporting equipment such as a shoe, belt, gloves, glasses, hat, or any other 

item. The at least one motion capture element 111 may be placed at one end, both ends, or 

anywhere between both ends of piece of equipment 110 or anywhere on user 150, e.g., on a cap, 

headband, helmet, mouthpiece or any combination thereof, and may also be utilized for El 
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measurements of any item. The motion capture element may optionally include a visual marker, 

either passive or active, and/or may include a wireless sensor, for example any sensor capable of 

providing any combination of one or more values associated with an orientation (North/South 

and/or up/down), position, velocity and/or acceleration of the motion capture element. The 

computer may be configured to obtain data associated with an identifier unique to each piece of 

equipment 110, e.g., clothing, bat, etc., for example from an RFID coupled with club 110, i.e., 

identifier 191, and optionally associated with the at least one motion capture element, either 

visually or wirelessly, analyze the data to form motion analysis data and display the motion 

analysis data on display 120 of mobile device 101. Motion capture element 111 may be 

mounted on or near the equipment or on or near the user via motion capture mount 192. Motion 

capture element 111 mounted on a helmet for example may include an isolator comprising a 

material that is configured to surround the motion capture element to approximate physical 

acceleration dampening of cerebrospinal fluid around the user’s brain to minimize translation of 

linear acceleration and rotational acceleration of event data to obtain an observed linear 

acceleration and an observed rotational acceleration of the user’s brain. This lowers processing 

requirements on the motion capture element microcontroller for example and enables low 

memory utilization and lower power requirements for event based transmission of event data. 

The motion capture data from motion capture element 111, any data associated with the piece of 

equipment 110, such as identifier 191 and any data associated with user 150, or any number of 

such users 150, such as second user 152 may be stored in locally in memory, or in a database 

local to the computer or in a remote database, for example database 172 for example that may be 

coupled with a server. Data may be stored in database 172 from each user 150, 152 for example 

when a network or telephonic network link is available from motion capture element 111 to 

mobile device 101 and from mobile device 101 to network 170 or Internet 171 and to database 

172. Data mining is then performed on a large data set associated with any number of users and 

their specific characteristics and performance parameters. For example, in a golf embodiment of 

the invention, a club ID is obtained from the golf club and a shot is detected by the motion 

capture element. Mobile computer 101 stores images/video of the user and receives the motion 

capture data for the events/hits/shots/motion and the location of the event on the course and 

subsequent shots and determines any parameters for each event, such as distance or speed at the 

time of the event and then performs any local analysis and display performance data on the 

mobile device. When a network connection from the mobile device to network 170 or Internet 

171 is available or for example after a round of golf, the images/video, motion capture data and 

performance data is uploaded to database 172, for later analysis and/or display and/or data 

mining. In one or more embodiments, users 151, such as original equipment manufacturers pay 
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for access to the database, for example via a computer such as computer 105 or mobile computer 

101 or from any other computer capable of communicating with database 172 for example via 

network 170, Internet 171 or via website 173 or a server that forms part of or is coupled with 

database 172. Data mining may execute on database 172, for example that may include a local 

server computer, or may be run on computer 105 or mobile device 101, 102, 102a or 102b and 

access a standalone embodiment of database 172 for example. Data mining results may be 

displayed on mobile device 101, computer 105, television broadcast or web video originating 

from camera 130, 130a and 103b, or 104 or accessed via website 173 or any combination 

thereof.

[00160] One or more embodiments of the at least one motion capture element may further 

include a light emitting element configured to output light if the event occurs. This may be 

utilized to display a potential, mild or severe level of concussion on the outer portion of the 

helmet without any required communication to any external device for example. Different 

colors or flashing intervals may also be utilized to relay information related to the event. 

Alternatively, or in combination, the at least one motion capture element may further include an 

audio output element configured to output sound if the event occurs or if the at least one motion 

capture sensor is out of range of the computer or wherein the computer is configured to display 

and alert if the at least one motion capture sensor is out of range of the computer, or any 

combination thereof. Embodiments of the sensor may also utilize an LCD that outputs a coded 

analysis of the current event, for example in a Quick Response (QR) code or bar code for 

example so that a referee may obtain a snapshot of the analysis code on a mobile device locally, 

and so that the event is not viewed in a readable form on the sensor or wirelessly transmitted and 

intercepted by anyone else.

[00161] One or more embodiments of the system may utilize a mobile device that includes at 

least one camera 130, for example coupled to the computer within the mobile device. This 

allows for the computer within mobile device 101 to command the camera 130 to obtain an 

image or images, for example of the user during an athletic movement. The image(s) of the user 

may be overlaid with displays and ratings to make the motion analysis data more understandable 

to a human for example. Alternatively, detailed data displays without images of the user may 

also be displayed on display 120 or for example on the display of computer 105. In this manner 

two-dimensional images and subsequent display thereof is enabled. If mobile device 101 

contains two cameras, as shown in mobile device 102, i.e., cameras 130a and 130b, then the 

cameras may be utilized to create a three-dimensional data set through image analysis of the 

visual markers for example. This allows for distances and positions of visual markers to be 

ascertained and analyzed. Images and/or video from any camera in any embodiments of the 
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invention may be stored on database 172, for example associated with user 150, for data mining 

purposes. In one or more embodiments of the invention image analysis on the images and/or 

video may be performed to determine make/models of equipment, clothes, shoes, etc., that is 

utilized, for example per age of user 150 or time of day of play, or to discover any other pattern 

in the data.

[00162] Alternatively, for embodiments of mobile devices that have only one camera, multiple 

mobile devices may be utilized to obtain two-dimensional data in the form of images that is 

triangulated to determine the positions of visual markers. In one or more embodiments of the 

system, mobile device 101 and mobile device 102a share image data of user 150 to create three­

dimensional motion analysis data. By determining the positions of mobile devices 101 and 102 

(via position determination elements such as GPS chips in the devices as is common, or via cell 

tower triangulation and which are not shown for brevity but are generally located internally in 

mobile devices just as computer 160 is), and by obtaining data from motion capture element 111 

for example locations of pixels in the images where the visual markers are in each image, 

distances and hence speeds are readily obtained as one skilled in the art will recognize.

[00163] Camera 103 may also be utilized either for still images or as is now common, for video. 

In embodiments of the system that utilize external cameras, any method of obtaining data from 

the external camera is in keeping with the spirit of the system including wireless communication 

of the data, or via wired communication as when camera 103 is docked with computer 105 for 

example, which then may transfer the data to mobile device 101.

[00164] In one or more embodiments of the system, the mobile device on which the motion 

analysis data is displayed is not required to have a camera, i.e., mobile device 102b may display 

data even though it is not configured with a camera. As such, mobile device 102b may obtain 

images from any combination of cameras on mobile device 101, 102, 102a, camera 103 and/or 

television camera 104 so long as any external camera may communicate images to mobile 

device 102b. Alternatively, no camera is required at all to utilize the system. See also Figure 17. 

[00165] For television broadcasts, motion capture element 111 wirelessly transmits data that is 

received by antenna 106. The wireless sensor data thus obtained from motion capture element 

111 is combined with the images obtained from television camera 104 to produce displays with 

augmented motion analysis data that can be broadcast to televisions, computers such as 

computer 105, mobile devices 101, 102, 102a, 102b or any other device configured to display 

images. The motion analysis data can be positioned on display 120 for example by knowing the 

location of a camera (for example via GPS information), and by knowing the direction and/or 

orientation that the camera is pointing so long as the sensor data includes location data (for 

example GPS information). In other embodiments, visual markers or image processing may be 
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utilized to lock the motion analysis data to the image, e.g., the golf clubhead can be tracked in 

the images and the corresponding high, middle and low position of the club can be utilized to 

determine the orientation of user 150 to camera 130 or 104 or 103 for example to correctly plot 

the augmented data onto the image of user 150. By time stamping images and time stamping 

motion capture data, for example after synchronizing the timer in the microcontroller with the 

timer on the mobile device and then scanning the images for visual markers or sporting 

equipment at various positions, simplified motion capture data may be overlaid onto the images. 

Any other method of combining images from a camera and motion capture data may be utilized 

in one or more embodiments of the invention. Any other algorithm for properly positioning the 

motion analysis data on display 120 with respect to a user (or any other display such as on 

computer 105) may be utilized in keeping with the spirit of the system. For example, when 

obtaining events or groups of events via the sensor, after the app receives the events and/or time 

ranges to obtain images, the app may request image data from that time span from it’s local 

memory, any other mobile device, any other type of camera that may be communicated with 

and/or post event locations/times so that external camera systems local to the event(s) may 

provide image data for the times of the event(s).

[00166] One such display that may be generated and displayed on mobile device 101 include a 

BULLET TIME ® view using two or more cameras selected from mobile devices 101, 102, 

102a, camera 103, and/or television camera 104 or any other external camera. In this 

embodiment of the system, the computer is configured to obtain two or more images of user 150 

and data associated with the at least one motion capture element (whether a visual marker or 

wireless sensor), wherein the two or more images are obtained from two or more cameras and 

wherein the computer is configured to generate a display that shows slow motion of user 150 

shown from around the user at various angles at normal speed. Such an embodiment for 

example allows a group of fans to create their own BULLET TIME ® shot of a golf pro at a 

tournament for example. The shots may be sent to computer 105 and any image processing 

required may be performed on computer 105 and broadcast to a television audience for example. 

In other embodiments of the system, the users of the various mobile devices share their own set 

of images, and or upload their shots to a website for later viewing for example. Embodiments of 

the invention also allow images or videos from other players having mobile devices to be 

utilized on a mobile device related to another user so that users don’t have to switch mobile 

phones for example. In one embodiment, a video obtained by a first user for a piece of 

equipment in motion that is not associated with the second user having the video camera mobile 

phone may automatically transfer the video to the first user for display with motion capture data 

associated with the first user. Alternatively, the first user’s mobile phone may be utilized as a 
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motion sensor in place of or in addition to motion capture element 111 and the second user’s 

mobile phone may be utilized to capture video of the first user while in motion. The first user 

may optionally gesture on the phone, tap/shake, etc., to indicate that the second mobile phone 

should start/stop motion capture for example.

[00167] Figure IA shows an embodiment of computer 160. In computer 160 includes processor 

161 that executes software modules, commonly also known as applications, generally stored as 

computer program instructions within main memory 162. Display interface 163 drives display 

120 of mobile device 101 as shown in Figure 1. Optional orientation/position module 167 may 

include a North/South or up/down orientation chip or both. In one or more embodiments, the 

orientation/position module may include a location determination element coupled with the 

microcontroller. This may include a GPS device for example. Alternatively, or in combination, 

the computer may triangulate the location in concert with another computer, or obtain the 

location from any other triangulation type of receiver, or calculate the location based on images 

captured via a camera coupled with the computer and known to be oriented in a particular 

direction, wherein the computer calculates an offset from the mobile device based on the 

direction and size of objects within the image for example. Optional temperature sensor may 

coupled with processor 161 via a wired or wireless link and may be utilized for example as an 

indicator of hypothermia or heat stroke alone or in combination with any motion detected that 

may be indicative of shaking or unconsciousness for example. Communication interface 164 

may include wireless or wired communications hardware protocol chips and/or an RFID reader 

or an RFID reader may couple to computer 160 externally or in any other manner for example. 

In one or more embodiments of the system communication interface may include telephonic 

and/or data communications hardware. In one or more embodiments communication interface 

164 may include a Wi-Fi TM or other IEEE 802.11 device and/or BLUETOOTH® wireless 

communications interface or ZigBee® wireless device or any other wireless technology. 

BLUETOOTH ® class 1 devices have a range of approximately 100 meters, class 2 devices have 

a range of approximately 10 meters. BLUETOOTH ® Low Power devices have a range of 

approximately 50 meters. Any wireless network protocol or type may be utilized in 

embodiments of the system so long as mobile device 101 and motion capture element 111 can 

communicate with one another. Processor 161, main memory 162, display interface 163, 

communication interface 164 and orientation/position module 167 along with any optional 

sensors 168 such as temperature, humidity, wind, elevation, light, sound and physiological 

metrics (such as a heartbeat sensors), may communicate with one another over communication 

infrastructure 165, which is commonly known as a “bus”. Communications path 166 may 

include wired or wireless medium that allows for communication with other wired or wireless 
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devices over network 170. Network 170 may communicate with Internet 171 and/or database 

172. Database 172 may be utilized to save or retrieve images or videos of users, or motion 

analysis data, or users displayed with motion analysis data in one form or another. The data 

uploaded to the Internet, i.e., a remote database or remote server or memory remote to the 

system may be viewed, analyzed or data mined by any computer that may obtain access to the 

data. This allows for original equipment manufacturers to determine for a given user what 

sporting equipment is working best and/or what equipment to suggest. Data mining also enables 

the planning of golf courses based on the data and/or metadata associated with users, such as 

age, or any other demographics that may be entered into the system. Remote storage of data also 

enables medical applications such as morphological analysis, range of motion over time, and 

diabetes prevention and exercise monitoring and compliance applications. Data mining based 

applications also allow for games that use real motion capture data from other users, one or more 

previous performances of the same user, or historical players whether alive or dead after 

analyzing motion pictures or videos of the historical players for example. Virtual reality and 

augmented virtual reality applications may also utilize the motion capture data or historical 

motion data. The system also enables uploading of performance related events and/or motion 

capture data to database 172, which for example may be implemented as a social networking 

site. This allows for the user to “tweet” high scores, or other metrics during or after play to 

notify everyone on the Internet of the new event. For example, one or more embodiments 

include at least one motion capture element 111 configured to couple with a user or piece of 

equipment or mobile device coupled with the user, wherein the at least one motion capture 

element includes a memory, a sensor configured to capture any combination of values associated 

with an orientation, position, velocity, acceleration of the at least one motion capture element, a 

radio, and a microcontroller coupled with the memory, the sensor and the radio. The 

microcontroller is configured to collect data that includes sensor values from the sensor, store the 

data in the memory, analyze the data and recognize an event within the data to determine event 

data and transmit the event data associated with the event via the radio. Embodiments of the 

system may also include an application configured to execute on a mobile device wherein the 

mobile device includes a computer, a wireless communication interface configured to 

communicate with the radio to obtain the event data associated with the event. The computer is 

coupled with wireless communication interface wherein the computer executes the application or 

“app” to configure the computer to receive the event data from the wireless communication 

interface, analyze the event data to form motion analysis data, store the event data, or the motion 

analysis data, or both the event data and the motion analysis data, and display information 
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comprising the event data, or the motion analysis data, or both associated with the at least one 

user on a display.

[00168] Figure IB illustrates an architectural view of an embodiment of database 172 utilized in 

embodiments of the system. As shown tables 180-186 include information related to N number 

of users, M pieces of equipment per user, P number of sensors per user or equipment, S number 

of sensor data per sensor, T number of patterns found in the other tables, D number of data users 

and V videos. All tables shown in Figure IB are exemplary and may include more or less 

information as desired for the particular implementation. Specifically, table 180 includes 

information related to user 150 which may include data related to the user such as age, height, 

weight, sex, address or any other data. Table 181 include information related to M number of 

pieces of equipment 110, which may include clubs, racquets, bats, shirts, pants, shoes, gloves, 

helmets, etc., for example the manufacturer of the equipment, model of the equipment, and type 

of the equipment. For example, in a golf embodiment, the manufacturer may be the name of the 

manufacturer, the model may be a name or model number and the type may be the club number, 

i.e., 9 iron, the equipment ID may be identifier 191 in one or more embodiments of the 

invention. Table 182 may include information related to P number of sensors 111 on user 150 or 

equipment 110 or mobile computer 101. The sensors associated with user 150 may include 

clothing, clubs, helmets, caps, headbands, mouthpieces, etc., the sensors associated with 

equipment 110 may for example be motion capture data sensors, while the sensors associated 

with mobile computer 101 may include sensors 167 for position/orientation and sensors 130 for 

images/video for example. Table 183 may include information related to S number of sensor 

data per user per equipment, wherein the table may include the time and location of the sensor 

data, or any other metadata related to the sensor data such as temperature, weather, humidity, as 

obtained locally via the temperature sensor shown in Figure 1 A, or via wireless communications 

or in any other manner for example, or the sensor data may include this information or any 

combination thereof. The table may also contain a myriad of other fields, such as ball type, i.e., 

in a golf embodiment the type of golfball utilized may be saved and later data mined for the best 

performing ball types, etc. This table may also include an event type as calculated locally, for 

example a potential concussion event. Table 184 may include information related to T number 

of patterns that have been found in the data mining process for example. This may include fields 

that have been searched in the various tables with a particular query and any resulting related 

results. Any data mining results table type may be utilized in one or more embodiments of the 

invention as desired for the particular implementation. This may include search results of any 

kind, including El measurements, which also may be calculated on computer 160 locally, or any 

other search value from simple queries to complex pattern searches. Table 185 may include 
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information related to D number of data mining users 151 and may include their access type, i.e., 

full database or pattern table, or limited to a particular manufacturer, etc., the table may also 

include payment requirements and/or receipts for the type of usage that the data mining user has 

paid for or agreed to pay for and any searches or suggestions related to any queries or patterns 

found for example. Any other schema, including object oriented database relationships or 

memory based data structures that allow for data mining of sensor data including motion capture 

data is in keeping with the spirit of the invention. Although exemplary embodiments for 

particular activities are given, one skilled in the art will appreciate that any type of motion based 

activity may be captured and analyzed by embodiments of the system using a motion capture 

element and app that runs on a user’s existing cell phone 101, 102 or other computer 105 for 

example. Embodiments of the database may include V number of videos 179 as held in table 

186 for example that include the user that generated the video, the video data, time and location 

of the video. The fields are optional and in one or more embodiments, the videos may be stored 

on any of the mobile devices in the system or any combination of the mobile devices and 

server/DB 172. In one or more embodiments, the videos may be broken into a subset of videos 

that are associated with the “time” field of the sensor data table 183, wherein the time field may 

include an event start time and event stop time. In this scenario, large videos may be trimmed 

into one or more smaller event videos that correspond to generally smaller time windows 

associated with events of the event type held in table 183 to greatly reduce video storage 

requirements of the system.

[00169] There are a myriad of applications that benefit and which are enabled by embodiments 

of the system that provide for viewing and analyzing motion capture data on the mobile 

computer or server/database, for example for data mining database 172 by users 151. For 

example, users 151 may include compliance monitors, including for example parents, children or 

elderly, managers, doctors, insurance companies, police, military, or any other entity such as 

equipment manufacturers that may data mine for product improvement. For example in a tennis 

embodiment by searching for top service speeds for users of a particular size or age, or in a golf 

embodiment by searching for distances, i.e., differences in sequential locations in table 183 

based on swing speed in the sensor data field in table 183 to determine which manufacturers 

have the best clubs, or best clubs per age or height or weight per user, or a myriad of other 

patterns. Other embodiments related to compliance enable messages from mobile computer 101 

or from server/database to be generated if thresholds for G-forces, (high or zero or any other 

levels), to be sent to compliance monitors, managers, doctors, insurance companies, etc., as 

previously described. Users 151 may include marketing personnel that determine which pieces 

of equipment certain users own and which related items that other similar users may own, in 

50



WO 2017/011817 PCT/US2016/042674

order to target sales at particular users. Users 151 may include medical personnel that may 

determine how much movement a sensor for example coupled with a shoe, i.e., a type of 

equipment, of a diabetic child has moved and how much this movement relates to the average 

non-diabetic child, wherein suggestions as per table 185 may include giving incentives to the 

diabetic child to exercise more, etc., to bring the child in line with healthy children. Sports 

physicians, physiologists or physical therapists may utilize the data per user, or search over a 

large number of users and compare a particular movement of a user or range of motion for 

example to other users to determine what areas a given user can improve on through stretching 

or exercise and which range of motion areas change over time per user or per population and for 

example what type of equipment a user may utilize to account for changes over time, even 

before those changes take place. Data mining motion capture data and image data related to 

motion provides unique advantages to users 151. Data mining may be performed on flex 

parameters measured by the sensors to determine if sporting equipment, shoes, human body parts 

or any other item changes in flexibility over time or between equipment manufacturers or any 

combination thereof.

[00170] To ensure that analysis of user 150 during a motion capture includes images that are 

relatively associated with the horizon, i.e., not tilted, the system may include an orientation 

module that executes on computer 160 within mobile device 101 for example. The computer is 

configured to prompt a user to align the camera along a horizontal plane based on orientation 

data obtained from orientation hardware within mobile device 101. Orientation hardware is 

common on mobile devices as one skilled in the art will appreciate. This allows the image so 

captured to remain relatively level with respect to the horizontal plane. The orientation module 

may also prompt the user to move the camera toward or away from the user, or zoom in or out to 

the user to place the user within a graphical “fit box”, to somewhat normalize the size of the user 

to be captured. Images may also be utilized by users to prove that they have complied with 

doctors orders for example to meet certain motion requirements.

[00171] Embodiments of the system are further configured to recognize the at least one motion 

capture element associated with user 150 or piece of equipment 110 and associate at least one 

motion capture element 111 with assigned locations on user 150 or piece of equipment 110. For 

example, the user can shake a particular motion capture element when prompted by the computer 

within mobile device 101 to acknowledge which motion capture element the computer is 

requesting an identity for. Alternatively, motion sensor data may be analyzed for position and/or 

speed and/or acceleration when performing a known activity and automatically classified as to 

the location of mounting of the motion capture element automatically, or by prompting the user 

to acknowledge the assumed positions. Sensors may be associated with a particular player by 
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team name and jersey number for example and stored in the memory of the motion capture 

sensor for transmission of events. Any computer shown in Figure 1 may be utilized to program 

the identifier associated with the particular motion capture sensor in keeping with the spirit of 

the invention.

[00172] One or more embodiments of the computer in mobile device 101 is configured to obtain 

at least one image of user 150 and display a three-dimensional overlay onto the at least one 

image of user 150 wherein the three-dimensional overlay is associated with the motion analysis 

data. Various displays may be displayed on display 120. The display of motion analysis data 

may include a rating associated with the motion analysis data, and/or a display of a calculated 

ball flight path associated with the motion analysis data and/or a display of a time line showing 

points in time along a time axis where peak values associated with the motion analysis data 

occur and/or a suggest training regimen to aid the user in improving mechanics of the user. 

These filtered or analyzed data sensor results may be stored in database 172, for example in table 

183, or the raw data may be analyzed on the database (or server associated with the database or 

in any other computer or combination thereof in the system shown in Figure 1 for example), and 

then displayed on mobile computer 101 or on website 173, or via a television broadcast from 

camera 104 for example. Data mining results may be combined in any manner with the unique 

displays of the system and shown in any desired manner as well.

[00173] Embodiments of the system may also present an interface to enable user 150 to 

purchase piece of equipment 110 over the wireless interface of mobile device 101, for example 

via the Internet, or via computer 105 which may be implemented as a server of a vendor. In 

addition, for custom fitting equipment, such as putter shaft lengths, or any other custom sizing of 

any type of equipment, embodiments of the system may present an interface to enable user 150 

to order a customer fitted piece of equipment over the wireless interface of mobile device 101. 

Embodiments of the invention also enable mobile device 101 to suggest better performing 

equipment to user 150 or to allow user 150 to search for better performing equipment as 

determined by data mining of database 172 for distances of golf shots per club for users with 

swing velocities within a predefined range of user 150. This allows for real life performance 

data to be mined and utilized for example by users 151, such as OEMs to suggest equipment to 

user 150, and be charged for doing so, for example by paying for access to data mining results as 

displayed in any computer shown in Figure 1 or via website 173 for example. In one or more 

embodiments of the invention database 172 keeps track of OEM data mining and is configured 

to bill users 151 for the amount of access each of users 151 has purchased and/or used for 

example over a giving billing period. See Figure IB for example.
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[00174] Embodiments of the system are configured to analyze the data obtained from at least 

one motion capture element and determine how centered a collision between a ball and the piece 

of equipment is based on oscillations of the at least one motion capture element coupled with the 

piece of equipment and display an impact location based on the motion analysis data. This 

performance data may also be stored in database 172 and used by OEMs or coaches for example 

to suggest clubs with higher probability of a centered hit as data mined over a large number of 

collisions for example.

[00175] While Figure 1A depicts a physical device, the scope of the systems and methods set 

forth herein may also encompass a virtual device, virtual machine or simulator embodied in one 

or more computer programs executing on a computer or computer system and acting or 

providing a computer system environment compatible with the methods and processes 

implementing the disclosed ideas. Where a virtual machine, process, device or otherwise 

performs substantially similarly to that of a physical computer system of the system, such a 

virtual platform will also fall within the scope of a system of the disclosure, notwithstanding the 

description herein of a physical system such as that in Figure 1 A.

[00176] Figure 1C illustrates a flow chart for an embodiment of the processing performed and 

enabled by embodiments of the computers utilized in the system. In one or more embodiments 

of the system, a plurality of motion capture elements are optionally calibrated at 301. In some 

embodiments this means calibrating multiple sensors on a user or piece of equipment to ensure 

that the sensors are aligned and/or set up with the same speed or acceleration values for a given 

input motion. In other embodiments of the invention, this means placing multiple motion 

capture sensors on a calibration object that moves and calibrates the orientation, position, speed, 

acceleration, or any combination thereof at the same time. This step general includes providing 

motion capture elements and optional mount (or alternatively allowing a mobile device with 

motion capture sensing capabilities to be utilized), and an app for example that allows a user 

with an existing mobile phone or computer to utilize embodiments of the system to obtain 

motion capture data, and potentially analyze and/or send messages based thereon. In one or 

more embodiments, users may simply purchase a motion capture element and an app and begin 

immediately using the system. The system captures motion data with motion capture element(s) 

at 302, recognized any events within the motion capture data, i.e., a linear and/or rotational 

acceleration over a threshold indicative of a concussion for example at 303, and sends the 

motion capture data to a mobile computer 101, 102 or 105 for example, which may include an 

IPOD®, ITOUCH®, IPAD®, IPHONE®, ANDROID® Phone or any other type of computer 

that a user may utilize to locally collect data at 304. In one or more embodiments the sensor 

may transmit an event to any other motion capture sensor to start an event data storage process 
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on the other sensors for example. In other embodiments, the sensor may transmit the event to 

other mobile devices to signify that videos for the event should be saved with unneeded portions 

of the video discarded for example, to enable the video to be trimmed either near the point in 

time of the event or at a later time. In one or more embodiments, the system minimizes the 

complexity of the sensor and offloads processing to extremely capable computing elements 

found in existing mobile phones and other electronic devices for example. The transmitting of 

data from the motion capture elements to the user’s computer may happen when possible, 

periodically, on an event basis, when polled, or in any other manner as will be described in 

various sections herein. This saves great amount of power compared to known systems that 

continuously send raw data in two ways, first data may be sent in event packets, within a time 

window around a particular motion event which greatly reduces the data to a meaningful small 

subset of total raw data, and secondly the data may be sent less than continuously, or at defined 

times, or when asked for data so as to limit the total number of transmissions. In one or more 

embodiments, the event may displayed locally, for example with an LED flashing on the motion 

capture sensor 111, for example yellow slow flashing for potential concussion or red fast 

flashing for probably concussion at 305. Alternatively, or in combination, the alert or event may 

be transmitted and displayed on any other computer or mobile device shown in Figure 1 for 

example.

[00177] The main intelligence in the system is generally in the mobile computer or server where 

more processing power may be utilized and so as to take advantage of the communications 

capabilities that are ubiquitous in existing mobile computers for example. In one or more 

embodiments of the system, the mobile computer may optionally obtain an identifier from the 

user or equipment at 306, or this identifier may be transmitted as part of step 305, such as a 

passive RFID or active RFID or other identifier such as a team/jersey number or other player ID, 

which may be utilized by the mobile computer to determine what user has just been potentially 

injured, or what weight as user is lifting, or what shoes a user is running with, or what weapon a 

user is using, or what type of activity a user is using based on the identifier of the equipment. 

The mobile computer may analyze the motion capture data locally at 307 and display, i.e., show 

or send information such as a message for example when a threshold is observed in the data, for 

example when too many G-forces have been registered by a player, soldier or race car driver, or 

when not enough motion is occurring (either at the time or based on the patterns of data in the 

database as discussed below based on the user’s typical motion patterns or other user’s motion 

patterns for example.) In other embodiments, once a user has performed a certain amount of 

motion, a message may be sent to safety or compliance monitor(s) at 307 to store or otherwise 

display the data, including for example referees, parents, children or elderly, managers, doctors, 
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insurance companies, police, military, or any other entity such as equipment manufacturers. The 

message may be an SMS message, or email, or tweet or any other type of electronic 

communication. If the particular embodiment is configured for remote analysis or only remote 

analysis, then the motion capture data may be sent to the server/database at 308. If the 

implementation does not utilize a remote database, the analysis on the mobile computer is local. 

If the implementation includes a remote database, then the analysis may be performed on the 

mobile computer or server/database or both at 309. Once the database obtains the motion 

capture data, then the data may be analyzed and a message may be sent from the server/database 

to compliance personnel or business entities as desired to display the event alone or in 

combination or with respect to previous event data associated with the user or other users at 310. 

[00178] Embodiments of the invention make use of the data from the mobile computer and/or 

server for gaming, morphological comparing, compliance, tracking calories burned, work 

performed, monitoring of children or elderly based on motion or previous motion patterns that 

vary during the day and night, safety monitoring for players, troops when G-forces exceed a 

threshold or motion stops, local use of running, jumping throwing motion capture data for 

example on a cell phone including virtual reality applications that make use of the user’s current 

and/or previous data or data from other users, or play music or select a play list based on the type 

of motion a user is performing or data mining. For example if motion is similar to a known 

player in the database, then that user’s playlist may be sent to the user’s mobile computer 101. 

The processing may be performed locally so if the motion is fast, fast music is played and if the 

motion is slow, then slow music may be played. Any other algorithm for playing music based 

on the motion of the user is in keeping with the spirit of the invention. Any use of motion 

capture data obtained from a motion capture element and app on an existing user’s mobile 

computer is in keeping with the spirit of the invention, including using the motion data in virtual 

reality environments to show relative motion of an avatar of another player using actual motion 

data from the user in a previous performance or from another user including a historical player 

for example. Display of information is generally performed via three scenarios, wherein display 

information is based on the user’s motion analysis data or related to the user’s piece of 

equipment and previous data, wherein previous data may be from the same user/equipment or 

one or more other users/equipment. Under this scenario, a comparison of the current motion 

analysis data with previous data associated with this user/equipment allows for patterns to be 

analyzed with an extremely cost effective system having a motion capture sensor and app. 

Under another scenario, the display of information is a function of the current user’s 

performance, so that the previous data selected from the user or another user/equipment is based 

on the current user’s performance. This enables highly realistic game play, for example a virtual 
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tennis game against a historical player wherein the swings of a user are effectively responded to 

by the capture motion from a historical player. This type of realistic game play with actual data 

both current and previously stored data, for example a user playing against an average pattern of 

a top 10 player in tennis, i.e., the speed of serves, the speed and angle of return shots, for a given 

input shot of a user makes for game play that is as realistic as is possible. Television images 

may be for example analyzed to determine swing speeds and types of shots taken by historical 

players that may no longer be alive to test one’s skills against a master, as if the master was still 

alive and currently playing the user. Compliance and monitoring by the user or a different user 

may be performed in a third scenario without comparison to the user’s previous or other user’s 

previous data wherein the different user does not have access to or own for example the mobile 

computer. In other words, the mobile phone is associated with the user being monitored and the 

different user is obtaining information related to the current performance of a user for example 

wearing a motion capture element, such as a baby, or a diabetes patient.

[00179] Figure ID illustrates a data flow diagram for an embodiment of the system. As shown 

motion capture data is sent from a variety of motion capture elements 111 on many different 

types of equipment 110 or associated with user 150, for example on clothing, a helmet, 

headband, cap, mouthpiece or anywhere else coupled with the user. The equipment or user may 

optionally have an identifier 191 that enables the system to associate a value with the motion, 

i.e., the weight being lifted, the type of racquet being used, the type of electronic device being 

used, i.e., a game controller or other object such as baby pajamas associated with second user 

152, e.g., a baby. In one or more embodiments, elements 191 in the figure may be replaced or 

augmented with motion capture elements 111 as one skilled in the art will appreciate. In one or 

more embodiments of the system, mobile computer 101 receives the motion capture data, for 

example in event form and for example on an event basis or when requested by mobile computer 

101, e.g., after motion capture elements 111 declares that there is data and turns on a receiver for 

a fix amount of time to field requests so as to not waste power, and if no requests are received, 

then turn the receiver off for a period of time. Once the data is in mobile computer 101, then the 

data is analyzed, for example to take raw or event based motion capture data and for example 

determine items such as average speed, etc., that are more humanly understandable in a concise 

manner. The data may be stored, shown to the right of mobile computer 101 and then the data 

may be displayed to user 150, or 151, for example in the form of a monitor or compliance text or 

email or on a display associated with mobile computer 101 or computer 105. This enables users 

not associated with the motion capture element and optionally not even the mobile computer 

potentially to obtain monitor messages, for example saying that the baby is breathing slowly, or 

for example to watch a virtual reality match or performance, which may include a user supplying 
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motion capture data currently, a user having previously stored data or a historical player, such as 

a famous golfer, etc., after analysis of motion in video from past tournament performance(s). In 

gaming scenarios, where the data obtained currently, for example from user 150 or equipment

110, the display of data, for example on virtual reality glasses may make use of the previous data 

from that user/equipment or another user/equipment to respond to the user’s current motion data, 

i.e., as a function of the user’s input. The previous data may be stored anywhere in the system, 

e.g., in the mobile computer 101, computer 105 or on the server or database 172 (see Fig. 1). 

The previous data may be utilized for example to indicate to user 151 that user 150 has 

undergone a certain number of potential concussion events, and therefore must heal for a 

particular amount of time before playing again. Insurance companies may demand such 

compliance to lower medical expenses for example. Video may be stored and retrieved from 

mobile device 101, computer 105 or as shown in Figure 1, on server or in database coupled with 

server 172 to form event videos that include the event data and the video of the event shown 

simultaneously for example on a display, e.g., overlaid or shown in separate portions of the 

display of mobile computer 101 or computer 105 generally.

[00180] Figure 2A illustrates a helmet 110a based mount that surrounds the head 150a of a user 

wherein the helmet based mount holds a motion capture sensor 111, for example as shown on the 

rear portion of the helmet. Figure 2B illustrates a neck insert based mount, shown at the bottom 

rear portion of the helmet, that enables retrofitting existing helmets with a motion capture sensor

111. In embodiments that include at least one motion capture sensor that is configured to be 

coupled with or otherwise worn near the user’s head 150a, the microcontroller may be further 

configured to calculate of a location of impact on the user’s head. The calculation of the 

location of impact on the user’s head is based on the physical geometry of the user’s head and/or 

helmet. For example, if motion capture element 111 indicates a rearward acceleration with no 

rotation (to the right in the figure as shown), then the location of impact may be calculated by 

tracing the vector of acceleration back to the direction of the outside perimeter of the helmet or 

user’s head. This non-rotational calculation effectively indicates that the line of force passes 

near or through the center of gravity of the user’s head/helmet, otherwise rotational forces are 

observed by motion capture element 111. If a sideward vector is observed at the motion capture 

element 111, then the impact point is calculated to be at the side of the helmet/head and through 

the center of gravity. Hence, any other impact that does not impart a rotational acceleration to 

the motion capture sensor over at least a time period near the peak of the acceleration for 

example, or during any other time period, may be assumed to be imparted in a direction to the 

helmet/head that passes through the center of gravity. Hence, the calculation of the point of 

impact is calculated as the intersection of the outer perimeter of the helmet/head that a vector of 
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force is detected and traversed backwards to the point of impact by calculating the distance and 

angle back from the center of gravity. For example, if the acceleration vector is at 45 degrees 

with no rotation, then the point of impact is 45 degrees back from the center of gravity of the 

helmet/head, hence calculating the sine of 45, approximately 0.7 multiplied by the radius of the 

helmet or 5 inches, results in an impact about 3.5 inches from the front of the helmet. 

Alternatively, the location of impact may be kept in angular format to indicate that the impact 

was at 45 degrees from the front of the helmet/head. Conversely, if rotational acceleration is 

observed without linear acceleration, then the helmet/head is rotating about the sensor. In this 

scenario, the force required to rotate the brain passes in front of the center of gravity and is 

generally orthogonal to a line defined as passing through the center of gravity and the sensor, 

e.g., a side impact, otherwise translation linear acceleration would be observed. In this case, the 

location of impact then is on the side of the helmet/head opposite the direction of the 

acceleration. Hence, these two calculations of location of impact as examples of simplified 

methods of calculations that may be utilized although any other vector based algorithm that takes 

into account the mass of the head/helmet and the size of the head/helmet may be utilized. One 

such algorithm may utilize any mathematical equations such as F = m * a, i.e., Force equal mass 

times acceleration, and Torque = r X F, where r is the position vector at the outer portion of the 

head/helmet, X is the cross product and F is the Force vector, to calculate the force vector and 

translate back to the outer perimeter of the helmet/head to calculate the Force vector imparted at 

that location if desired. Although described with respect to a helmet, other embodiments of the 

at least one motion capture sensor may be configured to be coupled with a hat or cap, within a 

protective mouthpiece, using any type of mount, enclosure or coupling mechanism. Similar 

calculations may be utilized for the hat/cap/mouthpiece to determine a location/direction of 

impact, linear or rotational forces from the accelerations or any other quantities that may be 

indicative of concussion related events for example. Embodiments may include a temperature 

sensor coupled with the at least one motion capture sensor or with the microcontroller for 

example as shown in Figure IA. The temperature sensor may be utilized alone or in 

combination with the motion capture element, for example to determine if the body or head is 

shivering, i.e., indicative of hypothermia, or if no movement is detected and the temperature for 

example measure wirelessly or via a wire based temperature sensor indicates that the body or 

brain is above a threshold indicative of heat stroke.

[00181] Embodiments of the invention may also utilize an isolator configured to surround the at 

least one motion capture element to approximate physical acceleration dampening of 

cerebrospinal fluid around the user’s brain to minimize translation of linear acceleration and 

rotational acceleration of the event data to obtain an observed linear acceleration and an
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observed rotational acceleration of the user’s brain. Thus embodiments do not have to translate 

forces or acceleration values or any other values from the helmet based acceleration to the 

observed brain acceleration values and thus embodiments of the invention utilize less power and 

storage to provide event specific data, which in turn minimizes the amount of data transfer which 

yields lower transmission power utilization. Different isolators may be utilized on a 

football/hockey/lacrosse player’s helmet based on the type of padding inherent in the helmet. 

Other embodiments utilized in sports where helmets are not worn, or occasionally worn may also 

utilize at least one motion capture sensor on a cap or hat, for example on a baseball player’s hat, 

along with at least one sensor mounted on a batting helmet. Headband mounts may also be 

utilized in sports where a cap is not utilized, such as soccer to also determine concussions. In 

one or more embodiments, the isolator utilized on a helmet may remain in the enclosure attached 

to the helmet and the sensor may be removed and placed on another piece of equipment that does 

not make use of an isolator that matches the dampening of a user’s brain fluids. Embodiments 

may automatically detect a type of motion and determine the type of equipment that the motion 

capture sensor is currently attached to based on characteristic motion patterns associated with 

certain types of equipment, i.e., surfboard versus baseball bat. In one or more embodiments an 

algorithm that may be utilized to calculate the physical characteristics of an isolator may include 

mounting a motion capture sensor on a helmet and mounting a motion capture sensor in a 

headform in a crash test dummy head wherein the motion capture sensor in the headform is 

enclosed in an isolator. By applying linear and rotational accelerations to the helmet and 

observing the difference in values obtained by the helmet sensor and observed by the sensor in 

the headform for example with respect to a sensor placed in a cadaver head within a helmet, the 

isolator material of the best matching dampening value may be obtained that most closely 

matches the dampening effect of a human brain.

[00182] Figure 3 illustrates a close-up of the mount of Figures 2A-B showing the isolator 

between the motion capture sensor and external portion of the helmet. Embodiments of the 

invention may be configured to obtain/calculate a linear acceleration value or a rotational 

acceleration value or both. This enables rotational events to be monitored for concussions as 

well as linear accelerations. As shown, an external acceleration G1 may impart a lower 

acceleration more associated with the acceleration observed by the human brain, namely G2 on 

sensor 111 by utilizing isolator 111c within sensor mount 11 lb. This enables rotational events to 

be monitored for concussions as well as linear accelerations. Other events may make use of the 

linear and/or rotational acceleration and/or velocity, for example as compared against patterns or 

templates to not only switch sensor personalities during an event to alter the capture 

characteristics dynamically, but also to characterize the type of equipment currently being 
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utilized with the current motion capture sensor. This enables a single motion capture element 

purchase by a user to instrument multiple pieces of equipment or clothing by enabling the sensor 

to automatically determine what type of equipment or piece of clothing the sensor is coupled to 

based on the motion captured by the sensor when compared against characteristic patterns or 

templates of motion.

[00183] Figure 4A illustrates a top cross sectional view of the motion capture element 111 

mounted on helmet 110a having padding HOal that surrounds cranium 401, and brain 402 of a 

user. Figure 4B illustrates a rotational concussion event for the various elements shown in 

Figure 4. As shown, different acceleration values may be imparted on the human brain 402 and 

cranium 401 having center of gravity 403 and surrounded by padding 1 lOal in helmet 110a. As 

shown, to move within a unit time period, the front portion of the brain must accelerate at a 

higher rate G2a, than the rear portion of the brain at G2c or at G2b at the center of gravity. 

Hence, for a given rotational acceleration value different areas of the brain may be affected 

differently. One or more embodiments of the invention may thus transmit information not only 

related to linear acceleration, but also with rotational acceleration.

[00184] Figure 5 illustrates the input force to the helmet, Gl, e.g., as shown at 500 g, versus the 

observed force within the brain G2, and as observed by the sensor when mounted within the 

isolator and as confirmed with known headform acceleration measurement systems. The upper 

right graph shows that two known headform systems confirm acceleration values observed by an 

isolator based motion capture element 111 shown in Figure 4A with respect to headform 

mounted accelerometers.

[00185] Figure 6 illustrates the rotational acceleration values of the 3 axes along with the total 

rotational vector amount along with video of the concussion event as obtained from a camera 

and displayed with the motion event data. In one or more embodiments, the acceleration values 

from a given sensor may be displayed for rotational (as shown) or linear values, for example by 

double tapping a mobile device screen, or in any other manner. Embodiments of the invention 

may transmit the event data associated with the event using a connectionless broadcast message. 

In one or more embodiments, depending on the wireless communication employed, broadcast 

messages may include payloads with a limited amount of data that may be utilized to avoid 

handshaking and overhead of a connection based protocol. In other embodiments connectionless 

or connection based protocols may be utilized in any combination. In this manner, a referee may 

obtain nearly instantaneous readouts of potential concussion related events on a mobile device, 

which allows the referee to obtain medical assistance in rapid fashion.

[00186] In one or more embodiments, the computer may access previously stored event data or 

motion analysis data associated with the user or piece of equipment, for example to determine 
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the number of concussions or falls or other swings, or any other motion event. Embodiments 

may also present event data associated with the at least one user on a display based on the event 

data or motion analysis data associated with the user or piece of equipment and the previously 

stored event data or motion analysis data associated with the user or piece of equipment or with 

at least one other user or other piece of equipment. This enables comparison of motion events, 

in number or quantitative value, e.g., the maximum rotational acceleration observed by the user 

or other users in a particular game or historically. In addition, patterns or templates that define 

characteristic motion of particular pieces of equipment for typical events may be dynamically 

updated, for example on a central server or locally, and dynamically updated in motion capture 

sensors via the wireless interface in one or more embodiments. This enables sensors to improve 

over time. Hence, the display shown in Figure 6 may also indicate the number of concussions 

previously stored for a given boxer/player and enable the referee/doctor to make a decision as to 

whether or not the player may keep playing or not.

[00187] Embodiments of the invention may transmit the information to a display on a visual 

display coupled with the computer or a remote computer, for example over broadcast television 

or the Internet for example. Hence, the display in Figure 6 may be also shown to a viewing 

audience, for example in real-time to indicate the amount of force imparted upon the 

boxer/player/rider, etc.

[00188] Figure 7 illustrates a timeline display 2601 of a user along with peak and minimum 

angular speeds along the timeline shown as events along the time line. In addition, a graph 

showing the lead and lag of the golf club 2602 along with the droop and drift of the golf club is 

shown in the bottom display wherein these values determine how much the golf club shaft is 

bending in two axes as plotted against time. An embodiment of the display is shown in Figure 8 

with simplified time line and motion related event (maximum speed of the swing) annotated on 

the display.

[00189] Figure 8 illustrates a sub-event scrub timeline that enables inputs near the start/stop 

points 802a-d in time, i.e., sub-event time locations shown in Figure 7 and associated with sub­

events to be scrolled to, played to or from, to easily enable viewing of sub-events. For example 

a golf swing may include sub-events such as an address, swing back, swing forward, strike, 

follow through. The system may display time locations for the sub-events 802a-d and accept 

user input near the location to assert that the video should start or stop at that point in time, or 

scroll to or back to that point in time for ease of viewing sub-events for example. User input 

element 801 may be utilized to drag the time to a nearby sub-event for example to position the 

video at a desired point in time. Alternatively, or in combination a user input such as asserting a 

finger press near another sub-event point in time while the video is playing, may indicate that the 
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video should stop at the next sub-event point in time. The user interface may also be utilized to 

control-drag the points to more precisely synchronize the video to the frame in which a particular 

sub-event or event occurs. For example, the user may hold the control key and drag a point 802b 

to the left or right to match the frame of the video to the actual point in time where the velocity 

of the clubhead is zero for example to more closely synchronize the video to the actual motion 

analysis data shown, here Swing Speed in miles per hour. Any other user gesture may be 

utilized in keeping with the spirit of the invention to synchronize a user frame to the motion 

analysis data, such as voice control, arrow keys, etc.

[00190] Figure 9 illustrates the relative locations along the timeline where sub-events 802a and 

802b start and stop and the gravity associated with the start and stop times, which enable user 

inputs near those points to gravitate to the start and stop times. For example, when dragging the 

user interface element 801 left and right along the time line, the user interface element may 

appear to move toward the potential well 802a and 802b, so that the user interface element is 

easier to move to the start/stop point of a sub-event.

[00191] In one or more embodiments, the computer is further configured to request at least one 

image or video that contains the event from at least one camera proximal to the event. This may 

include a broadcast message requesting video from a particular proximal camera or a camera that 

is pointing in the direction of the event. In one or more embodiments, the computer is further 

configured to broadcast a request for camera locations proximal to the event or oriented to view 

the event, and optionally display the available cameras, or videos therefrom for the time duration 

around the event of interest. In one or more embodiments, the computer is further configured to 

display a list of one or more times at which the event has occurred, which enables the user obtain 

the desired event video via the computer, and/or to independently request the video from a third 

party with the desired event times. The computer may obtain videos from the server 172 as well 

and locally trim the video to the desired events. This may be utilized to obtain third party videos 

or videos from systems that do not directly interface with the computer, but which may be in 

communication with the server 172.

[00192] Figure 10 illustrates an embodiment that utilizes a mobile device 102b as the motion 

capture element Illa and another mobile device 102a as the computer that receives the motion 

event data and video of the first user event. The view from mobile device 102a is shown in the 

left upper portion of the figure. In one or more embodiments, the at least one motion capture 

sensor is coupled with the mobile device and for example uses an internal motion sensor Illa 

within or coupled with the mobile device. This enables motion capture and event recognition 

with minimal and ubiquitous hardware, e.g., using a mobile device with a built-in accelerometer. 

In one or more embodiments, a first mobile device 102b may be coupled with a user recording 
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motion data, here shown skateboarding, while a second mobile device 102a is utilized to record a 

video of the motion. In one or more embodiments, the user undergoing motion may gesture, 

e.g., tap N times on the mobile device to indicate that the second user’s mobile device should 

start recording video or stop recording video. Any other gesture may be utilized to communicate 

event related or motion related indications between mobile devices.

[00193] Thus embodiments of the invention may recognize any type of motion event, including 

events related to motion that is indicative of standing, walking, falling, a heat stroke, seizure, 

violent shaking, a concussion, a collision, abnormal gait, abnormal or non-existent breathing or 

any combination thereof or any other type of event having a duration of time during with motion 

occurs. Events may also be of any granularity, for example include sub-events that have known 

signatures, or otherwise match a template or pattern of any type, including amplitude and/or time 

thresholds in particular sets of linear or rotational axes. For example, events indicating a 

skateboard push-off or series of pushes may be grouped into a sub-event such as “prep for 

maneuver”, while rotational axes in X for example may indicate “skateboard flip/roll”. In one or 

more embodiments, the events may be grouped and stored/sent.

[00194] Figure 11 illustrates an embodiment of the memory utilized to store data. Memory 

4601 may for example be integral to the microcontroller in motion capture element 111 or may 

couple with the microcontroller, as for example a separate memory chip. Memory 4601 as 

shown may be configured to include one or more memory buffer 4610, 4611 and 4620, 4621 

respectively. One embodiment of the memory buffer that may be utilized is a ring buffer. The 

ring buffer may be implemented to be overwritten multiple times until an event occurs. The 

length of the ring buffer may be from 0 to N memory units. There may for example be M ring 

buffers, for M strike events for example. The number M may be any number greater than zero. 

In one or more embodiments, the number M may be equal to or greater than the number of 

expected events, e.g., number of hits, or shots for a round of golf, or any other number for 

example that allows all motion capture data to be stored on the motion capture element until 

downloaded to a mobile computer or the Internet after one or more events. In one embodiment, 

a pointer, for example called HEAD keeps track of the head of the buffer. As data is recorded in 

the buffer, the HEAD is moved forward by the appropriate amount pointing to the next free 

memory unit. When the buffer becomes full, the pointer wraps around to the beginning of the 

buffer and overwrites previous values as it encounters them. Although the data is being 

overwritten, at any instance in time (t), there is recorded sensor data from time (t) back 

depending on the size of the buffer and the rate of recording. As the sensor records data in the 

buffer, an “Event” in one or more embodiments stops new data from overwriting the buffer. 

Upon the detection of an Event, the sensor can continue to record data in a second buffer 4611 to 
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record post Event data, for example for a specific amount of time at a specific capture rate to 

complete the recording of a prospective shot. Memory buffer 4610 now contains a record of 

data for a desired amount of time from the Event backwards, depending on the size of the buffer 

and capture rate along with post Event data in the post event buffer 4611. Video may also be 

stored in a similar manner and later trimmed, see Figure 19 for example.

[00195] For example, in a golf swing, the event can be the impact of the clubhead with the ball. 

Alternatively, the event can be the impact of the clubhead with the ground, which may give rise 

to a false event. In other embodiments, the event may be an acceleration of a user’s head which 

may be indicative of a concussion event, or a shot fired from a weapon, or a ball striking a 

baseball bat or when a user moves a weight to the highest point and descends for another 

repetition. The Pre-Event buffer stores the sensor data up to the event of impact, the Post-Event 

buffer stores the sensor data after the impact event. One or more embodiments of the 

microcontroller are configured to analyze the event and determine if the event is a repetition, 

firing or event such as a strike or a false strike. If the event is considered a valid event according 

to a pattern or signature or template (see Figures 13 and 15), and not a false event, then another 

memory buffer 4620 is used for motion capture data up until the occurrence of a second event. 

After that event occurs, the post event buffer 4621 is filled with captured data.

[00196] Specifically, the motion capture element 111 may be implemented as one or more 

MEMs sensors. The sensors may be commanded to collect data at specific time intervals. At 

each interval, data is read from the various MEMs devices, and stored in the ring buffer. A set 

of values read from the MEMs sensors is considered a FRAME of data. A FRAME of data can 

be 0, 1, or multiple memory units depending on the type of data that is being collected and stored 

in the buffer. A FRAME of data is also associated with a time interval. Therefore frames are 

also associated with a time element based on the capture rate from the sensors. For example, if 

each Frame is filled at 2ms intervals, then 1000 FRAMES would contain 2000ms of data (2 

seconds). In general, a FRAME does not have to be associated with time.

[00197] Data can be constantly stored in the ring buffer and written out to non-volatile memory 

or sent over a wireless or wired link over a radio/antenna to a remote memory or device for 

example at specified events, times, or when communication is available over a radio/antenna to a 

mobile device or any other computer or memory, or when commanded for example by a mobile 

device, i.e., “polled”, or at any other desired event.

[00198] Figure 12 shows a flow chart of an embodiment of the functionality specifically 

programmed into the microcontroller to determine whether an event that is to be transmitted for 

the particular application, for example a prospective event or for example an event has occurred. 

The motion, acceleration or shockwave that occurs from an impact to the sporting equipment is 
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transmitted to the sensor in the motion capture element, which records the motion capture data as 

is described in Figure 11 above. The microcontroller is configured to then analyze the event and 

determine whether the event is a prospective event or not.

[00199] One type of event that occurs is acceleration or a head/helmet/cap/mouthpiece based 

sensor over a specified linear or rotational value, or the impact of the clubface when it impacts a 

golfball. In other sports that utilize a ball and a striking implement, the same analysis is applied, 

but tailored to the specific sport and sporting equipment. In tennis a prospective strike can be 

the racquet hitting the ball, for example as opposed to spinning the racquet before receiving a 

serve. In other applications, such as running shoes, the impact detection algorithm can detect the 

shoe hitting the ground when someone is running. In exercise it can be a particular motion being 

achieved, this allows for example the counting of repetitions while lifting weights or riding a 

stationary bike.

[00200] In one or more embodiments of the invention, processing starts at 4701. The 

microcontroller compares the motion capture data in memory 4610 with linear velocity over a 

certain threshold at 4702, within a particular impact time frame and searches for a discontinuity 

threshold where there is a sudden change in velocity or acceleration above a certain threshold at 

4703. If no discontinuity in velocity or for example acceleration occurs in the defined time 

window, then processing continues at 4702. If a discontinuity does occur, then the prospective 

impact is saved in memory and post impact data is saved for a given time P at 4704. For 

example, if the impact threshold is set to 12G, discontinuity threshold is set to 6G, and the 

impact time frames is 10 frames, then microcontroller 3802 signals impact, after detection of a 

12G acceleration in at least one axis or all axes within 10 frames followed by a discontinuity of 

6G. In a typical event, the accelerations build with characteristic accelerations curves. Impact is 

signaled as a quick change in acceleration/velocity. These changes are generally distinct from 

the smooth curves created by an incrementally increasing or decreasing curves of a particular 

non-event. For concussion based events, linear or rotational acceleration in one or more axes is 

over a threshold. For golf related events, if the acceleration curves are that of a golf swing, then 

particular axes have particular accelerations that fit within a signature, template or other pattern 

and a ball strike results in a large acceleration strike indicative of a hit. If the data matches a 

given template, then it is saved, if not, it processing continues back at 4702. If data is to be 

saved externally as determined at 4705, i.e., there is a communication link to a mobile device 

and the mobile device is polling or has requested impact data when it occurs for example, then 

the event is transmitted to an external memory, or the mobile device or saved externally in any 

other location at 4706 and processing continues again at 4702 where the microcontroller 

analyzes collected motion capture data for subsequent events. If data is not to be saved 
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externally, then processing continues at 4702 with the impact data saved locally in memory 

4601. If sent externally, the other motion capture devices may also save their motion data for the 

event detected by another sensor. This enables sensors with finer resolution or more motion for 

example to alert other sensors associated with the user or piece of equipment to save the event 

even if the motion capture data does not reach a particular threshold or pattern, for example see 

Figure 15. This type of processing provides more robust event detection as multiple sensors may 

be utilized to detect a particular type of event and notify other sensors that may not match the 

event pattern for one reason or another. In addition, cameras may be notified and trim or 

otherwise discard unneeded video and save event related video, which may lower memory 

utilization not only of events but also for video. In one or more embodiments of the invention, 

noise may be filtered from the motion capture data before sending, and the sample rate may be 

varied based on the data values obtained to maximize accuracy. For example, some sensors 

output data that is not accurate under high sampling rates and high G-forces. Hence, by 

lowering the sampling rate at high G-forces, accuracy is maintained. In one or more 

embodiments of the invention, the microcontroller associated with motion capture element 111 

may sense high G forces and automatically switch the sampling rate. In one or more 

embodiments, instead of using accelerometers with 6G/12G/24G ranges or 2G/4G/8G/16G 

ranges, accelerometers with 2 ranges, for example 2G and 24G may be utilized to simplify the 

logic of switching between ranges.

[00201] One or more embodiments of the invention may transmit the event to a mobile device 

and/or continue to save the events in memory, for example for a round of golf or until a mobile 

device communication link is achieved.

[00202] For example, with the sensor mounted in a particular mount, a typical event signature is 

shown in Figure 13, also see Figure 15 for comparison of two characteristic motion types as 

shown via patterns or templates associated with different pieces of equipment or clothing for 

example. In one or more embodiments, the microcontroller is configured to execute a pattern 

matching algorithm to follow the curves for each of the axis and use segments of 1 or more axis 

to determine if a characteristic swing has taken place, in either linear or rotational acceleration or 

any combination thereof. If the motion capture data in memory 4601 is within a range close 

enough to the values of a typical swing as shown in Figure 13, then the motion is consistent with 

an event. Embodiments of the invention thus reduce the number of false positives in event 

detection, after first characterizing the angular and/or linear velocity signature of the movement, 

and then utilizing elements of this signature to determine if similar signatures for future events 

have occurred.
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[00203] The motion capture element collects data from various sensors. The data capture rate 

may be high and if so, there are significant amounts of data that is being captured. Embodiments 

of the invention may use both lossless and lossy compression algorithms to store the data on the 

sensor depending on the particular application. The compression algorithms enable the motion 

capture element to capture more data within the given resources. Compressed data is also what 

is transferred to the remote computer(s). Compressed data transfers faster. Compressed data is 

also stored in the Internet "in the cloud", or on the database using up less space locally.

[00204] Figure 14 illustrates an embodiment of the motion capture element 111 configured with 

optional LED visual indicator 1401 for local display and viewing of event related information 

and an optional LCD 1402 configured to display a text or encoded message associated with the 

event. In one or more embodiments, the LED visual indicator may flash slow yellow for a 

moderate type of concussion, and flash fast red for a severe type of concussion to give a quick 

overall view of the event without requiring any wireless communications. In addition, the LED 

may be asserted with a number of flashes or other colors to indicate any temperature related 

event or other event. One or more embodiments may also employ LCD 1402 for example that 

may show text, or alternatively may display a coded message for sensitive health related 

information that a referee or medical personnel may read or decode with an appropriate reader 

app on a mobile device for example. In the lower right portion of the figure, the LCD display 

may produce an encoded message that states “Potential Concussion 1500 degree/s/s rotational 

event detect - alert medical personnel immediately”. Other paralysis diagnostic messages or any 

other type of message that may be sensitive may be encoded and displayed locally so that 

medical personnel may immediately begin assessing the user/player/boxer without alarming 

other players with the diagnostic message for example, or without transmitting the message over 

the air wirelessly to avoid interception.

[00205] Figure 15 illustrates an embodiment of templates characteristic of motion events 

associated with different types of equipment and/or instrumented clothing along with areas in 

which the motion capture sensor personality may change to more accurately or more efficiently 

capture data associated with a particular period of time and/or sub-event. As shown, the 

characteristic push off for a skateboard is shown in acceleration graphs 1501 that display the X, 

Y and Z axes linear acceleration and rotational acceleration values in the top 6 timelines, 

wherein time increases to the right. As shown, discrete positive x-axis acceleration captured is 

shown at 1502 and 1503 while the user pushes the skateboard with each step, followed by 

negative acceleration as the skateboard slows between each push. In addition, y-axis wobbles 

during each push are also captured while there is no change in the z axis linear acceleration and 

no rotational accelerations in this characteristic template or pattern of a skateboard push off or 
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drive. Alternatively, the pattern may include a group of threshold accelerations in x at 

predefined time windows with other thresholds or no threshold for wobble for example that the 

captured data is compared against to determine automatically the type of equipment that the 

motion capture element is mounted to or that the known piece of equipment is experiencing 

currently. This enables event based data saving and transmission for example.

[00206] The pattern or template in graphs 1511 however show a running event as the user 

slightly accelerates up and down during a running event. Since the user’s speed is relatively 

constant there is relatively no acceleration in x and since the user is not turning, there is 

relatively no acceleration in y (left/right). This pattern may be utilized to compare within ranges 

for running for example wherein the pattern includes z axis accelerations in predefined time 

windows. Hence, the top three graphs of graphs 1511 may be utilized as a pattern to notate a 

running event. The bottom three graphs may show captured data that are indicative of the user 

looking from side to side when the motion capture element is mounted in a helmet and/or 

mouthpiece at 1514 and 1515, while captured data 1516 may be indicative of a moderate or 

sever concussion observed via a rotational motion of high enough angular degrees per second 

squared. In addition, the sensor personality may be altered dynamically at 1516 or at any other 

threshold for example to change the motion capture sensor rate of capture or bit size of capture 

to more accurately in amplitude or time capture the event. This enables dynamic alteration of 

quality of capture and/or dynamic change of power utilization for periods of interest, which is 

unknown in the art. In one or more embodiments, a temperature timeline may also be recorded 

for embodiments of the invention that utilize temperature sensors, either mounted within a 

helmet, mouthpiece or in any other piece of equipment or within the user’s body for example.

[00207] Figure 16 illustrates an embodiment of a protective mouthpiece 1601 in front view and 

at the bottom portion of the figure in top view, for example as worn in any contact sport such as, 

but not limited to soccer, boxing, football, wrestling or any other sport for example. 

Embodiments of the mouthpiece may be worn in addition to any other headgear with or without 

a motion capture element to increase the motion capture data associated with the user and 

correlate or in any other way combine or compare the motion data and or events from any or all 

motion capture elements worn by the user. Embodiments of the mouthpiece and/or helmet 

shown in Figures 2A-B or in any other piece of equipment may also include a temperature 

sensor for example and as previously discussed.

[00208] Figure 17 illustrates an embodiment of the algorithm utilized by any computer in Figure 

1 that is configured to display motion images and motion capture data in a combined format. In 

one or more embodiments, the motion capture data and any event related start/stop times may be 

saved on the motion capture element 111. One or more embodiments of the invention include a 
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motion event recognition and video synchronization system that includes at least one motion 

capture element configured to couple with a user or piece of equipment or mobile device coupled 

with the user. The at least one motion capture element may include a memory, a sensor 

configured to capture any combination of values associated with an orientation, position, 

velocity and acceleration of the at least one motion capture element, a radio, a microcontroller 

coupled with the memory, the sensor and the radio. The microcontroller may be configured to 

collect data that includes sensor values from the sensor, store the data in the memory, analyze 

the data and recognize an event within the data to determine event data, transmit the event data 

associated with the event via the radio. The system may also include a mobile device that 

includes a computer, a wireless communication interface configured to communicate with the 

radio to obtain the event data associated with the event, wherein the computer is coupled with 

wireless communication interface, wherein the computer is configured to receive the event data 

from the wireless communication interface. The computer may also analyze the event data to 

form motion analysis data, store the event data, or the motion analysis data, or both the event 

data and the motion analysis data, obtain an event start time and an event stop time from the 

event, request image data from camera that includes a video captured at least during a timespan 

from the event start time to the event stop time and display an event video on a display that 

includes both the event data, the motion analysis data or any combination thereof that occurs 

during the timespan from the event start time to the event stop time and the video captured 

during the timespan from the event start time to the event stop time.

[00209] When a communication channel is available, motion capture data and any event related 

start/stop times are pushed to, or obtained by or otherwise received by any computer, e.g., 101, 

102, 102a, 102b, 105 at 1701. The clock difference between the clock on the sensor and/or in 

motion capture data times may also be obtained. This may be performed by reading a current 

time stamp in the incoming messages and comparing the incoming message time with the 

current time of the clock of the local computer, see also Figure 18 for example for more detail on 

synchronization. The difference in clocks from the sensor and computer may be utilized to 

request images data from any camera local or pointing at the location of the event for the 

adjusted times to take into account any clock difference at 1702. For example, the computer may 

request images taken at the time/location by querying all cameras 103, 104, or on devices 101, 

102 and/or 102a for any or all such devices having images taken nearby, e.g., based on GPS 

location or wireless range, and/or pointed at the event obtained from motion capture element

111. If a device is not nearby, but is pointing at the location of the event, as determined by its 

location and orientation when equipped with a magnetometer for example, then it may respond 

as well with images for the time range. Any type of camera that may communicate 
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electronically may be queried, including nanny cameras, etc. For example, a message may be 

sent by mobile computer 101 after receiving events from motion capture sensor 111 wherein the 

message may be sent to any cameras for example within wireless range of mobile device 101. 

Alternatively, or in combination, mobile device 101 may send a broadcast message asking for 

any cameras identities that are within a predefined distance from the location of the event or 

query for any cameras pointed in the direction of the event even if not relatively close. Upon 

receiving the list of potential cameras, mobile device 101 may query them for any images 

obtained in a predefined window around the event for example. The computer may receive 

image data or look up the images locally if the computer is coupled with a camera at 1703. In 

one or more embodiments, the server 172 may iterate through videos and events to determine 

any that correlate and automatically trim the videos to correspond to the durations of the event 

start and stop times. Although wireless communications may be utilized, any other form of 

transfer of image data is in keeping with the spirit of the invention. The data from the event 

whether in numerical or graphical overlay format or any other format including text may be 

show with or otherwise overlaid onto the corresponding image for that time at 1704. This is 

shown graphically at time 1710, i.e., the current time, which may be scrollable for example, for 

image 1711 showing a frame of a motion event with overlaid motion capture data 1712. See 

Figure 6 for combined or simultaneously non-overlaid data for example.

[00210] Figure 18 illustrates an embodiment of the synchronization architecture that may be 

utilized by one or more embodiments of the invention. Embodiments may synchronize clocks in 

the system using any type of synchronization methodology and in one or more embodiments the 

computer 160 on the mobile device 101 is further configured to determine a clock difference 

between the motion capture element 111 and the mobile device and synchronize the motion 

analysis data with the video. For example, one or more embodiments of the invention provides 

procedures for multiple recording devices to synchronize information about the time, location, or 

orientation of each device, so that data recorded about events from different devices can be 

combined. Such recording devices may be embedded sensors, mobile phones with cameras or 

microphones, or more generally any devices that can record data relevant to an activity of 

interest. In one or more embodiments, this synchronization is accomplished by exchanging 

information between devices so that the devices can agree on a common measurement for time, 

location, or orientation. For example, a mobile phone and an embedded sensor may exchange 

messages across link 1802, e.g., wirelessly, with the current timestamps of their internal clocks; 

these messages allow a negotiation to occur wherein the two devices agree on a common time. 

Such messages may be exchanged periodically as needed to account for clock drift or motion of 

the devices after a previous synchronization. In other embodiments, multiple recording devices 
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may use a common server or set of servers 1801 to obtain standardized measures of time, 

location, or orientation. For example, devices may use a GPS system to obtain absolute location 

information for each device. GPS systems may also be used to obtain standardized time. NTP 

(Network Time Protocol) servers may also be used as standardized time servers. Using servers 

allows devices to agree on common measurements without necessarily being configured at all 

times to communicate with one another.

[00211] Figure 19 illustrates the detection of an event by one of the motion capture sensors 111, 

transmission of the event detection, here shown as arrows emanating from the centrally located 

sensor 111 in the figure, to other motion capture sensors 111 and/or cameras, e.g., on mobile 

device 101, saving of the event motion data and trimming of the video to correspond to the 

event. In one or more embodiments of the invention, some of the recording devices are 

configured to detect the occurrence of various events of interest. Some such events may occur at 

specific moments in time; others may occur over a time interval, wherein the detection includes 

detection of the start of an event and of the end of an event. These devices are configured to 

record any combination of the time, location, or orientation of the recording device, for example 

included in memory buffer 4610 for example along with the event data, or in any other data 

structure, using the synchronized measurement bases for time, location, and orientation 

described above.

[00212] Embodiments of the computer on the mobile device may be further configured to 

discard at least a portion of the video outside of the event start time to the event stop, for 

example portions 1910 and 1911 before and after the event or event with predefined pre and post 

intervals 1902 and 1903. For example, in one or more embodiments of the invention, some of 

the recording devices capture data continuously to memory while awaiting the detection of an 

event. To conserve memory, some devices may be configured to store data to a more permanent 

local storage medium, or to server 172, only when this data is proximate in time to a detected 

event. For example, in the absence of an event detection, newly recorded data may ultimately 

overwrite previously recorded data in memory, depending on the amount of memory in each 

device that is recording motion data or video data. A circular buffer may be used in some 

embodiments as a typical implementation of such an overwriting scheme. When an event 

detection occurs, the recording device may store some configured amount of data prior to the 

start of the event, near start of pre interval 1902 and some configured amount of data after the 

end of the event, near 1903, in addition to storing the data captured during the event itself, 

namely 1901. Any pre or post time interval is considered part of the event start time and event 

stop time so that context of the event is shown in the video for example. This gives context to 

the event, for example the amount of pre time interval may be set per sport for example to enable 
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a setup for a golf swing to be part of the event video even though it occurs before the actual 

event of striking the golfball. The follow through may be recorded as per the amount of interval 

allotted for the post interval as well.

[00213] Embodiments of the system may further comprise a server computer remote to the 

mobile device and wherein the server computer is configured to discard at least a portion of the 

video outside of the event start time to the event stop and return the video captured during the 

timespan from the event start time to the event stop time to the computer in the mobile device. 

The server or mobile device may combine or overlay the motion analysis data or event data, for 

example velocity or raw acceleration data with or onto the video to form event video 1900, 

which may thus greatly reduce the amount of video storage required as portions 1910 and 1911 

may be of much larger length in time that the event in general.

[00214] Embodiments of the at least one motion capture element may be configured to transmit 

the event to at least one other motion capture sensor or at least one other mobile device or any 

combination thereof, and wherein the at least one other motion capture sensor or the at least one 

other mobile device or any combination thereof is configured to save data associated with the 

event. For example, in embodiments with multiple recording devices operating simultaneously, 

one such device may detect an event and send a message to other recording devices that such an 

event detection has occurred. This message can include the timestamp of the start and/or stop of 

the event, using the synchronized time basis for the clocks of the various devices. The receiving 

devices, e.g., other motion capture sensors and/or cameras may use the event detection message 

to store data associated with the event to nonvolatile storage, for example within motion capture 

element 111 or mobile device 101 or server 172. The devices may be configured to store some 

amount of data prior to the start of the event and some amount of data after the end of the event, 

1902 and 1903 respectively, in addition to the data directly associated with the event 1901. In 

this way all devices can record data simultaneously, but use an event trigger from only one of the 

devices to initiate saving of distributed event data from multiple sources.

[00215] Embodiments of the computer may be further configured to save the video from the 

event start time to the event stop time with the motion analysis data that occurs from the event 

start time to the event stop time or a remote server may be utilized to save the video. In one or 

more embodiments of the invention, some of the recording devices may not be in direct 

communication with each other throughout the time period in which events may occur. In these 

situations, devices can be configured to save complete records of all of the data they have 

recorded to permanent storage or to a server. Saving of only data associated with events may not 

be possible in these situations because some devices may not be able to receive event trigger 

messages. In these situations, saved data can be processed after the fact to extract only the 
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relevant portions associated with one or more detected events. For example, multiple mobile 

devices may record video of a player or performer, and upload this video continuously to server 

172 for storage. Separately the player or performer may be equipped with an embedded sensor 

that is able to detect events such as particular motions or actions. Embedded sensor data may be 

uploaded to the same server either continuously or at a later time. Since all data, including the 

video streams as well as the embedded sensor data, is generally timestamped, video associated 

with the events detected by the embedded sensor can be extracted and combined on the server. 

Embodiments of the server or computer may be further configured while a communication link 

is open between the at least one motion capture sensor and the mobile device to discard at least a 

portion of the video outside of the event start time to the event stop and save the video from the 

event start time to the event stop time with the motion analysis data that occurs from the event 

start time to the event stop time. Alternatively, if the communication link is not open, 

embodiments of the computer may be further configured to save video and after the event is 

received after the communication link is open, then discard at least a portion of the video outside 

of the event start time to the event stop and save the video from the event start time to the event 

stop time with the motion analysis data that occurs from the event start time to the event stop 

time. For example, in some embodiments of the invention, data may be uploaded to a server as 

described above, and the location and orientation data associated with each device’s data stream 

may be used to extract data that is relevant to a detected event. For example, a large set of 

mobile devices may be used to record video at various locations throughout a golf tournament. 

This video data may be uploaded to a server either continuously or after the tournament. After 

the tournament, sensor data with event detections may also be uploaded to the same server. 

Post-processing of these various data streams can identify particular video streams that were 

recorded in the physical proximity of events that occurred and at the same time. Additional 

filters may select video streams where a camera was pointing in the correct direction to observe 

an event. These selected streams may be combined with the sensor data to form an aggregate 

data stream with multiple video angles showing an event.

[00216] The system may obtain video from a camera coupled with the mobile device, or any 

camera that is separate from or otherwise remote from the mobile device. In one or more 

embodiments, the video is obtained from a server remote to the mobile device, for example 

obtained after a query for video at a location and time interval.

[00217] Embodiments of the server or computer may be configured to synchronize the video 

and the event data, or the motion analysis data via image analysis to more accurately determine a 

start event frame or stop event frame in the video or both, that is most closely associated with the 

event start time or the event stop time or both. In one or more embodiments of the invention, 
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synchronization of clocks between recording devices may be approximate. It may be desirable 

to improve the accuracy of synchronizing data feeds from multiple recording devices based on 

the view of an event from each device. In one or more embodiments, processing of multiple data 

streams is used to observe signatures of events in the different streams to assist with fine-grained 

synchronization. For example, an embedded sensor may be synchronized with a mobile device 

including a video camera, but the time synchronization may be accurate only to within 100 

milliseconds. If the video camera is recording video at 30 frames per second, the video frame 

corresponding to an event detection on the embedded sensor can only be determined within 3 

frames based on the synchronized timestamps alone. In one embodiment of the device, video 

frame image processing can be used to determine the precise frame corresponding most closely 

to the detected event. See Figure 8 and description thereof for more detail. For instance, a shock 

from a snowboard hitting the ground as shown in Figure 17, that is detected by an inertial sensor 

may be correlated with the frame at which the geometric boundary of the snowboard makes 

contact with the ground. Other embodiments may use other image processing techniques or 

other methods of detecting event signatures to improve synchronization of multiple data feeds. 

[00218] Embodiments of the at least one motion capture element may include a location 

determination element configured to determine a location that is coupled with the 

microcontroller and wherein the microcontroller is configured to transmit the location to the 

computer on the mobile device. In one or more embodiments, the system further includes a 

server wherein the microcontroller is configured to transmit the location to the server, either 

directly or via the mobile device, and wherein the computer or server is configured to form the 

event video from portions of the video based on the location and the event start time and the 

event stop time. For example, in one or more embodiments, the event video may be trimmed to 

a particular length of the event, and transcoded to any or video quality for example on mobile 

device 101 or on server 172 or on computer 105 or any other computer coupled with the system, 

and overlaid or otherwise integrated with motion analysis data or event data, e.g., velocity or 

acceleration data in any manner. Video may be stored locally in any resolution, depth, or image 

quality or compression type to store video or any other technique to maximize storage capacity 

or frame rate or with any compression type to minimize storage, whether a communication link 

is open or not between the mobile device, at least one motion capture sensor and/or server. In 

one or more embodiments, the velocity or other motion analysis data may be overlaid or 

otherwise combined, e.g., on a portion beneath the video, that includes the event start and stop 

time, that may include any number of seconds before and/or after the actual event to provide 

video of the swing before a ball strike event for example. In one or more embodiments, the at 

least one motion capture sensor and/or mobile device(s) may transmit events and video to a 
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server wherein the server may determine that particular videos and sensor data occurred in a 

particular location at a particular time and construct event videos from several videos and several 

sensor events. The sensor events may be from one sensor or multiple sensors coupled with a 

user and/or piece of equipment for example. Thus the system may construct short videos that 

correspond to the events, which greatly decreases video storage requirements for example.

[00219] In one or more embodiments, the microcontroller or the computer is configured to 

determine a location of the event or the microcontroller and the computer are configured to 

determine the location of the event and correlate the location, for example by correlating or 

averaging the location to provide a central point of the event, and/or erroneous location data 

from initializing GPS sensors may be minimized. In this manner, a group of users with mobile 

devices may generate videos of a golfer teeing off, wherein the event location of the at least one 

motion capture device may be utilized and wherein the server may obtain videos from the 

spectators and generate an event video of the swing and ball strike of the professional golfer, 

wherein the event video may utilize frames from different cameras to generate a BULLET TIME 

® video from around the golfer as the golfer swings. The resulting video or videos may be 

trimmed to the duration of the event, e.g., from the event start time to the event stop time and/or 

with any pre or post predetermined time values around the event to ensure that the entire event is 

captured including any setup time and any follow through time for the swing or other event.

[00220] In one or more embodiments, the computer on the mobile device may request at least 

one image or video that contains the event from at least one camera proximal to the event 

directly by broadcasting a request for any videos taken in the area by any cameras, optionally 

that may include orientation information related to whether the camera was not only located 

proximally to the event, but also oriented or otherwise pointing at the event. In other 

embodiments, the video may be requested by the computer on the mobile device from a remote 

server. In this scenario, any location and/or time associated with an event may be utilized to 

return images and/or video near the event or taken at a time near the event, or both. In one or 

more embodiments, the computer or server may trim the video to correspond to the event 

duration and again, may utilize image processing techniques to further synchronize portions of 

an event, such as a ball strike with the corresponding frame in the video that matches the 

acceleration data corresponding to the ball strike on a piece of equipment for example.

[00221] Embodiments of the computer on the mobile device or on the server may be configured 

to display a list of one or more times at which an event has occurred or wherein one or more 

events has occurred. In this manner, a user may find events from a list to access the event videos 

in rapid fashion.
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[00222] Embodiments of the invention may include at least one motion capture sensor that is 

physically coupled with the mobile device. These embodiments enable any type of mobile 

phone or camera system with an integrated sensor, such as any type of helmet mounted camera 

or any mount that includes both a camera and a motion capture sensor to generate event data and 

video data.

[00223] In one or more embodiments of the invention, a system is configured to enable 

integration of motion event data and video event data. Figure 1 illustrates core elements of 

embodiments of such a system. Motion event data may be provided by one or more motion 

capture elements 111, which may be configured to be attached to user 150 at location LI, to a 

piece of equipment 110, or to a mobile device 130. These motion capture elements may include 

one or more sensors that measure motion values such as orientation, position, velocity and 

acceleration. The motion capture elements may also include a memory, for storing capture data, 

and a microprocessor for analyzing this data. They may also include a radio for communicating 

with other devices and for transferring motion capture data.

[00224] In some embodiments the microprocessor coupled with the motion capture element 

may collect data from the sensor, store the data in its memory, and possibly analyze the data to 

recognize an event within the data. It may then transmit the raw motion data or the event data 

via the attached radio. This raw motion data or event data may include other information such 

an identifier of the motion capture element, the user, or the equipment, and an identifier of the 

type of event detected by the motion capture element.

[00225] In some embodiments the system may also include one or more computers 105 (a 

laptop or desktop computer), 160 (a mobile phone CPU), or other computers in communication 

with sensors or cameras. Figure 1A illustrates possible components of an embodiment of a 

computer processor or “computer” 160 integrated into a mobile device. Computers may have a 

wireless communication interface 164 that can communicate with the radios of one or more 

motion capture elements 111 to receive the event data associated with motion events. The 

computer may receive raw motion data, and it may analyze this data to determine events. In 

other embodiments the determination of events may occur in the motion capture element 111, 

and the computer (such as 105 or 160) may receive event data. Combinations of these two 

approaches are also possible in some embodiments.

[00226] In some embodiments the computer or computers may further analyze event data to 

generate motion analysis data. This motion analysis data may include characteristics of interest 

for the motion recorded by the motion capture element or elements. One or more computers 

may store the motion data, the event data, the motion analysis data, or combinations thereof for 

future retrieval and analysis. Data may be stored locally, such as in memory 162, or remotely as 
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in database 172.In some embodiments the computer or computers may determine the start time 

and end time of a motion event from the event data. They may then request image data from a 

camera, such as 103, 130, 130a, or 130b, that has captured video or one or more images for some 

time interval at least within some portion of the time between this event start time and event end 

time. The term video in this specification will include individual images as well as continuous 

video, including the case of a camera that takes a single snapshot image during an event interval. 

This video data may then be associated with the motion data to form a portion of a video and 

motion capture integration system. As shown camera 103 at location L2 has field of view F2, 

while camera on mobile device 102a at position L3 has field of view F3. For cameras whose 

field of view overlaps an event, intelligent selection of the best video is achieved in at least one 

embodiment via image analysis. Sensors 107, such as environmental sensors may also be utilized 

to trigger events or at least be queried for values to combine with event videos, for example wind 

speed, humidity, temperature, sound, etc. In other embodiments, the system may query for video 

and events within a predefined area around location LI, and may also use field of view of each 

camera at L2 and L3 to determine if the video has potentially captured the event.

[00227] In some embodiments the request of video from a camera may occur concurrently with 

the capture or analysis of motion data. In such embodiments the system will obtain or generate a 

notification that an event has begun, and it will then request that video be streamed from one or 

more cameras to the computer until the end of the event is detected. In other embodiments, the 

user may gesture by tapping or moving a motion capture sensor a predefined number of time to 

signify the start of an event, for example tapping a baseball bat twice against the batter’s shoes 

may signify the start of an at bat event.

[00228] In other embodiments the request of video may occur after a camera (such as 103) has 

uploaded its video records to another computer, such as a server 172. In this case the computer 

will request video from the server 172 rather than directly from the camera.

[00229] In some embodiments the computer or computers may perform a synchronization of the 

motion data and the video data. Various techniques may be used to perform this 

synchronization. Figure IE illustrates an embodiment of this synchronization process. Motion 

capture element 111 includes a clock 2901, designated as “Clock S”. When an event occurs, the 

motion capture element generates timestamped data 2910, with times tis, tis, tss, etc. from Clock 

S. Camera 103 captures video or images of some portion of the event. The camera also includes 

a clock 2902, designated as “Clock I”. The camera generates timestamped image data 2911, 

with times tn, t2i, tsi, etc. from Clock I. Computer 105 receives the motion data and the image 

data. The computer contains another clock 2903, designated as “Clock C”. The computer 

executes a synchronization process that consists of aligning the various time scales from the 
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three clocks 2912, 2913, and 2914. The result of this synchronization is a correspondence 

between the clocks 2915. In general the alignment of clocks may require generating clock 

differences as well as stretching or shrinking timescales to reflect different clock rates. In some 

embodiments individual data frames or image frames may not be timestamped, but instead the 

first or last frame may be associated with a time and there may be a known clock rate for frame 

capture. In other embodiments data may not include a timestamp, but may be transmitted 

immediately upon capture so that the computer can estimate the time of capture based on time of 

receipt and possible network latency.

[00230] In the embodiment illustrated in Figure IE, the computer generates a synchronized 

event video 2920, which will include at least some of the motion data, event data, or motion 

analysis data obtained or calculated between the event start time and the event end time, and 

some of the video or images obtained from the camera within this start time and end time. This 

synchronized event video provides an augmented, integrated record of the event that 

incorporates both motion data and image data. In the example shown the synchronization 

process has assigned the first image frame Fi to time tsc, and the first motion data frame Di to 

time tec· In this example the image frame capture rate is twice the data frame capture rate.

[00231] One or more embodiments of the invention may also obtain at least one video start time 

and at least one video stop time associated with at least one video from at least one camera. One 

of the computers on the system may optionally synchronize the event data, the motion analysis 

data or any combination thereof with the at least one video based on a first time associated with 

the data or the event data obtained from the at least one motion capture element coupled with the 

user or the piece of equipment or the mobile device coupled with the user and at least one time 

associated the at least one video to create at least one synchronized event video. Embodiments 

command at least one camera to transfer the at least one synchronized event video captured at 

least during a timespan from within the event start time to the event stop time to another 

computer without transferring at least a portion of the video that occurs outside of the at least 

one video that occurs outside of the timespan from within the event start time to the event stop 

time to the another computer. One or more embodiments also may be configured to overlay a 

synchronized event video comprising both of the event data, the motion analysis data or any 

combination thereof that occurs during the timespan from the event start time to the event stop 

time and the video captured during the timespan from the event start time to the event stop time.

[00232] In one or more embodiments of the invention, a computer may discard video that is 

outside of the time interval of an event, measured from the start time of an even to the stop time 

of an event. This discarding may save considerable storage resources for video storage by 

saving only the video associated with an event of interest. Figure 19 illustrates an embodiment 
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of this process. Synchronized event video 1900 comprises motion and image data during an 

event, 1901, and for some predefined pre and post intervals 1902 and 1903. Portions 1910 and 

1911 before and after the pre and post intervals are discarded.

[00233] In one or more embodiments, a computer configured to receive or process motion data 

or video data may be a mobile device, including but not limited to a mobile telephone, a 

smartphone 120, a tablet, a PDA, a laptop 105, a notebook, or any other device that can be easily 

transported or relocated. In other embodiments, such a computer may integrated into a camera 

103, 104, and in particular it may be integrated into the camera from which video data is 

obtained. In other embodiments, such a computer may be a desktop computer or a server 

computer 152, including but not limited to virtual computers running as virtual machines in a 

data center or in a cloud-based service. In some embodiments, the system may include multiple 

computers of any of the above types, and these computers may jointly perform the operations 

described in this specification. As will be obvious to one skilled in the art, such a distributed 

network of computers can divide tasks in many possible ways and can coordinate their actions to 

replicate the actions of a single centralized computer if desired. The term computer in this 

specification is intended to mean any or all of the above types of computers, and to include 

networks of multiple such computers acting together.

[00234] In one or more embodiments, a microcontroller associated with a motion capture 

element 111, and a computer 105, are configured to obtain clock information from a common 

clock and to set their internal local clocks 2901 and 2903 to this common value. This 

methodology may be used as well to set the internal clock of a camera 2902 to the same common 

clock value. The common clock value may be part of the system, or it may be an external clock 

used as a remote time server. Various techniques may be used to synchronize the clocks of 

individual devices to the common clock, including Network Time Protocol or other similar 

protocols. Figure 18 illustrates an embodiment of the invention that uses an NTP or GPS server 

1801 as a common time source. By periodically synchronizing clocks of the devices to a 

common clock 1801, motion capture data and video data can be synchronized simply by 

timestamping them with the time they are recorded.

[00235] In one or more embodiments, the computer may obtain or create a sequence of 

synchronized event videos. The computer may display a composite summary of this sequence 

for a user to review the history of the events. Figure 20 illustrates an embodiment of this 

process. Video clips 1900a, 1900b, 1900c, 1900d, and 1900e are obtained at different times 

corresponding to different events. Video or motion data prior to these events, 1910 and 1911, 

and between these events, 1910a, 1901b, 1910c, and 191 Od, is removed. The result is composite 

summary 2000. In some embodiments this summary may include one or more thumbnail images 
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generated from the videos. In other embodiments the summary may include smaller selections 

from the full event video. The composite summary may also include display of motion analysis 

or event data associated with each synchronized event video. In some embodiments, the 

computer may obtain a metric and display the value of this metric for each event. The display of 

these metric values may vary in different embodiments. In some embodiments the display of 

metric values may be a bar graph, line graph, or other graphical technique to show absolute or 

relative values. In other embodiments color-coding or other visual effects may be used. In other 

embodiments the numerical values of the metrics may be shown. Some embodiments may use 

combinations of these approaches. In the example illustrated in Figure 20 the metric value for 

Speed associated with each event is shown as a graph with circles for each value.

[00236] In one or more embodiments, the computer may accept selection criteria for a metric of 

interest associated with the motion analysis data or event data of the sequence of events. For 

example, a user may provide criteria such as metrics exceeding a threshold, or inside a range, or 

outside a range. Any criteria may be used that may be applied to the metric values of the events. 

In response to the selection criteria, the computer may display only the synchronized event 

videos or their summaries (such as thumbnails) that meet the selection criteria. Figure 20 

illustrates an embodiment of this process. A selection criterion 2010 has been provided 

specifying that Speed should be at least 5. The computer responds by displaying 2001 with 

Clips 1 through Clip 4; Clip 5 has been excluded based on its associated speed.

[00237] In some embodiments of the invention, the computer may sort and rank synchronized 

event videos for display based on the value of a selected metric. This sorting and ranking may 

occur in some embodiments in addition to the filtering based on selection criteria as described 

above. The computer may display an ordered list of metric values, along with videos or 

thumbnails associated with the events. Continuing the example above as illustrated in Figure 20, 

if a sorted display based on Speed is specified, the computer generates 2002 with clips reordered 

from highest speed to lowest speed. In one or more embodiments, the computer may generate a 

highlight reel that combines the video for events that satisfy selection criteria. Such a highlight 

reel may include the entire video for the selected events, or a portion of the video that 

corresponds to the important moments in the event as determined by the motion analysis. In 

some embodiments the highlight reel may include overlays of data or graphics on the video or on 

selected frames showing the value of metrics from the motion analysis. Such a highlight reel 

may be generated automatically for a user once the user indicates which events to include by 

specifying selection criteria. In some embodiments the computer may allow the user to edit the 

highlight reel to add or remove events, to lengthen or shorten the video shown for each event, to 

add or remove graphic overlays for motion data, or to add special effects or soundtracks.
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[00238] In one or more embodiments, a video and motion integration system may incorporate 

multiple cameras, such as cameras 103, 104, 130, 130a, and 130b. In such embodiments, a 

computer may request video corresponding to an event timeframe from multiple cameras that 

captured video during this timeframe. Each of these videos may be synchronized with the event 

data and the motion analysis data as described above for the synchronization of a single video. 

Videos from multiple cameras may provide different angles or views of an event, all 

synchronized to motion data and to a common time base.

[00239] In one or more embodiments with multiple cameras, the computer may select a 

particular video from the set of possible videos associated with an event. The selected video 

may be the best or most complete view of the event based on various possible criteria. In some 

embodiments the computer may use image analysis of each of the videos to determine the best 

selection. For example, some embodiments may use image analysis to determine which video is 

most complete in that the equipment or people of interest are least occluded or are most clearly 

visible. In some embodiments this image analysis may include analysis of the degree of shaking 

of a camera during the capture of the video, and selection of the video with the most stable 

images. Figure 21 illustrates an embodiment of this process. Motion capture element 111 

indicates an event, which is recorded by cameras 103a and 103b. Computer 105 retrieves video 

from both cameras. Camera 103b has shaking 2101 during the event. To determine the video 

with least shaking, Computer 105 calculates an inter-frame difference for each video. For 

example, this difference may include the sum of the absolute value of differences in each pixel’s 

RGB values across all pixels. This calculation results in frame differences 2111 for camera 103b 

and 2110 for camera 103a. The inter-frame differences in both videos increase as the event 

occurs, but they are consistently higher in 2111 because of the increased shaking. The computer 

is thus able to automatically select video 2110 in process 2120. In some embodiments a user 

2130 may make the selection of a preferred video, or the user may assist the computer in making 

the selection by specifying the most important criteria.

[00240] In one or more embodiments of the invention, the computer may obtain or generate 

notification of the start of an event, and it may then monitor event data and motion analysis data 

from that point until the end of the event. For example, the microcontroller associated with the 

motion capture element may send event data periodically to the computer once the start of an 

event occurs; the computer can use this data to monitor the event as it occurs. In some 

embodiments this monitoring data may be used to send control messages to a camera that can 

record video for the event. In embodiments with multiple cameras, control messages could be 

broadcast or could be send to a set of cameras during the event.
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[00241] In some embodiments these control messages sent to the camera or cameras may 

modify the video recording parameters based on the data associated with the event, including the 

motion analysis data. Figure 22 illustrates an embodiment of this process. Motion capture sensor 

111 transmits motion data to computer 105, which then sends control messages to camera 103. 

In the example shown, equipment 110 is initially at rest prior to an event. The computer detects 

that there is no active event, and sends message 2210 to the camera instructing it to turn off 

recording and await events. Motion 2201 begins and the computer detects the start of the event; 

it sends message 2211 to the camera to turn on recording, and the camera begins recording video 

frames 2321 at a normal rate. Motion increases rapidly at 2202 and the computer detects high 

speed; it sends message 2212 to the camera to increase its frame rate to capture the high speed 

event. The camera generates video frames 2322 at a high rate. By using a higher frame rate 

during rapid motion, the user can slow the motion down during playback to observe high motion 

events in great detail. At 2203 the event completes, and the computer sends message 2213 to the 

camera to stop recording. This conserves camera power as well as video memory between 

events.

[00242] More generally in some embodiments a computer may send control messages to a 

camera or cameras to modify any relevant video recording parameters in response to event data 

or motion analysis data. These recording parameters may for example include the frame rate, 

resolution, color depth, color or grayscale, compression method, and compression quality of the 

video, as well as turning recording on or off.

[00243] In one or more embodiments of the invention, the computer may accept a sound track, 

for example from a user, and integrate this sound track into the synchronized event video. This 

integration would for example add an audio sound track during playback of an event video or a 

highlight reel. Some embodiments may use event data or motion analysis data to integrate the 

sound track intelligently into the synchronized event video. For example, some embodiments 

may analyze a sound track to determine the beats of the sound track based for instance on time 

points of high audio amplitude. The beats of the sound track may then be synchronized with the 

event using event data or motion analysis data. For example such techniques may automatically 

speed up or slow down a sound track as the motion of a user or object increases or decreases. 

These techniques provide a rich media experience with audio and visual cues associated with an 

event.

[00244] In one or more embodiments, a computer is configured to playback a synchronized 

event video on one or more displays. These displays may be directly attached to the computer, 

or may be remote on other devices. Using the event data or the motion analysis data, the 

computer may modify the playback to add or change various effects. These modifications may 
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occur multiple times during playback, or even continuously during playback as the event data 

changes.

[00245] As an example, in some embodiments the computer may modify the playback speed of 

a synchronized event video based on the event data or the motion analysis data. For instance, 

during periods of low motion the playback may occur at normal speed, while during periods of 

high motion the playback may switch to slow motion to highlight the details of the motion. 

Modifications to playback speed may be made based on any observed or calculated 

characteristics of the event or the motion. For instance, event data may identify particular sub­

events of interest, such as the striking of a ball, beginning or end of a jump, or any other 

interesting moments. The computer may modify the playback speed to slow down playback as 

the synchronized event video approaches these sub-events. This slowdown could increase 

continuously to highlight the sub-event in fine detail. Playback could even be stopped at the 

sub-event and await input from the user to continue. Playback slowdown could also be based on 

the value of one or more metrics from the motion analysis data or the event data. For example, 

motion analysis data may indicate the speed of a moving baseball bat or golf club, and playback 

speed could be adjusted continuously to be slower as the speed of such an object increases. 

Playback speed could be made very slow near the peak value of such metrics.

[00246] Figure 23 illustrates an embodiment of variable speed playback using motion data. 

Motion capture element 111 records motion sensor information including linear acceleration on 

the x-axis 1501. (In general many additional sensor values may be recorded as well; this 

example uses a single axis for simplicity.) Event threshold 2301 defines events of interest when 

the x-axis linear acceleration exceeds this threshold. Events are detected at 1502 and 1503. 

Event 1502 begins at 2302 and completes at 2303. On playback, normal playback speed 2310 is 

used between events. As the beginning of event 1502 approaches, playback speed is reduced 

starting at 2311 so the user can observe pre-event motion in greater detail. During the event 

playback speed is very slow at 2313. After the event end at 2303 playback speed increases 

gradually back to normal speed at 2312.

[00247] In other embodiments, modifications could be made to other playback characteristics 

not limited to playback speed. For example, the computer could modify any or all of playback 

speed, image brightness, image colors, image focus, image resolution, flashing special effects, or 

use of graphic overlays or borders. These modifications could be made based on motion analysis 

data, event data, sub-events, or any other characteristic of the synchronized event video. As an 

example, as playback approaches a sub-event of interest, a flashing special effect could be 

added, and a border could be added around objects of interest in the video such as a ball that is 

about to be struck by a piece of equipment.
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[00248] In embodiments that include a sound track, modifications to playback characteristics 

can include modifications to the playback characteristics of the sound track. For example such 

modifications may include modifications to the volume, tempo, tone, or audio special effects of 

the sound track. For instance the volume and tempo of a sound track may be increased as 

playback approaches a sub-event of interest, to highlight the sub-event and to provide a more 

dynamic experience for the user watching and listening to the playback.

[00249] In one or more embodiments of the invention, a computer may use event data or motion 

analysis data to selectively save only portions of video stream or recorded video. This is 

illustrated in Figure 19 where video portions 1910 and 1911 are discarded to save only the event 

video 1901 with a pre-event portion 1902 and a post-event portion 1903. Such techniques can 

dramatically reduce the requirements for video storage by focusing on events of interest. In 

some embodiments, a computer may have an open communication link to a motion capture 

sensor while an event is in progress. The computer may then receive or generate a notification 

of a start of an event, and begin saving video at that time; it may then continue saving video until 

it receives or generates a notification of the end of the event. The computer may also send 

control messages to a camera or cameras during the event to initiate and terminate saving of 

video on the cameras, as illustrated in Figure 22.

[00250] In other embodiments the computer may save or receive videos and event data after the 

event has completed, rather than via a live communication link open through the event. In these 

embodiments the computer can truncate the saved video to discard a portion of the video outside 

the event of interest. For example, a server computer 152 may be used as a repository for both 

video and event data. The server could correlate the event data and the video after upload, and 

truncate the saved video to only the timeframes of interest as indicated by the event data.

[00251] In one or more embodiments a computer may use image analysis of a video to assist 

with synchronization of the video with event data and motion analysis data. For example, 

motion analysis data may indicate a strong physical shock (detected, for instance, using 

accelerometers) that comes for instance from the striking of a ball like a baseball or a golf ball, 

or from the landing of a skateboard after a jump. The computer may analyze the images from a 

video to locate the frame where this shock occurs. For example, a video that records a golfball 

may use image analysis to detect in the video stream when the ball starts moving; the first frame 

with motion of the golf ball is the first frame after the impact with the club, and can then be 

synchronized with the shock in the corresponding motion analysis data. This is illustrated in 

Figure 24 where image analysis of the video identifies golfball 2401. The frame where ball 

2401 starts moving, indicated in the example as Impact Frame 34, can be matched to a specific 

point in the motion analysis data that shows the shock of impact. These video and motion data 
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frames can be used as key frames; from these key frames the video frames that correspond most 

closely to the start and end of an event can be derived.

[00252] In one or more embodiments, a computer may use image analysis of a video to generate 

a metric from an object within the video. This metric may for instance measure some aspect of 

the motion of the object. Such metrics derived from image analysis may be used in addition to 

or in conjunction with metrics obtained from motion analysis of data from motion sensors. In 

some embodiments image analysis may use any of several techniques known in the art to locate 

the pixels associated with an object of interest. For instance, certain objects may be known to 

have specific colors, textures, or shapes, and these characteristics can be used to locate the 

objects in video frames. As an example, a golfball may be known to be approximately round, 

white, and of texture associate with the ball’s materials. Using these characteristics image 

analysis can locate a golfball in a video frame. Using multiple video frames the approximate 

speed and rotation of the golfball could be calculated. For instance, assuming a stationary or 

almost stationary camera, the location of the golf ball in three-dimensional space can be 

estimated based on the ball’s location in the video frame and based on its size. The location in 

the frame gives the projection of the ball’s location onto the image plane, and the size provides 

the depth of the ball relative to the camera. By using the ball’s location in multiple frames, and 

by using the frame rate which gives the time difference between frames, the ball’s velocity can 

be estimated.

[00253] Figure 24 illustrates this process where golfball is at location 2401 in frame 2403, and 

location 2402 in frame 2404. The golfball has an icon that can be used to measure the ball’s 

distance from the camera and its rotation. The velocity of the ball can be calculated using the 

distance moved between frames and the time gap between frames. As a simple example if the 

ball’s size does not change appreciably between frames, the pixel difference between the ball’s 

locations 2402 and 2401 can be translated to distance using the camera’s field of view and the 

ball’s apparent size. The frame difference shown in the example is 2 frames (Frame 39 to Frame 

41), which can be converted to time based on the frame rate of the camera. Velocity can then be 

calculated as the ratio of distance to time.

[00254] In one or more embodiments, a computer can access previously stored event data or 

motion analysis data to display comparisons between a new event and one or more previous 

events. These comparisons can be for the same user and same equipment over time, or between 

different users and different equipment. These comparisons can provide users with feedback on 

their changes in performance, and can provide benchmarks against other users or users of other 

types or models of equipment. As an illustration, Figure ID shows device 101 receiving event 

data associated with users 150 and 152. This data is transmitted to computer 105 for display and 
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comparison. A user 151 can compare performance of user 150 and 152, and can track 

performance of each user over time.

[00255] In one or more embodiments, the microcontroller coupled to a motion capture element 

is configured to communicate with other motion capture sensors to coordinate the capture of 

event data. The microcontroller may transmit a start of event notification to another motion 

capture sensor to trigger that other sensor to also capture event data. The other sensor may save 

its data locally for later upload, or it may transmit its event data via an open communication link 

to a computer while the event occurs. These techniques provide a type of master-slave 

architecture where one sensor can act as a master and can coordinate a network of slave sensors.

[00256] In one or more embodiments of the invention, a computer may use event data to 

discover cameras that can capture or may have captured video of the event. Such cameras need 

to be proximal to the location of the event, and they need to be oriented in the correct direction 

to view the event. In some systems the number, location, and orientation of cameras is not 

known in advance and must be determined dynamically. As an event occurs, a computer 

receiving event data can broadcast a request to any cameras in the vicinity of the event or 

oriented to view the event. This request may for example instruct the cameras to record event 

video and to save event video. The computer may then request video from these proximal and 

correctly oriented cameras after the event. This is illustrated in Figure 1 where computer 160 

may receive notification of an event start from motion capture element 111. Computer 160 may 

broadcast a request to all cameras in the vicinity such as 103, 104, 130, 130a, and 130b. As an 

example, cameras 103 and 130 may be proximal and correctly oriented to view the event; they 

will record video. Camera 104 may be too far away, and cameras 130a and 130b may be close 

enough but not aiming at the event; these cameras will not record video.

[00257] In some embodiments one or more videos may be available on one or more computers 

(such as servers 152, or cloud services) and may be correlated later with event data. In these 

embodiments a computer such as 152 may search for stored videos that were in the correct 

location and orientation to view an event. The computer could then retrieve the appropriate 

videos and combine them with event data to form a composite view of the event with video from 

multiple positions and angles.

[00258] In one or more embodiments, a computer may obtain sensor values from other sensors 

in addition to motion capture sensors, where these other sensors are proximal to an event and 

provide other useful data associated with the event. For example, such other sensors may sense 

various combinations of temperature, humidity, wind, elevation, light, sound and physiological 

metrics (like a heartbeat). The computer may retrieve these other values and save them along 
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with the event data and the motion analysis data to generate an extended record of the event 

during the timespan from the event start to the event stop.

[00259] In one or more embodiments, the types of events detected, monitored, and analyzed by 

the microprocessor, the computer, or both, may include various types of important motion events 

for a user, a piece of equipment, or a mobile device. These important events may include critical 

or urgent medical conditions or indicators of health. Some such event types may include 

motions indicative of standing, walking, falling, heat stroke, a seizure, violent shaking, a 

concussion, a collision, abnormal gait, and abnormal or non-existent breathing. Combinations of 

these event types may also be detected, monitored, or analyzed.

[00260] Figure 25 shows a flowchart of an embodiment of a method for integrated sensor and 

video motion analysis. The flowchart shows illustrative dependencies between the steps. The 

dependencies are for illustration only; embodiments of the method may use different steps and 

may carry out the steps in any desired order. The input is obtained at 2500, Obtain Video, at 

2510, Obtain Objects of Interest, and at 2570, Obtain Motion Sensor Data; the output is 

performed at 2590, Generate Motion Metrics. Video may be obtained from one or more cameras 

and may include raw video or event based videos as determined in each camera or sensor or 

combination thereof. Transfer of event based videos and any discarding of non-event video 

provides for faster and more pertinent video processing and storage. Video may include single 

images captured by a camera. Motion sensor data is obtained from one or more motion capture 

elements. Sensors may communicate with other sensors to communicate that an event has 

occurred so that even if some sensors do not register an event the sensor and any associated 

camera may save a predetermined amount of motion data and/or image data before and after the 

event, even if not detected locally by the sensor or camera that receives the event. These motion 

capture elements may include one or more sensors that measure any aspect of the motion of an 

object. Such sensors may include for example, without limitation, accelerometers, gyroscopes, 

magnetometers, strain gauges, altimeters, speedometers, GPS, optical or sonic rangefinders, flow 

meters, pressure meters, radar, or sonar, and any other types of sensors such as temperature, 

humidity, wind, elevation, light, sound and physiological metrics, such as heartbeat sensors. 

Groups of sensors may be utilized to signify an event as well, so that if the heart rates or sound 

increases above a predefined threshold, then a group event may be designated and published or 

otherwise broadcast, for example if filtered by location and time. In addition, social media sites 

may be sampled to correlate or augment the event or group event. Quantities measured by these 

sensors may include for example, without limitation, any combination of linear position, linear 

velocity, linear acceleration, trajectory, orientation, angular velocity, angular acceleration, time 

of motion, time elapsed between positions, time elapsed between start of motion and arriving at a 
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position, and time of impact, or any quantity or value associated with the specific type of sensor, 

e.g., blood pressure, heart rate, altitude, etc. Motion sensor data and video may be obtained in 

any manner, including via wired or wireless network communication, for example with cameras 

containing an internal motion or other sensor, as well as coupled externally or wirelessly to a 

camera for example. Sensor data and video may be obtained synchronously during activities, or 

they may be retrieved and analyzed after activities.

[00261] Objects of interest may include persons, equipment, or any combinations thereof. 

These objects may be specific, such as a particular item with a designated serial number, or they 

may be general categories of objects, any of which may be of interest. General categories may 

for example include categories such as “people running” or “golf balls” or “skateboards.” The 

particular objects of interest will depend on the application for each embodiment of the method. 

Illustrative equipment of interest may include for example, without limitation, balls, bats, clubs, 

rackets, gloves, protective gear, goals, nets, skateboards, skis, surfboards, roller skates, ice 

skates, cars, motorcycles, bicycles, helmets, shoes, medical devices, crutches, canes, walking 

sticks, walkers, and wheelchairs.

[00262] At 2520, Select Frames obtains a set of frames from the video or videos. In some 

embodiments or applications the entire video or videos may be selected. In some embodiments 

portions of the video or videos may be selected for analysis. Selection of relevant frames may 

be made on any basis. For example, in one or more embodiments there may be external 

information that indicates that only frames captured in particular time range or captured from a 

particular viewpoint include activities of interest. In one or more embodiments frames may be 

down sampled to reduce processing requirements. In one or more embodiments a preprocessing 

step may be used to scan frames for potentially relevant activities, and to select only those 

frames for subsequent analysis.

[00263] Associated with each object of interest there are one or more distinguishing visual 

characteristics for that object. At 2510, in one or more embodiments, the method may include 

obtaining these distinguishing visual characteristics for each object. These distinguishing visual 

characteristics assist in locating and orienting the objects of interest in the video frames. 

Examples of distinguishing visual characteristics may include, without limitation, shape, 

curvature, size, color, luminance, hue, saturation, texture, and pixel pattern. Any visual 

characteristic that may assist in locating or orienting an object in a video frame may be used as a 

distinguishing visual characteristic. As a simple example, a golfball may be distinguished by its 

shape (spherical), its color (typically white), and its size (typically about 43 mm in diameter); 

any one of these characteristics, or any combination of them, may be used to identify one or 

more golfballs in video frames.
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[00264] At 2530, Search for Objects of Interest, the method uses the distinguishing visual 

characteristics to find the objects of interest in the selected video frames. One or more 

embodiments may employ any desired search strategy to scan the pixels of the video frames for 

the distinguishing visual characteristics. Below we will describe some search strategies that may 

be employed in one or more embodiments to limit the search areas to specific regions of the 

frames. However, one or more embodiments may conduct exhaustive searches to scan all pixels 

of all frames to locate the objects of interest. Because pixel regions in video frames may in some 

cases contain noise, occlusions, shadows, or other artifacts, these regions may not precisely 

match the distinguishing visual characteristics even when an object of interest is present; one or 

more embodiments may therefore use any desired approximate matching techniques to estimate 

the probability that a pixel region represents an object of interest. Such approximate matching 

techniques may for example include scoring of regions based on correlations of pixels with 

patterns expected based on the distinguishing visual characteristics.

[00265] The result of 2530, Search for Objects of Interest, includes a list of identified objects 

that have been located in one or more of the frames, along with the pixel regions in those frames 

that contain those identified objects. At 2550, Estimate Object Pose Relative to Camera Pose, 

the method generates an estimate of the position or orientation (or both) of each identified 

object, relative to the position and orientation of the camera when the camera captured the video 

frame. The term “pose” in this specification refers to the position and orientation of an object 

relative to some coordinate system, or to partial information about the position, the orientation, 

or both. This usage of “pose” is standard in the art for robotics and computer graphics, for 

example.

[00266] One or more embodiments of the method include techniques to estimate object 

locations and orientations even when the camera or cameras used to capture the video are 

moving during video capture. Moving cameras create a significant challenge because apparent 

motion of objects may be due to camera motion, to object motion, or to a combination of these 

two factors. The embodiment shown in Figure 25 addresses this issue in three ways: at 2550, the 

method estimates the pose of an identified object relative to the camera; at 2540, the method 

estimates the pose of the camera relative to some fixed coordinate system (for example a 

coordinate system associated with the scene or scenes captured by the camera); at 2560, the 

method transforms the object pose to the common coordinate system. One or more 

embodiments may use any techniques to separate camera movement from object movement; the 

steps shown here are simply illustrative. Moreover in one or more embodiments of the method, 

it may be known (or inferred) that the camera was not moving during video capture (or during a 
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portion of video capture); in these embodiments, step 2540 is optional and may be unnecessary, 

and steps 2550 and 2560 may be combined, for example.

[00267] At 2560, objects of interest have been identified, and the pose of each object relative to 

a common coordinate system has been determined. From this pose data it is then possible to 

generate various motion metrics for each identified object. For example, the trajectory of an 

object is obtained simply by tracking its location (in the common coordinate system) over time. 

The velocity of an object may be obtained by dividing the inter-frame change in location by the 

time between frames. Various other motion metrics may be calculated for each identified object, 

including for example, without limitation, position, orientation, trajectory, velocity, acceleration, 

angular velocity, and angular acceleration.

[00268] The embodiment shown in Figure 25 obtains additional information about object 

movements at 2570, Obtain Motion Sensor Data. In one or more embodiments, one or more of 

the objects of interest may have motion capture elements attached to or otherwise observing 

motions of the objects. These motion capture elements have sensors that collect data about 

object movements. In one or more embodiments, this sensor data is integrated with the motion 

metrics derived from video analysis to form integrated motion metrics. In order to combine 

sensor data and video information, one or more embodiments first synchronize this data to a 

common time scale. This synchronization occurs at 2580, Synchronize Video and Motion 

Sensor Data. In some embodiments the clocks of cameras and motion capture elements may be 

synchronized prior to data and video capture; in these situations synchronization may be 

unnecessary or trivial. In other embodiments the clocks of the various devices (cameras and 

sensors) may not be synchronized, and a post-capture synchronization step at 2580 may be 

necessary.

[00269] After video frames and motion sensor data are synchronized, the data may be integrated 

at 2590 to Generate Motion Metrics. This data integration is a “sensor fusion” process, which 

combines information from different kinds of sensors to create an integrated view of the motion 

of the identified objects. Embodiments may use any desired techniques for sensor fusion, 

including for example, without limitation, Kalman filters, extended Kalman filters, 

complementary filters, Bayesian networks, multiple hypothesis testing, and particle filters. In 

some embodiments sensor fusion may include simple weighted averaging of estimates from 

different data sources, for example with weights inversely proportional to the error variance of 

each data source. One or more embodiments may for example use video information for 

absolute positioning, and use sensor data for tracking changes in position (for example using 

inertial sensors).
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[00270] The specific steps shown in Figure 25 are described in greater detail as per Figure 26, 

which illustrates examples of 2510, Obtain Objects of Interest, which includes obtaining the 

distinguishing visual characteristics of these objects. In this illustrative example, three objects of 

interest are obtained: golf club 2601, golfball 2602, and golfer 2603. As discussed above, these 

objects may be specific items, or they may represent general categories. For example, golf club 

2601 may represent a specific driver belonging to a particular golfer, or it may be a general 

category for all drivers, or for all clubs. Distinguishing visual characteristics 2611, 2612, and 

2613 illustrate possible characteristics for items 2601, 2602, and 2603, respectively. These 

examples are simply illustrative; embodiments may use any desired characteristics to identify 

objects of interest. For golf club 2601, possible distinguishing characteristics 2611 include the 

long length of the club relative to its width, the shape of the clubhead, and the metallic color of 

the shaft. For golfball 2602, possible distinguishing characteristics 2612 include the circular 

shape of the ball and its typically white color. Characteristics for golfer 2603 may be more 

complex, since unlike the golf club and the golf ball, the golfer is not a rigid body; hence the 

golfer’s shape may change. Nevertheless certain possible characteristics 2613 may include a 

relatively large height compared to width, the general body shape of having a torso with an 

attached head, legs, and arms, and possibly skin tone colors for the face or other exposed areas.

[00271] The illustrative distinguishing visual characteristics 2611 and 2612 also include 

information on the size of the objects. This size information may be helpful in locating the 

objects in video frames; in addition, known object sizes provide a reference that allows for 

estimation of the distance of the object from the camera, since apparent size is inversely 

proportional to distance.

[00272] The issue of camera motion and how one or more embodiments of the method may 

identify and compensate for camera motion is shown in Figure 27, which illustrates an example 

with a moving object and a moving camera. A camera at initial location 2710a views scene 

2701a, which contains moving golfball 2702a and stationary flag 2704a. The frame captured at 

this point in time is 2711a. Golfball 2702a is moving to the right along the horizontal x-axis 

and downwards on the vertical y-axis. Using a coordinate system fixed to the initial camera pose 

2710a, golfball 2702a is at x coordinate 2703a (xO) in the scene, and the image 2712a of the ball 

in frame 2711a is also at xO. The image of the flag 2714a in 2711a is at x coordinate 2715a (x2). 

[00273] The camera then moves to the right by amount Ax, to location 2710b. In this time, the 

golf ball also moves rightward by Ax to location 2702b, at x coordinate 2703b (xl). In the 

image 2711b of the camera at 2710b, it appears that the golfball is at location 2712b, with x 

coordinate 2713b unchanged; and it appears that the flag has moved to the left to 2714b, at x 

coordinate 2715b (xl). Without accounting for camera motion, analysis of the frames 2711a and 
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2711b would indicate that the flag is moving left, and the ball is dropping but not moving 

horizontally.

[00274] In this example, detecting the change in camera pose is straightforward because the 

analysis can use the fact that the true position of the flag has not changed. Therefore it is 

straightforward to deduce that the camera has moved to the right by Δχ. In general camera 

motion may involve movement in any direction, as well as changes in camera orientation, so the 

analysis may be more complex. However the principle of using stationary objects to deduce 

changes in camera pose can be used in one or more embodiments even in these more complex 

situations.

[00275] One or more embodiments may use camera sensors to determine the pose of the camera 

during the capture of each of the video frames. If this sensor data is available, image analysis to 

deduce camera pose, such as the analysis described above, may not be necessary, because the 

camera pose may be available directly. For example, in Figure 27 the camera 2710b may be 

equipped with sensor 2720, which detects changes in camera pose. Such a camera pose sensor 

may for example include inertial sensors, GPS, or any other sensor or sensors that track position, 

orientation, or changes thereof.

[00276] Figure 28 illustrates an example of using the deduced change in camera pose to convert 

object pose changes to common coordinates. In this example, step 2560 transforms frame 2711b 

to frame 2811b, which shifts all objects to the right by Δχ. Frame 2811b is now in the same 

coordinate system as frame 2711a, and object motion can be determined directly. The change

2801 in ball position can be calculated from these two frames. Moreover using the apparent size

2802 (d) in pixels of the golfball in frame 2711b and the ball’s actual size s, it is possible to 

convert the position change 2801 (Ar) from pixels to distance units, for example as 

Ar’=(Ar)(s/d). (This conversion presumes that the apparent size of the ball 2712a is the same in 

frames 2711a and 2711b; if the ball’s apparent size changes, and additional analysis would be 

required to account for the movement of the ball perpendicular to the video frames.) From the 

frame rate for the video, it is possible to determine the time difference Δΐ between frames, and 

thus to calculate the ball’s velocity vector as v =Δγ7Δϊ.

[00277] The illustrative example continues in Figure 29 by presuming that the ball 2712a has an 

attached motion capture element 2901, shown as a star symbol. In this example, the motion 

capture element includes an inertial sensor with a 3-axis accelerometer and a 3-axis gyroscope, 

and possible other sensors as well. Sensor data is transmitted wirelessly over channel 2902 to 

receiver 2903, with only x-axis data shown in the figure. Using inertial navigation techniques 

known in the art, accelerometer and gyro data are integrated at step 2911, yielding motion 

metrics in a fixed coordinate system, including the linear velocity estimate 2912 from sensor 
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data. From video frame analysis, the shift in ball position 2801 in video frame 2811b is 

translated to a linear velocity estimate 2910. The sensor velocity estimate 2912 and the video 

velocity estimate 2910 are combined by sensor fusion module 2913, forming a final ball velocity 

estimate 2920. For example, one simple illustrative sensor fusion technique is to take a weighted 

average v = avvideo + (1- a)vsensor where the weighting factor a may depend on the relative 

error variances of the video estimate and the sensor estimate.

[00278] We now discuss some possible approaches to step 2580, synchronizing video and 

motion sensor data. Figure 30 illustrates an embodiment that synchronizes video and sensor data 

using events. In one or more embodiments, certain types of events may be identified along with 

signatures for the events in both the sensor data and the video data. Synchronization may then 

be performed by scanning video frames for a video event signature, scanning sensor data for the 

corresponding sensor data signature, and aligning the sensor clock and video clock at the time of 

the event. In the embodiment shown in Figure 30, the event used for synchronization is the 

impact of a golf clubhead with a golfball. In this embodiment a sensor with an accelerometer is 

attached to the grip of the golf club to detect the shock from the impact of the clubhead with the 

ball. The sensor or an analysis system receiving data from the sensor monitors the magnitude of 

the acceleration 3020 received from the accelerometer. A video camera captures video showing 

the swing of the club, shown as frames 3001a, 3001b, 3001c, and 3001d. The sensor data 

signature 3030 for the impact event is that the magnitude of the acceleration exceeds a 

designated threshold value; this corresponds to the impact shock. In this example, this sensor 

signature is detected at 3031 at time t-sl relative to the sensor clock time 3022. The video 

signature 3010 for the impact event is that the clubhead is directly adjacent to the ball. Other 

signatures are possible as well; for example in one or more embodiments the beginning of ball 

movement may be used as a video signature for an impact. The video signature 3010 is detected 

at 3011 at time t-v3 relative to the camera’s clock time. Synchronization of the sensor clock and 

the camera clock then consists of aligning the time 3031 of the sensor data signature with the 

time 3011 of the video signature, at step 3040.

[00279] Figure 31 illustrates another approach to synchronization that may be used by one or 

more embodiments. This approach uses comparable motion metrics derived from sensor data 

and from video frames. In the embodiment shown in Figure 31, velocity of a selected object as 

measured by sensor data 2912 is compared to the velocity 2910 of this object as measured by 

video frame analysis. It is apparent that the two velocity graphs have approximately the same 

shape, but they are offset by a time difference 3101 representing the difference in the sensor 

clock and the camera clock. To determine the time difference, a signal correlation graph 3102 

may be used; the peak correlation 3103 shows the time offset needed to synchronize the clocks.
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[00280] One or more embodiments may use methods to identify false positive events. These 

false positives have signatures that are similar to those of desired events, but they are caused by 

spurious actions. Figure 32 illustrates an example where the desired event is the impact of a golf 

clubhead with a golfball. This impact may be detected by an accelerometer attached to the golf 

club since the shock of impact causes a spike in acceleration. The sensor data signature 3030 for 

the event is that the magnitude of acceleration exceeds a specified threshold value. However this 

sensor data signature may be a false positive, in that shocks to the club other than impact with 

the ball may also produce the signature. For example, as shown at 3202, tapping the club on the 

ground may produce an acceleration signature which is a false positive. In one or more 

embodiments, a false positive may be distinguished from a true event by combining a sensor 

data signature and a video signature. In Figure 32, the video signature for the event of the 

clubhead impacting the ball is, for example, that the video shows the clubhead adjacent to the 

ball. Analysis of video frames 3201a, 3201b, 3201c, and 3201d does not show this video 

signature. Thus the apparent event signature 3030 may be combined with the non-signature 

3210 from the video to classify the event as a false positive 3220. The converse situation may 

also occur where video analysis shows an apparent event via a video signature, but the sensor 

data shows this apparent event to be a false positive.

[00281] One or more embodiments may use multi-stage tests to distinguish between false 

positive events and valid events. Figure 32A illustrates an embodiment that monitors sensor data 

using a two-stage detection process to find prospective events. First acceleration magnitude 

3020 is monitored against threshold value 32A01. When the acceleration magnitude exceeds the 

threshold, a second stage of threshold testing is initiated, here on the value 32A02 of the y-axis 

of acceleration. If this value exceeds the second threshold value 32A03 during time interval 

32A04, the embodiment signals a prospective event 32A05. This prospective event triggers two 

additional event validation steps. First another motion metric 32A05 from the motion capture 

sensor, here the y-axis of angular velocity, is compared to a typical sensor data signature 32A06 

for this metric. If the metric does not matches the sensor data signature, the event is declared to 

be a false positive 32A10. Otherwise a second validation check is performed using video 

analysis. Image 3201c is compared to an expected video signature 3010 to validate the event. If 

these images match, a valid event 32A20 is declared; otherwise the prospective event is 

classified as a false positive 32A10. The specific metrics, thresholds, and tests shown in Figure 

32A are for illustration only; embodiments may use any combinations of any metrics for 

detection and validation of events, and may combine sensor data and video data in any desired 

manner to perform this detection and validation. For example, in one or more embodiments, a 
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valid event may require only one of the sensor data signature and the video signature, rather than 

requiring both as shown in Figure 32A.

[00282] In one or more embodiments, objects of interest may include motion capture elements 

with visual markers. A visual marker may have a distinctive pattern or color, for example, that 

forms part of the distinguishing visual characteristics for that object. Figure 33 illustrates an 

example with motion capture element 3302 attached to golf club 3301; the pattern 3303 on the 

motion capture element is a visual marker. In one or more embodiments, the pattern of the 

visual marker may be designed to assist in determining the orientation of the associated object; 

this is facilitated by using a visual marker with a pattern like 3303 that has no rotational 

symmetries: any rotation produces a distinct pattern like 3304 which is not identical to the 

unrotated pattern 3303.

[00283] We now discuss illustrative embodiments of step 2550, determining the pose of an 

identified object relative to the camera pose. Pose consists of location, orientation, or both. 

Figure 34 illustrates an example of determining the location of an identified object. The object 

of interest is golf ball 2712a in frame 2711a. The frame has width 3403 (w) in pixels, and 

horizontal field of view 3404 (a. The two-dimensional location of the ball in the frame is at x 

coordinate 3401 (xO) and y coordinate (yO) relative to the center of the frame. These coordinates 

are in the pixel space of the frame, rather than in a three-dimensional space determined by the 

camera. The ball 2712a has an apparent size 2802 (d) in pixel space. We define xyz coordinate 

system 3410 with the z-axis pointing towards the camera, and the origin at the focal point of the 

camera. We take the frame 2711a to be a projection onto the image plane 3412 with z = -1, 

rescaled to pixels via the factor s = w/2 tan (0. In this image plane, the ball is at coordinates 

3411, with (xl,yl, zl) = (%0/s ,y0/s, — 1). Assuming that the actual size of the ball is 

known, the distance of the ball from the camera can be determined, as discussed above. Using 

the apparent size 2802 (d) and actual size 3413 (b) of the ball, the ball is at location 3414 with 

(x2,y2, z2) = (bxO/d,by0/d, — bs/d).
[00284] Figure 35 illustrates an example of determining the orientation of an identified object. 

The object of interest is golfball 3501 in frame 2711a. The golfball is equipped with a visual 

marker that has no rotational symmetry. Step 2550 of estimating the object’s pose relative to the 

camera pose compares the observed visual marker pattern 3501 to a reference pattern 3502 that 

represents the unrotated orientation of the object. One or more embodiments may obtain a 

reference pattern for an object from the distinguishing visual characteristics for the object; for 

example, an embodiment may define a natural baseline orientation that is used as a reference 

pattern. One or more embodiments may instead or in addition obtain a reference pattern from 

another video frame, in order to determine the change in orientation between frames. One 
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method that may be used by one or more embodiments to determine the object’s rotation is to 

search for an angle of rotation that maximizes the correlation (or minimizes the difference) 

between the observed pattern 3501 and the reference pattern 3502 after the rotation is applied. 

For example graph 3510 shows the spatial correlation between these patterns for various angles 

of rotation; the peak correlation 3511 occurs at angle 3512, which represents the orientation of 

the object 3501. This example illustrates finding a single rotation angle; in some embodiments it 

may be desired to find a rotation that may have up to three degrees of freedom. A similar 

approach may be used in these embodiments to search for a rotation that minimizes the 

differences between the observed pattern and the rotated reference pattern.

[00285] One or more embodiments may use only location information about an identified 

object, in which case the step of determining object orientation is not necessary. One or more 

embodiments may use only orientation information about an object, in which case the step of 

determining object location is not necessary. One or more embodiments may use only partial 

information about location or orientation, in which case the steps may be simplified; for 

example, in some applications it may be necessary only to determine vertical location (height) 

rather than complete xyz location.

[00286] We return now to the issue of locating an object of interest in a video frame. As 

discussed above, one approach used in one or more embodiments is to conduct an exhaustive 

search of all pixels looking for a match to the distinguishing visual characteristics of the object. 

However in some embodiments there may be additional information available that can limit the 

area that needs to be searched. For example, in some embodiments it may be possible to create a 

physical model of the possible or probable trajectories of an object. Such a physical model will 

depend on the specific object and on the application for the embodiment. Using such a physical 

model, it may be possible to predict regions with a high probability of finding an object, based 

for example on the object’s position in previous frames. Figure 36 illustrates an embodiment 

that uses a physical model. Golfball 3602a appears in frames 3601a, 3601b, and 3601c. We 

presume for illustration that the locations of the ball in frames 3601a and 3601b have been 

found, and that it is desired to find the location of the ball in frame 3601c. The embodiment uses 

physical model 3610 for the trajectory of the ball; this model presumes that the only force on the 

ball while it is in flight is the downward force of gravity. (Air resistance is neglected here; other 

embodiments may use more complex physical models that take air resistance into account, for 

example. This model also shows movement only in the x-y plane for ease of illustration; other 

embodiments may use models that consider movement in all three axes, for example.) Using the 

locations 3602a and 3602b of the ball in frames 3601a and 3601b, respectively, the parameters 

of the model 3610 (%o> yo> vx> vy) can be determined. The location 3620 of the ball in frame 
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3601c can then be predicted by extrapolating the trajectory forward in time. Here we show the 

region as an area rather than a single point; this reflects that in one or more embodiments the 

physical model may take into account uncertainties in model parameters to generate probable 

regions for trajectories rather than simple point estimates.

[00287] Use of physical models as illustrated in Figure 36 may also assist in disambiguating 

objects in frames. For example, in Figure 36, frame 3601a has two golfballs, 3602a, and 3603a. 

Two balls also appear in subsequent frames. A simple search for pixel patterns of a golf ball 

may identify the relevant areas, but may not easily determine which areas correspond to which 

of the two golfballs over time. As shown in Figure 36, the physical model makes it clear that 

the ball 3603 is stationary and that region 3620 contains the location of the moving ball in the 

third frame.

[00288] Another technique that may be used in one or more embodiments to reduce the search 

area for objects of interest is to use frame differencing to identify regions with moving object. 

An example of this technique is illustrated in Figure 37. As in Figure 36, there are three frames 

3601a, 3601b, and 3601c, with one moving golf ball and one stationary golf ball. Frame 

differences are calculated at 3701 and 3705, yielding 3702 that shows areas that differ between 

frames 3601a and 3601b, and 3706 that shows areas that differ between frames 3601b and 

3601c. The search for a moving golfball may focus for example on these areas of difference, 

3703, 3704, 3707, and 3708. A further optimization may be made by using intersection 3710 to 

find common areas of difference 3711 for the frame 3601b between the forward difference 3706 

and the backward difference 3702. In this example the intersection 3711 has only a single 

region, which is the likely location of the moving golfball in frame 3601b.

[00289] We now discuss a technique that may be used in one or more embodiments to transform 

frames to a common coordinate system. As discussed above, such transformations may be 

needed when there is camera motion in addition to object motion. In Figure 38, a camera 

initially at pose 3802 captures frame 3801. The camera then moves to pose 3803, generating 

frame 3804. (Note that objects are shown shaded in 3801 and not shaded in 3804; this is simply 

for ease of illustration of the technique explained below.) It is desired to transform frame 3804 

to the original camera pose 3802, so that moving objects of interest (not shown here) may be 

identified. One or more embodiments may use the following technique, or variants thereof: 

First an overall frame translation 3805 is determined between the frames, where this frame 

translation aligns a center region of the first frame 3801 with the corresponding center region of 

the translated frame from 3804. The center region may be of any desired shape and size. In the 

example shown, the center region of 3801 contains an image of a house. Frame 3804 is 

therefore shifted by frame translation 3805 to align the house in the two frames, as shown at 
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3806. This frame translation does not completely align the two frames, because the change in 

camera pose does not (in this illustrative case) result in a uniform translation of all objects in the 

frames. Therefore the method proceeds to make additional local alignments. The frame 3804 is 

divided into tiles. In Figure 38 the frame is divided into 9 tiles using a 3x3 grid; one or more 

embodiments may use any desired number and arrangement of tiles, including nonrectangular 

tiles or tiles of any shape and size. Each tile is then translated by a local tile translation to align 

it with the corresponding tile of the previous frame. For example, the upper left tile containing 

the sun is shifted left by local translation 3809. The middle tiles containing the flag are shifted 

right by local translation 3808. In general the alignment created by the overall frame translation 

and the local tile translations may not result in a perfect match between pixels of the previous 

frame and the translated subsequent frame; one or more embodiments may use heuristics to find 

a best alignment, for example by minimizing pixel differences after the frame translation and the 

local tile translations.

[00290] One or more embodiments may calculate motion metrics that include a time of impact 

for an object of interest. For example, as discussed above, an embodiment that focuses on golf 

may calculate the time of impact between a golf clubhead and a golf ball; similar impact times 

may be useful for example in other sports applications such as baseball, tennis, hockey, or 

cricket. A technique used by one or more embodiments to determine impact time is to look for a 

discontinuity in an associated motion metric. For example, without limitation, an impact may 

result in a rapid, discontinuous change in velocity, acceleration, angular velocity, or angular 

acceleration. Figure 39 illustrates an embodiment that uses a discontinuity in velocity to detect 

an impact. Ball 3901 is moving towards wall 3911. Five video frames 3901, 3902, 3903, 3904, 

and 3905 are captured. Using techniques similar for example to those discussed above, the 

horizontal velocity vector is determined for each of the five frames. The graph 3920 of 

horizontal velocity over time shows an obvious discontinuity between time t3 and time t4; thus 

the embodiment determines that the impact of the ball with the wall occurred somewhere in the 

time interval 3921 between t3 and t4.

[00291] One or more embodiments may use techniques to determine more precise estimates of 

impact times. The method illustrated above is only able to determine the impact time within a 

range between a sample (here a video frame) prior to impact and a sample after impact. An 

inter-sample estimate for impact time may be developed by estimating a forward trajectory for 

the object prior to impact, and a backward trajectory for the object after impact, and calculating 

the time of intersection of these two trajectories. This technique is illustrated in graph 3930. 

Forward trajectory 3931 shows the horizontal position (x) decreasing over time prior to impact. 

Backward trajectory 3932 shows the horizontal position (x) increasing over time after impact. 
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The intersection point 3940 of these two trajectories gives an estimate for the time of impact, 

which is between the sample times t3 and t4.

[00292] In one or more embodiments of the method, a desired trajectory for an object is known 

or may be estimated. For example, in an embodiment that measures golf swings, the desired 

trajectory for the golfball is towards the hole. In baseball, for example, the desired trajectory for 

a baseball hit by a batter may be for the baseball to be hit fair and deep. Using video analysis 

sensor data, or both, one or more embodiments may measure the actual trajectory of an object of 

interest, and compare this actual trajectory to the desired trajectory. This comparison generates a 

motion metric for the object. Moreover, one or more embodiments may further measure the 

initial conditions that generated the observed trajectory. For example, in golf, the orientation, 

location, and velocity of the clubhead at the time of impact with the ball determines the 

subsequent ball trajectory. Similarly in baseball the orientation, location, and velocity of the bat 

at the time of impact with the ball determines the subsequent ball trajectory (along with the 

velocity of the ball as thrown by the pitcher). These initial conditions may be measured as 

motion metrics as well, again using sensor data, video analysis, or both. One or more 

embodiments may further calculate the changes that would be necessary in these initial 

conditions to generate the desired trajectory instead of the observed trajectory, and report these 

changes as additional motion metrics. Figure 40 illustrates an example with an embodiment that 

measures putting. The putter has a sensor 4010 on the grip, which measures the motion of the 

putter. In addition video camera 4020 records the trajectory of the ball after it is hit. The desired 

trajectory 4023 for the ball is towards and into the hole 4002. In this example, the ball 4000 is 

hit at an angle, and the ball travels on actual trajectory 4022, coming to rest at 4001. This 

trajectory is observed by camera 4020 and analyzed by analysis module 4021. The resulting 

motion metrics 4030 and 4040 provide feedback to the golfer about the putt. Metrics 4030 are 

calculated from the sensor on the putter; they show for example that the speed of the putter at 

impact was 3 mph, and that the putter face rotated 1 degree to the left from the backstroke to the 

forward stroke. Analysis of the trajectory 4022 determines that the required correction to the 

putt to put the ball in the hole requires aiming 5 degrees more to the right, and increasing the 

putter speed by 10%. The analysis of changes in initial conditions needed to change a trajectory 

to a desired trajectory may for example take into account any other factors that may influence 

the trajectory, such as in this case the speed or the slope of the putting green.

[00293] In one or more embodiments, sensor or video data may be collected over long periods 

of time, where only certain portions of those time periods contain interesting activities. One or 

more embodiments may therefore receive signatures of activities of interest, and use these 

signatures to filter the sensor and video data to focus on those activities of interest. For example, 
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in one or more embodiments, a set of highlight frames may be selected from a video that show 

specifically the activities of interest. Figure 41 illustrates an example of an embodiment that 

generates highlight frames using sensor data to locate activities of interest. A snowboard has an 

attached sensor 4102, which includes an accelerometer. In addition video camera 4101 captures 

video of the snowboarder. In one or more embodiments, the video camera 4101 may be attached 

to the user, and the camera may include the sensor 4102. The embodiment obtains signature 

4120 for activities of interest. In this illustrative example, one activity of interest is a jump at 

high speed. The signature for a jump is that the magnitude of the acceleration drops below g/2, 

indicating that the snowboard is in free fall, and that the magnitude of the velocity is above 50 

mph. Acceleration magnitude 4110 received from sensor 4102 is compared to the acceleration 

threshold value over time. The accelerometer is integrated (along with data from other inertial 

sensors such as a gyro) to form velocity data 4111. The acceleration magnitude drops below the 

threshold at frame 4103 because the snowboarder makes a small jump; however the velocity at 

that time is not sufficiently fast to match the activity signature 4120. The acceleration 

magnitude drops again below the threshold at time corresponding to video frame 4104; at this 

time the velocity also exceeds the required threshold, so the data matches the activity signature 

4120. Three highlight video frames 4130 are selected to show the jump activity that was 

detected by comparing the acceleration motion metric to the threshold. One or more 

embodiments may select highlight frames during an activity of interest that include all of the 

frames captured during the activity time period. One or more embodiments may add additional 

frames to the highlight frames that are before or after the activity time period. One or more 

embodiments may sample only selected frames during the activity time period, for example to 

generate a small set of highlight images rather than a complete video. In the example illustrated 

in Figure 41, the speed of the snowboard is overlaid with graphic overlay 4135 onto the highlight 

frames; this speed may be calculated for example from the sensor data, from the video analysis, 

or by sensor fusion of both data sources. One or more embodiments may overlay any desired 

metrics or graphics onto highlight frames. Highlight frames 4130 with overlays 4135 are then 

distributed over network 4140 to any set of consumers of the highlight frames. In one or more 

embodiments that generate highlight frames, consumers of highlight frames may include for 

example, without limitation: any video or image viewing device; repositories for video, images, 

or data; a computer of any type, such as a server, desktop, laptop, or tablet; any mobile device 

such as a phone; a social media site; any network; and an emergency service. An example of an 

embodiment that may send video highlights to an emergency service is a crash detection system, 

for example for a bicycle or a motorcycle. This embodiment may monitor a user using for 

example an accelerometer to detect a crash, and an onboard camera to capture video 
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continuously. When a crash is detected, information about the location and severity of the crash 

may be sent directly to an emergency service, along with video showing the crash. Any cameras 

local to the event, whether a highlight event or crash or any other type of event may be queried 

to determine if they have video from that location and time, for example using a field of view 

that would envelope the location of the event for example. The videos that cover the event, or 

any other sensors near the event and near the time may also be queried and sent out to define a 

group event. Other sensor data, including heart rate and sound or sound levels may also be 

indicative of an event that is worthy of a highlight or other type of event, such as a fail. 

Members of any group associated with the user may subscribe to the event or group event and 

obtain the highlights or fails of the day.

[00294] With respect to highlight thresholds, the best events according to one or more metrics 

may be tagged, and in addition, the worst events or any other range of events may be tagged. 

The tagging of an event may indicate that the event may indicate that the respective event videos 

or motion data is to be associated with a given highlight reel, or fail reel. In one or more 

embodiments, metrics or activity signatures may be utilized to identify epic fails or other fails, 

for example where a user fails to execute a trick or makes a major mistake. Figure 41A 

illustrates an example that is a variation of the snowboarder example of Figure 41. A signature 

for 41A20 a fail is defined as having a high velocity, following shortly by having a very small or 

zero velocity; this signature characterizes a crash. At frame 4104 the snowboarder executes a 

jump, and then hits a tree at frame 41A05. Thus the velocity transitions quickly from a high 

speed to zero at 41A13. The epic fail frames 41A30 are selected to record the fail. As in Figure 

41, these fail frames may be overlaid with metric data 4135. The fail frames may be sent to 

other viewers or repositories 4140, and a message 41A50 may be sent to the camera to discard 

frames other than the selected fail frames. One or more embodiments may use multiple 

signatures for activities of interest to identify and capture various types of activities; for 

example, an embodiment may simultaneously use a highlight signature like signature 4120 in 

Figure 41 as well as a fail signature like signature 41A20 in Figure 41A. Any video 

characteristic or motion data may be utilized to specify a highlight or fail metric to create the 

respective reel.

[00295] One or more embodiments may generate highlight frames using the above techniques, 

and may then discard non-highlight frames in order to conserve storage space and bandwidth. 

One or more embodiments may also send messages to other systems, such as to the camera that 

initially captured the video, indicating that only the highlight frames should be retained and that 

other frames should be discarded. This is illustrated in Figure 41 with discard message 4150 

101



WO 2017/011817 PCT/US2016/042674

sent to camera 4101, telling the camera to discard all frames other than those selected as 

highlight frames.

[00296] In one or more embodiments, the motion metrics may include an elapsed time for an 

activity, and sensor data and video analysis may be combined to determine the starting time and 

the finish time for the activity. Figure 42 illustrates an embodiment that uses a motion sensor to 

determine a starting time, and uses video analysis to determine a finish time. User 4201 is 

running a sprint, for example, between starting line 4203 and finish line 4204. Motion capture 

element 4210 is attached to the user, and it includes an accelerometer. The user is stationary 

prior to the sprint. The start of the sprint is detected when the acceleration 4211 in the horizontal 

(x) direction exceeds a threshold; this occurs at time 4212 (tStart). In this example, the sensor 

cannot determine directly when the user crosses the finish line, because the user continues to 

move forward after crossing the finish line. Therefore camera 4220 is positioned at the finish 

line. Video frames 4221 are monitored to detect when the user crosses the finish line. Using 

video frame analysis, which may for example use trajectory interpolation between frames to 

determine exact crossing time, the time of finish 4222 (tFinish) is determined. Thus the elapsed 

time 4230 for the spring may be calculated. This illustrative example uses a sensor for starting 

time and a camera for finish time. One or more embodiments may use various other 

combinations of sensors and cameras to determine starting times and finish times for activities; 

for example, a camera could be used to locate starting time by analyzing video for the signature 

of the start of forward motion.

[00297] While the invention herein disclosed has been described by means of specific 

embodiments and applications thereof, numerous modifications and variations could be made 

thereto by those skilled in the art without departing from the scope of the invention set forth in 

the claims.
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CLAIMS
What is claimed is:

1. An integrated sensor and video motion analysis method comprising: 

obtaining a video captured from a camera;

obtaining one or more objects of interest and one or more distinguishing visual characteristics for 

each of said one or more objects of interest using a computer;

selecting a plurality of frames from said video for analysis;

searching said plurality of frames for said one or more objects of interest, yielding

one or more identified objects; and,

one or more regions within said plurality of frames, wherein

each of said one or more regions is associated with one of said one or more 

identified objects; and,

pixels of each of said one or more regions match said one or more distinguishing 

visual characteristics for said one of said one or more identified objects 

associated with said one or more regions;

estimating a camera pose of said camera for each of said plurality of frames;

estimating an object pose relative to said camera pose for one or more of said one or more 

identified objects in one or more of said plurality of frames from a location and pixel 

contents of said one or more regions;

transforming said object pose in each of said plurality of frames to a common coordinate system, 

using said camera pose for each of said plurality of frames;

obtaining motion capture data for one or more of said one or more objects of interest from one or 

more motion capture sensors coupled with said one or more objects of interest;

synchronizing said motion capture data with said plurality of frames;

generating one or more motion metrics associated with said motion capture data for said one or 

more identified objects from said one or more motion capture sensors using sensor fusion 

to combine changes in said object pose across said plurality of frames with said motion 

capture data;

wherein

said one or more motion metrics comprise one or more of linear position, linear velocity, 

linear acceleration, trajectory, orientation, angular velocity, angular acceleration, 

time of motion, time elapsed between positions, time elapsed between start of 

motion and arriving at a position, and time of impact;

said one or more distinguishing visual characteristics comprise one or more of shape, 

curvature, size, color, luminance, hue, saturation, texture, and pixel pattern; and,
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said one or more objects of interest comprise one or more of equipment and persons; 

transforming each of said plurality of frames except a first frame of said plurality of frames to an 

aligned frame that estimates a view of said plurality of frames except said first frame 

from said camera pose for a previous frame of said plurality of frames except said first 

frame;

calculating frame differences between each of said aligned frames and the previous frame; 

calculating high motion regions from said frame differences; and, 

wherein said searching said plurality of frames for said one or more objects of interest comprises 

searching within said high motion regions.

2. The integrated sensor and video motion analysis method of claim 1, wherein said 

synchronizing said motion capture data with said plurality of frames comprises 

obtaining one or more event signatures, each comprising

an event type;

a sensor data signature associated with said event type; and,

a video signature associated with said event type;

locating an event matching one of said one or more event signatures in said motion capture data 

and in said plurality of frames; and,

aligning a motion capture data timestamp corresponding to said sensor data signature for said 

event with a frame of said plurality of frames at which said video signature for said event 

occurs in said video.

3. The integrated sensor and video motion analysis method of claim 2, wherein 

said motion capture data comprises a sensor clock;

said video comprises a frame clock;

said sensor clock and said frame clock are loosely synchronized within a maximum clock 

difference; and,

said locating an event comprises

locating said sensor data signature of said one or more event signatures in said motion 

capture data, yielding a motion capture data timestamp for the sensor data signature 

that is located, and a detected event type; and,

searching said plurality of frames with said frame clock having values between said motion 

capture data timestamp minus said maximum clock difference and said motion 

capture data timestamp plus said maximum clock difference for said video 

signature corresponding to said detected event type.
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synchronizing said motion capture data with said plurality of frames comprises 

selecting a reference object from said one or more identified objects;

calculating a video motion metric of said reference object from said plurality of frames; 

calculating a corresponding sensor motion metric for said reference object from said motion 

capture data for said reference object; and,

aligning said motion capture data with said plurality of frames to minimize differences between 

said video motion metric and said sensor motion metric.

5. The integrated sensor and video motion analysis method of claim 4, wherein

said motion capture data comprises a sensor clock;

said video comprises a frame clock;

said sensor clock and said frame clock are loosely synchronized within a maximum clock 

difference; and,

said aligning said motion capture data with said plurality of frames searches for positive or 

negative clock shifts within said maximum clock difference that minimize the differences 

between said video motion metric and said sensor motion metric.

6. The integrated sensor and video motion analysis method of claim 1, further comprising 

obtaining one or more event signatures, each comprising

an event type;

a sensor data signature associated with said event type;

a video signature associated with said event type;

locating a prospective event matching one of said sensor data signature of said one or more event 

signatures in said motion capture data or matching one of said video signature of said one 

or more event signatures in said plurality of frames;

assigning a prospective event type to said prospective event; and,

eliminating said prospective event as a false positive if the prospective event does not match 

both of said sensor data signature for said prospective event type and said video signature 

for said prospective event type.

7. The integrated sensor and video motion analysis method of claim 1, wherein 

at least one of said one or more objects of interest includes a visual marker;

said visual marker comprises a pattern with no rotational symmetries; and,
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said one or more distinguishing visual characteristics of said at least one of said one or more 

objects of interest comprise said pattern of said visual marker.

8. The integrated sensor and video motion analysis method of claim 1, further comprising 

preprocessing said plurality of frames to facilitate said searching said plurality of frames for said

one or more objects of interest, wherein said preprocessing said plurality of frames 

comprises one or more of noise removal, flicker removal, smoothing, color space 

conversion, color or brightness balancing, and shadow removal.

9. The integrated sensor and video motion analysis method of claim 1, wherein said 

estimating a camera pose of said camera for each of said plurality of frames uses sensors that 

measure one or more aspects of a location, or an orientation, or both the location and orientation, 

of said camera.

10. The integrated sensor and video motion analysis method of claim 1, wherein said 

estimating an object pose relative to said camera pose comprises

estimating a ray on which said one or more identified objects lies from the location of said one or 

more regions in said plurality of frames for said one or more identified objects;

estimating a relative distance of said one or more identified objects from said camera from a 

relative size of said one or more regions in said plurality of frames for said one or more 

identified objects;

estimating an orientation of said one or more identified objects relative to said camera by 

calculating a rotation that minimizes a difference between a reference pixel pattern for 

said one or more identified objects and said pixel contents of said one or more regions for 

said one or more identified objects; and,

wherein said reference pixel pattern corresponds to one of said one or more distinguishing visual 

characteristics for said one or more identified objects, or said reference pixel pattern is 

obtained from said pixel contents of said one or more regions for a designated reference 

frame.

11. The integrated sensor and video motion analysis method of claim 1, further comprising 

creating or obtaining a physical model of probable trajectories of one or more of said one or

more identified objects;

using said physical model to estimate a high probability region within each frame of said 

plurality of frames for a location of said one or more identified objects; and,
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wherein said searching said plurality of frames for said one or more objects of interest comprises 

searching within said high probability region.

12. The integrated sensor and video motion analysis method of claim 1, wherein said 

transforming each of said plurality of frames except the first frame to an aligned frame 

comprises

calculating a frame translation that minimizes pixel differences between a center region of a 

frame of said plurality of frames and a center region of the previous frame after applying 

said frame translation;

dividing each of said plurality of frames into tiles; and,

calculating a local tile translation for each of said tiles that minimizes the pixel differences 

between a tile and a corresponding tile of the previous frame of said tiles after applying 

said frame translation and said local tile translation.

13. The integrated sensor and video motion analysis method of claim 1, wherein

said one or more motion metrics include a time of impact for one of said one or more objects of 

interest; and,

said time of impact is calculated by detecting a discontinuity in a motion metric between 

successive frames.

14. The integrated sensor and video motion analysis method of claim 13, wherein said time 

of impact is calculated between said plurality of frames by

extrapolating a trajectory of said one of said one or more objects of interest forward from frames 

of said plurality of frames prior to impact, yielding a forward trajectory; and, 

extrapolating the trajectory of said one of said one or more of said objects of interest backwards 

from the frames after impact, yielding a backwards trajectory; and,

calculating a time of intersection of said forward trajectory and said backwards trajectory.

15. The integrated sensor and video motion analysis method of claim 1, further comprising 

comparing an observed trajectory of one of said one or more objects of interest to a desired

trajectory; and,

calculating as one of said one or more motion metrics a change in initial conditions of said 

observed trajectory that would result in said desired trajectory.
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16. The integrated sensor and video motion analysis method of claim 15, wherein said initial 

conditions include one or more of initial speed and initial direction.

17. The integrated sensor and video motion analysis method of claim 16, wherein said one 

or more objects of interest include a ball, and said initial conditions include one or more of a 

speed and aim of a piece of equipment at the time of impact with said ball.

18. The integrated sensor and video motion analysis method of claim 1, further comprising 

obtaining one or more signatures of activities of interest, each of said one or more signatures

corresponding to one or more of said one or more motion metrics;

searching said plurality of frames for said one or more signatures of activities of interest; 

selecting one or more highlight frames or fail frames that include frames from said plurality of 

frames at which said one or more signatures of activities of interest occur, and optionally 

include frames from said plurality of frames that are proximal to the frames at which said 

one or more signatures of activities of interest occur; and,

transmitting said one or more highlight frames or fail frames to one or more of a repository, a 

viewer, a server, a computer, a social media site, a mobile device, a network, and an 

emergency service.

19. The integrated sensor and video motion analysis method of claim 18, further comprising 

overlaying said one or more highlight frames or fail frames with data or graphics representing

values of one or more of said one or more motion metrics at each of said one or more 

highlight frames or fail frames.

20. The integrated sensor and video motion analysis method of claim 18, further comprising 

commanding said camera to discard portions of said video other than said one or more highlight

frames or fail frames.

21. The integrated sensor and video motion analysis method of claim 18, wherein said one 

or more signatures of activities of interest include one or more motion metrics being within a 

corresponding range of said one or more of said one or more motion metrics.

22. The integrated sensor and video motion analysis method of claim 1, wherein 

said one or more motion metrics comprise an elapsed time for an activity; and, 

calculating said elapsed time comprises

108



20
16

29
36

16
 12 Feb

 2
02

0
calculating a starting time for said activity using said motion capture data to detect a 

signature corresponding to a beginning of said activity;

calculating a finishing time for said activity using said video to detect a signature 

corresponding to a completion of said activity; and,

calculating said elapsed time as a difference between said finishing time and said starting 

time.

23. The integrated sensor and video motion analysis method of claim 1, further comprising 

calculating event data or receiving event data from said one or more motion capture elements; 

obtaining an event start time and an event stop time from said event data;

obtaining a video start time and a video stop time associated with said video; and, 

creating a synchronized event video based on synchronizing said event data with said video 

based on 

a first time associated with said event data obtained from said one or more motion capture 

elements and

at least one time associated with said video.

24. The integrated sensor and video motion analysis method of claim 23, further comprising 

commanding said camera to transfer said synchronized event video captured at least during a

timespan from within said event start time to said event stop time to another computer 

without transferring at least a portion of the video that occurs outside of said video that 

occurs outside of said timespan from within said event start time to said event stop time 

to said another computer.

25. The integrated sensor and video motion analysis method of claim 23, further comprising 

commanding said camera to discard at least a portion of said video outside of said event start

time to said event stop time.

26. The integrated sensor and video motion analysis method of claim 23, further comprising 

creating an overlaid synchronized event video comprising both of

said event data that occurs during a timespan from within said event start time to said event 

stop time

and

said video captured during said timespan from said event start time to said event stop time.
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27. The integrated sensor and video motion analysis method of claim 1, wherein said 

obtaining said video comprises obtaining said video of a visual marker configured with high 

visibility color while simultaneously obtaining said motion capture data from said one or more 

motion capture elements wherein said visual marker is coupled with one of said one or more 

motion capture elements.

28. The integrated sensor and video motion analysis method of claim 1, further comprising 

detecting a first value from said motion capture data having a first threshold value;

detecting a second value from said motion capture data having a second threshold value within a 

time window;

signifying a prospective event;

comparing said prospective event to a characteristic signal associated with a typical event or 

comparing said video during said prospective event with a characteristic image 

associated with said typical event or both;

eliminating any false positive events if either or both said comparing said prospective event to 

said characteristic signal or said comparing said video during said prospective event with 

said characteristic image are outside of a predefined tolerance;

signifying a valid event if said prospective event is not a false positive event; and, 

saving said valid event in memory coupled with said computer.

29. An integrated sensor and video motion analysis method comprising: 

obtaining a video captured from a camera;

obtaining one or more objects of interest and one or more distinguishing visual characteristics for 

each of said one or more objects of interest using a computer, wherein

at least one of said one or more objects of interest includes a visual marker;

said visual marker has a pattern with no rotational symmetries;

said one or more distinguishing visual characteristics of said at least one of said 

one or more objects of interest comprise said pattern of said visual marker; 

selecting a plurality of frames from said video for analysis;

preprocessing said plurality of frames to facilitate image analysis of said plurality of frames, 

wherein said preprocessing said plurality of frames comprises one or more of noise 

removal, flicker removal, smoothing, color space conversion, color or brightness 

balancing, and shadow removal;
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transforming each of said plurality of frames except a first frame of said plurality of frames to an 

aligned frame that estimates a view of said plurality of frames except said first frame 

from said camera pose for a previous frame of said plurality of frames by

calculating a frame translation that minimizes pixel differences between a center 

region of a frame of said plurality of frames and a center region of the 

previous frame after applying said frame translation;

dividing each of said plurality of frames into tiles; and, 

calculating a local tile translation for each of said tiles that minimizes the pixel 

differences between a tile and a corresponding tile of the previous frame 

after applying said frame translation and said local tile translation;

calculating frame differences between each of said aligned frames and the previous frame; 

calculating high motion regions from said frame differences;

searching said high motion regions of said plurality of frames for said one or more objects of 

interest, yielding

one or more identified objects; and,

one or more regions within said plurality of frames, wherein

each of said one or more regions is associated with one of said one or more 

identified objects; and,

pixels of each of said one or more regions match said one or more 

distinguishing visual characteristics for said one of said one or more 

identified objects associated with said regions;

estimating a camera pose of said camera for each of said plurality of frames;

estimating an object pose relative to said camera pose for one or more of said identified objects 

in one or more of said plurality of frames from a location and pixel contents of said one 

or more regions, by

estimating a ray on which said one or more identified objects lies from the location 

of said one or more regions in said plurality of frames for said one or more 

identified objects;

estimating a relative distance of said one or more identified objects from said 

camera from a relative size of said one or more regions in said plurality of 

frames for said one or more identified objects;

estimating an orientation of said one or more identified objects relative to said 

camera by calculating a rotation that minimizes a difference between a 

reference pixel pattern for said one or more identified objects and said pixel
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contents of said one or more regions for said one or more identified objects; 

and,

wherein said reference pixel pattern corresponds to one of said one or more 

distinguishing visual characteristics for said one or more of identified 

objects, or said reference pixel pattern is obtained from said pixel contents 

of said one or more regions for a designated reference frame;

transforming said object pose in each of said plurality of frames to a common coordinate system, 

using said camera pose for each of said plurality of frames;

obtaining motion capture data for one or more of said one or more objects of interest;

obtaining one or more event signatures, each comprising

an event type;

a sensor data signature associated with said event type;

a video signature associated with said event type;

locating a prospective event matching one of said sensor data signature of said one or more event 

signatures in said motion capture data or matching one of said video signature of said one 

or more event signatures in said plurality of frames;

assigning a prospective event type to said prospective event;

eliminating said prospective event as a false positive if the prospective event does not match 

both of said sensor data signature for said prospective event type and said video signature 

for said prospective event type;

if said prospective event is not eliminated as a false positive, synchronizing said motion capture 

data with said plurality of frames by aligning a motion capture data timestamp 

corresponding to said sensor data signature for said prospective event with a frame of 

said plurality of frames at which said video signature for said prospective event occurs in 

said video;

generating one or more motion metrics for said one or more identified objects using sensor 

fusion to combine changes in said object pose across said plurality of frames with said 

motion capture data;

obtaining one or more signatures of activities of interest, each of said one or more signatures 

corresponding to one or more of said one or more motion metrics;

searching said plurality of frames for said one or more signatures of activities of interest; 

selecting one or more highlight frames or fail frames that include frames at which said one or 

more signatures of activities of interest occur, and optionally include frames that are 

proximal to the frames at which said one or more signatures of activities of interest 

occur;
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overlaying said one or more highlight frames or fail frames with data or graphics representing 

values of one or more of said one or more motion metrics at each of said one or more 

highlight frames or fail frames;

transmitting said one or more highlight frames or fail frames to one or more of a repository, a 

viewer, a server, a computer, a social media site, a mobile device, a network, and an 

emergency service; and,

wherein

said motion capture data and said one or more motion metrics comprise one or more of 

linear position, linear velocity, linear acceleration, trajectory, orientation, angular 

velocity, angular acceleration, time of motion, time elapsed between positions, time 

elapsed between start of motion and arriving at a position, and time of impact;

said one or more distinguishing visual characteristics comprise one or more of shape, 

curvature, size, color, luminance, hue, saturation, texture, and pixel pattern; and,

said one or more objects of interest comprise one or more of equipment and persons.

30. An integrated sensor and video motion analysis method comprising: 

obtaining a video captured from a camera;

obtaining one or more objects of interest and one or more distinguishing visual characteristics for 

each of said one or more objects of interest using a computer;

selecting a plurality of frames from said video for analysis;

searching said plurality of frames for said one or more objects of interest, yielding

one or more identified objects; and,

one or more regions within said plurality of frames, wherein

each of said one or more regions is associated with one of said one or more 

identified objects; and,

pixels of each of said one or more regions match said one or more distinguishing 

visual characteristics for said one of said one or more identified objects 

associated with said one or more regions;

estimating a camera pose of said camera for each of said plurality of frames;

estimating an object pose relative to said camera pose for one or more of said one or more 

identified objects in one or more of said plurality of frames from a location and pixel 

contents of said one or more regions;

transforming said object pose in each of said plurality of frames to a common coordinate system, 

using said camera pose for each of said plurality of frames;
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obtaining motion capture data for one or more of said one or more objects of interest from one or 

more motion capture sensors coupled with said one or more objects of interest;

synchronizing said motion capture data with said plurality of frames;

generating one or more motion metrics associated with said motion capture data for said one or 

more identified objects from said one or more motion capture sensors using sensor fusion 

to combine changes in said object pose across said plurality of frames with said motion 

capture data;

wherein

said one or more motion metrics comprise one or more of linear position, linear velocity, 

linear acceleration, trajectory, orientation, angular velocity, angular acceleration, 

time of motion, time elapsed between positions, time elapsed between start of 

motion and arriving at a position, and time of impact;

said one or more distinguishing visual characteristics comprise one or more of shape, 

curvature, size, color, luminance, hue, saturation, texture, and pixel pattern; and,

said one or more objects of interest comprise one or more of equipment and persons; and, 

creating or obtaining a physical model of probable trajectories of one or more of said one or 

more identified objects;

using said physical model to estimate a high probability region within each frame of said 

plurality of frames for a location of said one or more identified objects; and, 

wherein said searching said plurality of frames for said one or more objects of interest comprises 

searching within said high probability region.
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