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TRUE BIT LEVEL, DECODING OF TTCM 
(TURBO TRELLIS CODED MODULATION) 

OF VARABLE RATES AND SIGNAL 
CONSTELLATIONS 

CROSS REFERENCE TO RELATED 
PATENTS/PATENT APPLICATIONS 

Continuation Priority Claim, 35 U.S.C. S 120 

The present U.S. Utility patent application claims priority 
pursuant to 35 U.S.C. S 120, as a continuation, to the follow 
ing U.S. Utility patent application which is hereby incorpo 
rated herein by reference in its entirety and made part of the 
present U.S. Utility patent application for all purposes: 

1. U.S. Utility application Ser. No. 10/429,362, entitled 
“True bit level decoding of TTCM (Turbo Trellis Coded 
Modulation) of variable rates and signal constellations.” now 
issued as U.S. Pat. No. 7,657,822 B2, issued on Feb. 2, 2010, 
which claims priority pursuant to 35 U.S.C. S 119(e) to the 
following U.S. Provisional Patent Applications which are 
hereby incorporated herein by reference in their entirety and 
made part of the present U.S. Utility patent application for all 
purposes: 

a. U.S. Provisional Application Ser. No. 60/384,698, 
entitled “Variable code rate and signal constellation 
turbo trellis coded modulation codec.” May 31, 2002. 

b. U.S. Provisional Application Ser. No. 60/427,979, 
"Single stage implementation of min, max, min and/ 
or max to perform state metric calculation in SISO 
decoder, Nov. 20, 2002. 

c. U.S. Provisional Patent Application Ser. No. 60/459,132, 
entitled “Truebit level decoding of TTCM (Turbo Trellis 
Coded Modulation) of variable rates and signal constel 
lations. Mar. 31, 2003. 

Incorporation by Reference 

The following U.S. Utility patent applications are hereby 
incorporated herein by reference in their entirety and made 
part of the present U.S. Utility patent application for all pur 
poses: 

1. U.S. Utility application Ser. No. 10/264486, entitled 
“Variable code rate and signal constellation turbo trellis 
coded modulation codec, filed Oct. 4, 2002, now U.S. Pat. 
No. 7,093,187 B2, issued on Aug. 15, 2006, which claims 
priority pursuant to 35 U.S.C. S 119(e) to the following U.S. 
Provisional Patent Application which is hereby incorporated 
herein by reference in its entirety and made part of the present 
U.S. Utility patent application for all purposes: 

a. U.S. Provisional Patent Application Ser. No. 60/384,698, 
entitled “Variable code rate and signal constellation 
turbo trellis coded modulation codec. filed May 31, 
2002, now expired. 

2. U.S. Utility application Ser. No. 10/335,702, “Single 
stage implementation of min, max, min and/or max to 
perform state metric calculation in SISO decoder” filed Jan. 
2, 2003, now U.S. Pat. No. 7,137,059 B2, issued on Nov. 14, 
2006, which claims priority pursuant to 35 U.S.C. S 119(e) to 
the following U.S. Provisional Patent Application which is 
hereby incorporated herein by reference in its entirety and 
made part of the present U.S. Utility patent application for all 
purposes: 

a. U.S. Provisional Application Ser. No. 60/427,979, 
"Single stage implementation of min, max, min and/ 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

2 
or max to perform state metric calculation in SISO 
decoder” filed Nov. 20, 2002, now expired. 

BACKGROUND OF THE INVENTION 

1.Technical Field of the Invention 

The invention relates generally to communication systems; 
and, more particularly, it relates to decoding of signals 
received within Such communication systems. 

2. Description of Related Art 
Data communication systems have been under continual 

development for many years. One particular type of commu 
nication system has received particular attention is a commu 
nication system that operates using turbo code. 
When performing decoding within such turbo code sys 

tems, it is necessary to perform updating of two real 
sequences during every iteration of the iterative decoding. 
These two sequences may be viewed as being be viewed as 
being forward metrics (alphas) and backward metrics (betas) 
within the context of TCM (Trellis Coded Modulation) 
decoding as well as TTCM (Turbo Trellis Coded Modulation) 
decoding. These alphas and betas may be represented as 
follows: (Co(m).O. (m), . . . . C. (m)) and (fo(m), f(m), . . . . 
B. (m)). The updating performed within this iterative decod 
ing is performed using the a posteriori probability and the 
branch metrics. When performing TTCM decoding, a symbol 
metric will typically involve more than one information bit 
(e.g., a plurality of information bits). Therefore, the calcula 
tion of the forward metric C.(m)and the backward metric B(m) 
involves more than one computing cycle to calculate all of the 
possible values of these various information bits of the sym 
bol; this may be characterized as a symbol level decoding 
approach. However, using the prior art approaches of purely 
symbol level decoding, such decoding approaches are typi 
cally implemented in a manner that costs a lot of transistors 
(which may be viewed as occupying a great deal of real estate 
within an integrated circuit that performs the decoding). In 
addition, a relatively large amount of memory must also 
typically be dedicated to store all of the calculated values 
before making final best estimates of the information con 
tained within a received signal. It is also noted that the prior 
art approaches to performing this purely symbol level decod 
ing is typically performing using the same symbol metric in 
every iteration of the iterative decoding. 
AS Such, given the relatively large amount of calculations 

required to perform the prior art symbol level decoding, as 
well as the relatively large amount of information that must be 
stored using such symbol level decoding, it would be advan 
tageous to have a decoding approach that could provide for 
comparable (if not better) performance than symbol level 
decoding, while also allowing fewer computational steps and 
a lesser amount of information to be stored before making 
final best estimates of the information contained within a 
received signal. 

BRIEF SUMMARY OF THE INVENTION 

The present invention is directed to apparatus and methods 
of operation that are further described in the following Brief 
Description of the Several Views of the Drawings, the 
Detailed Description of the Invention, and the claims. Other 
features and advantages of the present invention will become 
apparent from the following detailed description of the inven 
tion made with reference to the accompanying drawings. 
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BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWINGS 

FIG. 1 is a system diagram illustrating an embodiment of a 
satellite communication system that is built according to the 
invention. 

FIG. 2 is a system diagram illustrating an embodiment of a 
HDTV (High Definition Television) communication system 
that is built according to the invention. 

FIG. 3A and FIG. 3B are system diagrams illustrating 
embodiments of uni-directional cellular communication sys 
tems that are built according to the invention. 

FIG.3C is a system diagram illustrating an embodiment of 
a bi-directional cellular communication system that is built 
according to the invention. 

FIG. 4A is a system diagram illustrating an embodiment of 
a uni-directional microwave communication system that is 
built according to the invention. 

FIG. 4B is a system diagram illustrating an embodiment of 
a bi-directional microwave communication system that is 
built according to the invention. 

FIG. 5A is a system diagram illustrating an embodiment of 
a uni-directional point-to-point radio communication system 
that is built according to the invention. 

FIG. 5B is a system diagram illustrating an embodiment of 
a bi-directional point-to-point radio communication system 
that is built according to the invention. 

FIG. 6A is a system diagram illustrating an embodiment of 
a uni-directional communication system that is built accord 
ing to the invention. 

FIG. 6B is a system diagram illustrating an embodiment of 
a bi-directional communication system that is built according 
to the invention. 

FIG. 6C is a system diagram illustrating an embodiment of 
a one to many communication system that is built according 
to the invention. 

FIG. 7A is a system diagram illustrating an embodiment of 
a fiber-optic communication system that is built according to 
the invention. 

FIG. 7B is a system diagram illustrating an embodiment of 
a satellite receiver STB (Set Top Box) system that is built 
according to the invention. 

FIG. 8 is a system diagram illustrating an embodiment of a 
TTCM (Turbo Trellis Coded Modulation) communication 
system that is built according to the invention. 

FIG. 9 is a diagram illustrating an embodiment of an over 
view of functionality of a communication system that is built 
according to the invention. 

FIG. 10A is a diagram illustrating an embodiment of a rate 
1/2 encoder that employs puncturing according to the inven 
tion. 

FIG. 10B is a diagram illustrating an embodiment of a rate 
1/2 encoder (3.13) that is built according to the invention. 

FIG. 10C is a diagram illustrating an embodiment of a rate 
1/k encoder that is built according to the invention. 

FIG. 11 is a diagram illustrating a list of possible encoders 
that satisfy Ungerboeck's rule and a minimum distance of 
d–3 according to the invention. 

FIG. 12A is a diagram illustrating an embodiment of a rate 
1/2 encoder (11,13) that is built according to the invention. 

FIG. 12B is a diagram illustrating an embodiment of a 
trellis of the rate 1/2 encoder (11,13), shown in the FIG. 12A, 
according to the invention. 

FIG. 13 is a system diagram illustrating an embodiment of 
a TTCM (Turbo Trellis Coded Modulation) decoder system 
that is built according to the invention. 
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4 
FIG. 14 is a system diagram illustrating an embodiment of 

an alternative TTCM decoder system that recycles a single 
SISO according to the invention (shown as receiving I.Q 
inputs). 

FIG. 15 is a diagram illustrating an embodiment of true bit 
level decoding functionality according to the invention. 

FIG. 16 is a diagram illustrating another embodiment of 
true bit level decoding functionality according to the inven 
tion. 

FIG. 17 is a diagram illustrating an embodiment of perfor 
mance of TTCM (Turbo Trellis Coded Modulation) accord 
ing to the invention. 

FIG. 18 is a diagram illustrating an embodiment of direct 
computation of bit metrics (that involve no calculation of 
symbol metrics) according to the invention. 

FIG. 19 is a diagram illustrating an embodiment of modi 
fication of symbols of a rate 2/3 TTCM based on RCs (Rate 
Controls) according to the invention. 

FIG. 20 is a diagram illustrating an embodiment of inter 
mediate metric M(a) calculation for RCs: 0.2, 6, 8 and RCs: 
5, 7 with a a according to the invention. This embodiment 
shows how the calculation of the 

FIG. 21 is a diagram illustrating another embodiment of 
modification of symbols of a rate 2/3 TTCM based on RCs 
(Rate Controls) according to the invention. 

FIG. 22 is a diagram illustrating an embodiment of inter 
mediate metric M(a) calculation for RCs: 1, 4 using m(X) 
calculation according to the invention. 

FIG. 23A is a diagram illustrating an embodiment of cal 
culation of the natural log(ln) bit metric for an MSB (Most 
Significant Bit) according to the invention. 

FIG. 23B is a diagram illustrating an embodiment of cal 
culation of the natural log(ln) bit metric for an LSB (Least 
Significant Bit) according to the invention. 

FIG. 24 is a diagram illustrating an embodiment of State 
transitions for a rate 1/2 trellis encoder according to the inven 
tion. 

FIG. 25A is a diagram illustrating an embodiment of bit 
level calculation of the natural log(ln) of forward metric (al 
pha) for an MSB (Most Significant Bit) according to the 
invention. 

FIG. 25B is a diagram illustrating an embodiment of bit 
level calculation of the natural log(ln) of forward metric (al 
pha) for an LSB (Least Significant Bit) according to the 
invention. 

FIG. 26A is a diagram illustrating an embodiment of bit 
level calculation of the natural log(ln) of backward metric 
(beta) for an MSB (Most Significant Bit) according to the 
invention. 

FIG. 26B is a diagram illustrating an embodiment of bit 
level calculation of the natural log(ln) of backward metric 
(beta) for an LSB (Least Significant Bit) according to the 
invention. 

FIG.27 is a diagram illustrating an embodiment of bit level 
calculation of the natural log(ln) of extrinsic value for an 
MSB (Most Significant Bit) according to the invention. 

FIG.28 is a diagram illustrating an embodiment of bit level 
calculation of the natural log(ln) of extrinsic value for an LSB 
(Least Significant Bit) according to the invention. 

FIG. 29, FIG. 30, and FIG. 31 are flowcharts illustrating 
embodiments of bit level decoding methods that are per 
formed according to the invention. 

DETAILED DESCRIPTION OF THE INVENTION 

The invention presents a solution that is able to decompose 
the various metrics employed within iterative decoding into 
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metrics that may be processed at the bit level. This is in 
contradistinction to the prior art approach to deal with these 
metrics on a symbol basis. The forward metrics (alphas), the 
backward metrics (betas), and the extrinsic values may all be 
processed on a bit level basis according to the invention. This 
can result in a great deal of memory when performing this 
decoding processing on a bit level basis. The various calcu 
lation when doing this decoding processing may be per 
formed using min or max processing. 

FIG. 1 is a system diagram illustrating an embodiment of a 
satellite communication system that is built according to the 
invention. A satellite transmitter is communicatively coupled 
to a satellite dish that is operable to communicate with a 
satellite. The satellite transmitter may also be communica 
tively coupled to a wired network. This wired network may 
include any number of networks including the Internet, pro 
prietary networks, and/or other wired networks. The satellite 
transmitter employs the satellite dish to communicate to the 
satellite via a wireless communication channel. The satellite 
is able to communicate with one or more satellite receivers 
(each having a satellite dish). Each of the satellite receivers 
may also be communicatively coupled to a display. 

Here, the communication to and from the satellite may 
cooperatively be viewed as being a wireless communication 
channel, or each of the communication to and from the satel 
lite may be viewed as being two distinct wireless communi 
cation channels. 

For example, the wireless communication "channel” may 
be viewed as not including multiple wireless hops in one 
embodiment. In other multi-hop embodiments, the satellite 
receives a signal received from the satellite transmitter (via its 
satellite dish), amplifies it, and relays it to satellite receiver 
(via its satellite dish); the satellite receiver may also be imple 
mented using terrestrial receivers such as satellite receivers, 
satellite based telephones, and/or satellite based Internet 
receivers, among other receiver types. In the case where the 
satellite receives a signal received from the satellite transmit 
ter (via its satellite dish), amplifies it, and relays it, the satellite 
may be viewed as being a “transponder; this is a multi-hop 
embodiment. In addition, other satellites may exist that per 
form both receiver and transmitter operations in cooperation 
with the satellite. In this case, each leg of an up-down trans 
mission via the wireless communication channel would be 
considered separately. 

In whichever embodiment, the satellite communicates with 
the satellite receiver. The satellite receiver may be viewed as 
being a mobile unit in certain embodiments (employing a 
local antenna); alternatively, the satellite receiver may be 
viewed as being a satellite earth station that may be commu 
nicatively coupled to a wired network in a similar manner in 
which the satellite transmitter may also be communicatively 
coupled to a wired network. 
The satellite transmitter is operable to encode information 

(using an encoder) that is to be transmitted to the satellite 
receiver; the satellite receiver is operable to decode the trans 
mitted signal (using a decoder). The decoder is operable to 
perform decoding on a true bit level basis according to the 
invention. The FIG. 1 shows just one of the many embodi 
ments where true bit level decoding may be performed 
according to the invention. 

FIG. 2 is a system diagram illustrating an embodiment of a 
HDTV (High Definition Television) communication system 
that is built according to the invention. An HDTV transmitter 
is communicatively coupled to a tower. The HDTV transmit 
ter, using its tower, transmits a signal to a local tower dish via 
a wireless communication channel. The local tower dish may 
communicatively couple to an HDTV set top box receiver via 
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6 
a coaxial cable. The HDTV set top box receiver includes the 
functionality to receive the wireless transmitted signal that 
has been received by the local tower dish; this may include 
any transformation and/or down-converting that may be 
needed to accommodate any up-converting that may have 
been performed before and during transmission of the signal 
from the HDTV transmitter and its tower. 
The HDTV set top box receiver is also communicatively 

coupled to an HDTV display that is able to display the 
demodulated and decoded wireless transmitted signals 
received by the HDTV set top box receiver and its local tower 
dish. The HDTV transmitter (via its tower) transmits a signal 
directly to the local tower dish via the wireless communica 
tion channel in this embodiment. In alternative embodiments, 
the HDTV transmitter may first receive a signal from a satel 
lite, using a satellite earth station that is communicatively 
coupled to the HDTV transmitter, and then transmit this 
received signal to the local tower dish via the wireless com 
munication channel. In this situation, the HDTV transmitter 
operates as a relaying element to transfer a signal originally 
provided by the satellite that is destined for the HDTV set top 
box receiver. For example, another satellite earth station may 
first transmit a signal to the satellite from another location, 
and the satellite may relay this signal to the satellite earth 
station that is communicatively coupled to the HDTV trans 
mitter. The HDTV transmitter performs receiver functional 
ity and then transmits its received signal to the local tower 
dish. 

In even other embodiments, the HDTV transmitter 
employs its satellite earth station to communicate to the sat 
ellite via a wireless communication channel. The satellite is 
able to communicate with a local satellite dish; the local 
satellite dish communicatively couples to the HDTV set top 
box receiver via a coaxial cable. This path of transmission 
shows yet another communication path where the HDTV set 
top box receiver may communicate with the HDTV transmit 
ter. 

In whichever embodiment and whichever signal path the 
HDTV transmitter employs to communicate with the HDTV 
set top box receiver, the HDTV set top box receiver is oper 
able to receive communication transmissions from the HDTV 
transmitter. 
The HDTV transmitter is operable to encode information 

(using an encoder) that is to be transmitted to the HDTV set 
top box receiver; the HDTV set top box receiver is operable to 
decode the transmitted signal (using a decoder). The decoder 
is operable to perform decoding on a true bit level basis 
according to the invention. The FIG. 2 shows yet another of 
the many embodiments where true bit level decoding may be 
performed according to the invention. 

FIG. 3A and FIG. 3B are system diagrams illustrating 
embodiments of uni-directional cellular communication sys 
tems that are built according to the invention. 

Referring to the FIG. 3A, a mobile transmitter includes a 
local antenna communicatively coupled thereto. The mobile 
transmitter may be any number of types of transmitters 
including a one way cellular telephone, a wireless pager unit, 
a mobile computer having transmit functionality, or any other 
type of mobile transmitter. The mobile transmitter transmits a 
signal, using its local antenna, to a cellular tower via a wire 
less communication channel. The cellular tower is commu 
nicatively coupled to a base station receiver; the receiving 
tower is operable to receive data transmission from the local 
antenna of the mobile transmitter that has been communi 
cated via the wireless communication channel. The cellular 
tower communicatively couples the received signal to the 
base station receiver. 
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The mobile transmitter is operable to encode information 
(using an encoder) that is to be transmitted to the base station 
receiver; the base station receiver is operable to decode the 
transmitted signal (using a decoder). 

The decoder is operable to perform decoding on a true bit 
level basis according to the invention. The FIG.3A shows yet 
another of the many embodiments where true bit level decod 
ing may be performed according to the invention. The FIG. 
3A shows a uni-directional cellular communication system 
where the communication goes from the mobile transmitter to 
the base station receiver via the wireless communication 
channel. 

Referring to the FIG. 3B, a base station transmitter 
includes a cellular tower communicatively coupled thereto. 
The base station transmitter, using its cellular tower, transmits 
a signal to a mobile receiver via a communication channel. 
The mobile receiver may be any number of types of receivers 
including a one-way cellular telephone, a wireless pager unit, 
a mobile computer having receiver functionality, or any other 
type of mobile receiver. The mobile receiver is communica 
tively coupled to a local antenna; the local antenna is operable 
to receive data transmission from the cellular tower of the 
base station transmitter that has been communicated via the 
wireless communication channel. The local antenna commu 
nicatively couples the received signal to the mobile receiver. 
The base station transmitter is operable to encode informa 

tion (using an encoder) that is to be transmitted to the mobile 
receiver; the mobile receiver is operable to decode the trans 
mitted signal (using a decoder). 
The decoder is operable to perform decoding on a true bit 

level basis according to the invention. The FIG. 3B shows yet 
another of the many embodiments where true bit level decod 
ing may be performed according to the invention. The FIG. 
3B shows a uni-directional cellular communication system 
where the communication goes from the base station trans 
mitter to the mobile receiver via the wireless communication 
channel. 
FIG.3C is a system diagram illustrating an embodiment of 

a bi-directional cellular communication system that is built 
according to the invention. The communication within this 
embodiment may go to and from the base station transceiver 
and to and from the mobile transceiver via the wireless com 
munication channel. 

Referring to the FIG. 3C, a base station transceiver 
includes a cellular tower communicatively coupled thereto. 
The base station transceiver, using its cellular tower, transmits 
a signal to a mobile transceiver via a communication channel. 
The reverse communication operation may also be per 
formed. The mobile transceiver is able to transmit a signal to 
the base station transceiver as well. The mobile transceiver 
may be any number of types of transceiver including a cellular 
telephone, a wireless pager unit, a mobile computer having 
transceiver functionality, or any other type of mobile trans 
ceiver. The mobile transceiver is communicatively coupled to 
a local antenna; the local antenna is operable to receive data 
transmission from the cellular tower of the base station trans 
ceiver that has been communicated via the wireless commu 
nication channel. The local antenna communicatively 
couples the received signal to the mobile transceiver. 
The base station transceiver is operable to encode informa 

tion (using its encoder) that is to be transmitted to the mobile 
transceiver; the mobile transceiver is operable to decode the 
transmitted signal (using its decoder). 

In addition, the mobile transceiver is operable to encode 
information (using its encoder) that is to be transmitted to the 
base station transceiver, the base station transceiver is oper 
able to decode the transmitted signal (using its decoder). 
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8 
The decoders within either of the mobile transceiver and 

the base station may be implemented to perform decoding on 
a true bit level basis according to the invention. The FIG. 3C 
shows yet another of the many embodiments where true bit 
level decoding may be performed according to the invention. 

FIG. 4A is a system diagram illustrating an embodiment of 
a uni-directional microwave communication system that is 
built according to the invention. A microwave transmitter is 
communicatively coupled to a microwave tower. The micro 
wave transmitter, using its microwave tower, transmits a sig 
nal to a microwave tower via a wireless communication chan 
nel. A microwave receiver is communicatively coupled to the 
microwave tower. The microwave tower is able to receive 
transmissions from the microwave tower that have been com 
municated via the wireless communication channel. 
The microwave transmitter is operable to encode informa 

tion (using an encoder) that is to be transmitted to the micro 
wave receiver; the microwave receiver is operable to decode 
the transmitted signal (using a decoder). 
The decoder is operable to perform decoding on a true bit 

level basis according to the invention. The FIG. 4A shows yet 
another of the many embodiments where true bit level decod 
ing may be performed according to the invention. The FIG. 
4A shows a uni-directional microwave communication sys 
tem where the communication goes from the microwave 
transmitter to the microwave receiver via the wireless com 
munication channel. 

FIG. 4B is a system diagram illustrating an embodiment of 
a bi-directional microwave communication system that is 
built according to the invention. Within the FIG. 4B, a first 
microwave transceiver is communicatively coupled to a first 
microwave tower. The first microwave transceiver, using the 
first microwave tower (the first microwave transceiver's 
microwave tower), transmits a signal to a second microwave 
tower of a second microwave transceiver via a wireless com 
munication channel. The second microwave transceiver is 
communicatively coupled to the second microwave tower 
(the second microwave transceiver's microwave tower). The 
second microwave tower is able to receive transmissions from 
the first microwave tower that have been communicated via 
the wireless communication channel. The reverse communi 
cation operation may also be performed using the first and 
second microwave transceivers. 

Each of the microwave transceivers is operable to encode 
information (using an encoder) that is to be transmitted to the 
other microwave transceiver; each microwave transceiver is 
operable to decode the transmitted signal (using a decoder) 
that it receives. Each of the microwave transceivers includes 
an encoder and a decoder. 
The decoder of either of the microwave transceivers may 

be implemented to perform decoding on a true bit level basis 
according to the invention. The FIG. 4B shows yet another of 
the many embodiments where true bit level decoding may be 
performed according to the invention. 

FIG. 5A is a system diagram illustrating an embodiment of 
a uni-directional point-to-point radio communication system 
that is built according to the invention. A mobile unit trans 
mitter includes a local antenna communicatively coupled 
thereto. The mobile unit transmitter, using its local antenna, 
transmits a signal to a local antenna of a mobile unit receiver 
via a wireless communication channel. 
The mobile unit transmitter is operable to encode informa 

tion (using an encoder) that is to be transmitted to the mobile 
unit receiver; the mobile unit receiver is operable to decode 
the transmitted signal (using a decoder). 
The decoder is operable to perform decoding on a true bit 

level basis according to the invention. The FIG. 5A shows yet 
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another of the many embodiments where true bit level decod 
ing may be performed according to the invention. The FIG. 
5A shows a uni-directional communication system where the 
communication goes from the mobile unit transmitter to the 
mobile unit receiver via the wireless communication channel. 

FIG. 5B is a system diagram illustrating an embodiment of 
a bi-directional point-to-point radio communication system 
that is built according to the invention. Within the FIG. 5B, a 
first mobile unit transceiver is communicatively coupled to a 
first local antenna. The first mobile unit transceiver, using the 
first local antenna (the first mobile unit transceiver's local 
antenna), transmits a signal to a second local antenna of a 
second mobile unit transceiver via a wireless communication 
channel. The second mobile unit transceiver is communica 
tively coupled to the second local antenna (the second mobile 
unit transceiver's local antenna). The second local antenna is 
able to receive transmissions from the first local antenna that 
have been communicated via the communication channel. 
The reverse communication operation may also be performed 
using the first and second mobile unit transceivers. 

Each mobile unit transceiver is operable to encode infor 
mation (using an encoder) that is to be transmitted to the other 
mobile unit transceiver; each mobile unit transceiver is oper 
able to decode the transmitted signal (using a decoder) that it 
receives. 
The decoder of either of the mobile unit transceivers may 

be implemented to perform decoding on a true bit level basis 
according to the invention. The FIG. 5B shows yet another of 
the many embodiments where true bit level decoding may be 
performed according to the invention. 

FIG. 6A is a system diagram illustrating an embodiment of 
a uni-directional communication system that is built accord 
ing to the invention. A transmitter communicates to a receiver 
via a uni-directional communication channel. The uni-direc 
tional communication channel may be a wireline (or wired) 
communication channel or a wireless communication chan 
nel without departing from the scope and spirit of the inven 
tion. The wired media by which the uni-directional commu 
nication channel may be implemented are varied, including 
coaxial cable, fiber-optic cabling, and copper cabling, among 
other types of “wiring.” Similarly, the wireless manners in 
which the uni-directional communication channel may be 
implemented are varied, including satellite communication, 
cellular communication, microwave communication, and 
radio communication, among other types of wireless commu 
nication. 
The transmitteris operable to encode information (using an 

encoder) that is to be transmitted to the receiver; the receiver 
is operable to decode the transmitted signal (using a decoder). 
The decoder is operable to perform decoding on a true bit 

level basis according to the invention. The FIG. 6A shows yet 
another of the many embodiments where true bit level decod 
ing may be performed according to the invention. 

FIG. 6B is a system diagram illustrating an embodiment of 
a bi-directional communication system that is built according 
to the invention. Within the FIG. 6B, a first transceiver is 
communicatively coupled to a second transceiver via a bi 
directional communication channel. The bi-directional com 
munication channel may be a wireline (or wired) communi 
cation channel or a wireless communication channel without 
departing from the scope and spirit of the invention. The 
wired media by which the bi-directional communication 
channel may be implemented are varied, including coaxial 
cable, fiber-optic cabling, and copper cabling, among other 
types of “wiring.” Similarly, the wireless manners in which 
the bi-directional communication channel may be imple 
mented are varied, including satellite communication, cellu 
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10 
lar communication, microwave communication, and radio 
communication, among other types of wireless communica 
tion. 

Each of the transceivers is operable to encode information 
(using an encoder) that is to be transmitted to the other trans 
ceiver; each transceiver is operable to decode the transmitted 
signal (using a decoder) that it receives. 
The decoder of either of the transceivers may be imple 

mented to perform decoding on a true bit level basis accord 
ing to the invention. The FIG. 6B shows yet another of the 
many embodiments where true bit level decoding may be 
performed according to the invention. 

FIG. 6C is a system diagram illustrating an embodiment of 
a one to many communication system that is built according 
to the invention. A transmitter is able to communicate, via 
broadcast in certain embodiments, with a number of receiv 
ers, shown as receivers 1, 2, . . . . n via a uni-directional 
communication channel. The uni-directional communication 
channel may be a wireline (or wired) communication channel 
or a wireless communication channel without departing from 
the scope and spirit of the invention. The wired media by 
which the bi-directional communication channel may be 
implemented are varied, including coaxial cable, fiber-optic 
cabling, and copper cabling, among other types of "wiring.” 
Similarly, the wireless manners in which the bi-directional 
communication channel may be implemented are varied, 
including satellite communication, cellular communication, 
microwave communication, and radio communication, 
among other types of wireless communication. 
A distribution point is employed within the one to many 

communication system to provide the appropriate communi 
cation to the receivers 1,2,..., and n. In certain embodiments, 
the receivers 1, 2, ..., and in each receive the same commu 
nication and individually discern which portion of the total 
communication is intended for themselves. 
The transmitteris operable to encode information (using an 

encoder) that is to be transmitted to the receivers 1,2,..., and 
n; each of the receivers 1, 2, ..., and n is operable to decode 
the transmitted signal (using a decoder). 
The decoder of any of the receivers may be implemented to 

perform decoding on a true bit level basis according to the 
invention. The FIG. 6C shows yet another of the many 
embodiments where true bit level decoding may be per 
formed according to the invention. 

FIG. 7A is a system diagram illustrating an embodiment of 
a fiber-optic communication system that is built according to 
the invention. The fiber-optic communication system is oper 
able to support true bit level decoding. The fiber-optic com 
munication system includes a DWDM (Dense Wavelength 
Division Multiplexing (in the context of fiber optic commu 
nications) line card that is interposed between a line side and 
a client side. 
DWDM is a technology that has gained increasing interest 

recently. From both technical and economic perspectives, the 
ability to provide potentially unlimited transmission capacity 
is the most obvious advantage of DWDM technology. The 
current investment already made within fiber-optic infra 
structure can not only be preserved when using DWDM, but 
it may even be optimized by a factor of at least 32. As 
demands change, more capacity can be added, either by 
simple equipment upgrades or by increasing the number of 
wavelengths (lambdas) on the fiber-optic cabling itself, with 
out expensive upgrades. Capacity can be obtained for the cost 
of the equipment, and existing fiber plant investment is 
retained. From the bandwidth perspective, some of the most 
compelling technical advantage of DWDM can be summa 
rized as follows: 
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The transparency of DWDM: Because DWDM is a physi 
cal layer architecture (PHY), it can transparently support both 
Time Division Multiplexing (TDM) and data formats such as 
asynchronous transfer mode (ATM), Gigabit Ethernet, 
ESCON, and Fibre Channel with open interfaces over a com- 5 
mon physical layer. 

The scalability of DWDM: DWDM can leverage the abun 
dance of dark fiber in many metropolitan area and enterprise 
networks to quickly meet demand for capacity on point-to 
point links and on spans of existing SONET/SDH rings. 
The dynamic provisioning capabilities of DWDM: the fast, 

simple, and dynamic provisioning of network connections 
give providers the ability to provide high-bandwidth services 
in days rather than months. 

Fiber-optic interfacing is employed at each of the client and 
line sides of the DWDM line card. The DWDM line card 
includes a transport processor that includes functionality to 
support DWDM long haul transport, DWDM metro transport, 
next-generation SONET/SDH multiplexers, digital cross- 20 
connects, and fiber-optic terminators and test equipment. On 
the line side, the DWDM line card includes a transmitter, that 
is operable to perform electrical to optical conversion for 
interfacing to an optical medium, and a receiver, that is oper 
able to perform optical to electrical conversion for interfacing 25 
from the optical medium. On the client side, the DWDM line 
card includes a 10G serial module. That is operable to com 
municate with any other devices on the client side of the 
fiber-optic communication system using a fiber-optic inter 
face. Alternatively, the interface may be implemented using 30 
non-fiber-optic media, including copper cabling and/or some 
other type of interface medium. 

The DWDM transport processor of the DWDM line card 
includes a decoder that is used to decode received signals 
from either one or both of the line and client sides and an 35 
encoder that is used to encode signals to be transmitted to 
either one or both of the line and client sides. The decoder is 
operable to perform decoding on a true bit level basis accord 
ing to the invention. The FIG. 7A shows yet another of the 
many embodiments where true bit level decoding may be 40 
performed according to the invention. 

FIG. 7B is a system diagram illustrating an embodiment of 
a satellite receiver STB (Set Top Box) system that is built 
according to the invention. The satellite receiver STB system 
includes an advanced modulation satellite receiver that is 45 
implemented in an all digital architecture. The satellite 
receiver STB system includes a satellite tuner that receives a 
signal via the L-band. The satellite tuner extracts I.Q (in 
phase and quadrature) components from a signal received 
from the L-band and provides them to the advanced modula- 50 
tion satellite receiver. The advanced modulation satellite 
receiver includes an embodiment of the decoder. The decoder 
is operable to perform decoding on a true bit level basis 
according to the invention. 
The advanced modulation satellite receiver communica- 55 

tively couples to an HDTV MPEG-2 (Motion Picture Experts 
Group 2 (Standard Compressed Video at 4-9 Mbps)) trans 
port de-muX, audio/video decoder and display engine. The 
advanced modulation satellite receiver and the HDTV 
MPEG-2 transport de-mux, audio/video decoder and display 60 
engine communicatively couple to a host CPU (Central Pro 
cessing Unit). The HDTV MPEG-2 transport de-mux, audio/ 
Video decoder and display engine also communicatively 
couples to a memory module and a conditional access func 
tional block. The HDTV MPEG-2 transport de-mux, audio/ 65 
video decoder and display engine provides HD video and 
audio output that may be provided to an HDTV display. 
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The advanced modulation satellite receiver is a single-chip 

digital satellite receiver Supporting the decoder that is oper 
able to Support decoding on a true bit level basis according to 
the invention. The advanced modulation satellite receiver is 
operable to receive communication provided to it from a 
transmitter device that includes an encoder as well. 

FIG. 8 is a system diagram illustrating an embodiment of a 
TTCM (Turbo Trellis Coded Modulation) communication 
system that is built according to the invention. The TTCM 
communication system includes a transmitter and a receiver 
that are communicatively coupled to one another via a com 
munication channel that introduces AWGN (Additive White 
Gaussian Noise) to the signal. The communication channel 
may be wireline or wireless according to the invention. The 
AWGN communication channel may be viewed as being a 
relatively noisy communication channel in Some embodi 
mentS. 
The transmitter includes a TTCM encoder that encodes one 

or more information symbols and then modulates those 
encoded symbols. Those encoded symbol may also undergo 
modulation encoding to map those symbols to a constellation 
and an associating mapping. The transmitter then prepares 
this signal for transmission across the communication chan 
nel. At the other end of the communication channel, the 
receiver includes a TTCM decoder that receives and estimates 
the encoded symbols that have been transmitted across the 
communication channel. Further details of the operation of 
the various functional blocks contained within the TTCM 
encoder and the TTCM decoder are also described in more 
detail below. 

Generally speaking, within the TTCM encoder, the turbo 
encoder performs symbol encoding and the symbol mapper 
maps those encoded symbols to an appropriate modulation 
(including a constellation and a corresponding mapping). 
Similarly, generally speaking within the TTCM decoder, the 
TTCM decoder performs calculations that are employed to 
perform decoding of the received symbols. The TTCM 
decoder is operable to perform decoding on a true bit level 
basis according to the invention. 

It is also understood that a variety of means of modulation, 
transmission, receipt, and demodulation may be performed to 
generate the analog signals to be transmitted across the com 
munication channel without departing from the scope and 
spirit thereof. Each and any such means may be practiced 
according to the invention while performing the TTCM 
encoding/decoding described herein. 

FIG. 9 is a diagram illustrating an embodiment of an over 
view of functionality of a communication system that is built 
according to the invention. The functionality described within 
this embodiment may be viewed as being performed within a 
variety of the various communication system embodiments 
described within this specification. 

Inputs bits are initially provided to a transmitter side of a 
communication channel. The input bits are initially encoded 
thereby generating encoded input bits. This encoding may be 
performed according to TTCM. These encoded bits are then 
grouped into symbols. These symbols, comprised of the 
encoded bits that are appropriately grouped, are provided to a 
symbol mapper that maps the symbols according to a modu 
lation that includes a constellation and a corresponding map 
ping; this may be viewed as undergoing modulation encod 
ing. At this point, the symbols may be viewed as being a 
digital baseband signal. These symbols are then modulated to 
generate an analog baseband signal whose frequency is that of 
baseband and whose magnitude and phase components vary 
at that baseband frequency. This may be performed using a 
DAC (Digital to Analog Converter). This analog baseband 
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signal may then be provided to a communication channel. 
The communication channel may be viewed as being an 
AWGN (Additive White Gaussian Noise) communication 
channel. 

In some embodiments, the analog baseband signal may 
undergo some up converting. For example, the analog base 
band signal may be up converted to a higher carrier frequency 
for transmission on the communication channel. This up con 
version may also involve transforming the analog baseband 
signal up to intermediate frequency before being transformed 
up to the higher carrier frequency at which the signal is 
transmitted across the communication channel. 

The transmitted signal is then received at a receiver end of 
the communication channel. Initially, the received signal that 
has been transmitted may undergo some down converting to 
transform the received signal to an analog baseband signal. 
This may also include Some transformation to an intermediate 
frequency before converting the signal down to an analog 
baseband signal. Alternatively, the conversion may be per 
formed directly to the analog baseband signal. 
The received analog baseband signal is then demodulated 

to generate a digital baseband signal. This may be performed 
using an ADC (Analog to Digital Converter). This may be 
viewed as performing the I.Q (In-phase, Quadrature) compo 
nent extraction of the various symbols within the analog 
baseband signal. These I.Q components are then provided to 
a metric generator that calculated metrics for the symbols 
within the received digital baseband signal. 

These symbol metrics are then decomposed to bit level 
metrics. Theses bit level metrics may be viewed as those 
metrics that may be used to assist in any iterative decoding 
that is to be performed on a true bit level basis. Soft bit 
decisions are then made using these bit level metrics. Finally, 
hard limiting is performed on the soft bit decisions. This may 
be viewed as making hard bit decisions using the soft bit 
decisions generated previously. These hard bit decisions may 
be viewed as being the best estimates of the input bits that had 
been provided at the transmitter side of the communication 
system. 

Again, it is noted that this overview of the functionality of 
a communication system may be viewed as being Supported 
within the context of many of the various embodiments 
described in this specification. The true bit level decoding 
may be supported in each of the various embodiments 
described above. Below, several embodiments are described 
that show how this bit level decoding may be implemented. 
As also indicated above, it is known that the iterative turbo 

decoding involves updating two real sequences during every 
iteration of the iterative decoding. These two sequences may 
be viewed as being be viewed as being forward metrics (al 
phas) and backward metrics (betas) within the context of 
TCM (Trellis Coded Modulation) decoding as well as TTCM 
(Turbo Trellis Coded Modulation) decoding. These alphas 
and betas may be represented as follows: (Co(m).C. (m), ..., 
C. (m)) and (fo(m), f(m), . . . . f. (m)). The updating 
performed within this iterative decoding is performed using 
the a posteriori probability and the branch metrics. When 
performing TTCM decoding, a symbol metric will typically 
involve more than one information bit (e.g., a plurality of 
information bits). Therefore, the calculation of the forward 
metric C. (m) and the backward metric B (m) involves more 
than one computing cycle to calculate all of the possible 
values of these various information bits of the symbol. This 
computing may be performed using various cycles of minor 
max processing. However, using this approach is imple 
mented in a manner that costs a lot of transistors (which may 
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14 
be viewed as occupying a great deal of real estate within an 
integrated circuit that performs the decoding). 
The invention presents a method to decompose these sym 

bol metrics to bit metrics that are then used in the decoding 
processing. The number of transistors that would be required 
to perform decoding processing is greatly reduced by per 
forming the decoding on a bit level. Using this bit level 
decoding, the metrics involving in performing the decoding 
processing, namely the forward metrics (alphas) C. (m) and 
the backward metrics (betas) f(m) are then represented as bit 
metrics. 

FIG. 10A is a diagram illustrating an embodiment of a rate 
1/2 encoder that employs puncturing according to the inven 
tion. To support this decoding processing on a bit level basis, 
a trellis encoder is initially constructed using a rate 1/2 
encoder. More specifically, a rate 2/3 trellis encoder can be 
constructed by puncturing a rate 1/2 encoder. Input bits ii. 
are provided to the rate 1/2 encoder. When the first input bit, 
i., is provided to the rate 1/2 encoder, the encoded bits, i. 
and c, are generated. The output bit is may be viewed as 
being the input bit itself, and the output bit c. may be viewed 
as being a redundancy or coded bit. When the second input 
bit, it is provided to the rate 1/2 encoder, the encoded bits, 
is and c, are generated. The output bit is may be viewed 
as being the input bit itself, and the output bit c. may be 
viewed as being a redundancy or coded bit. 

However, during this second coding iteration, the output bit 
c 1 is punctured, or thrown away. These remaining bits, i, c. 
and it, may be viewed as encoded bits. These remaining 
bits, it c, and it, may then be grouped to form a symbol. 
Overall, the operation of this rate 1/2 encoder that employs 
puncturing, when receiving the successive input bits ii. 
and outputting the encoded bits ici may be viewed as 
being a rate 2/3 encoder. The input bits ii. may be viewed 
as being an input symbol and the encoded bits ici may be 
viewed as being an output symbol. 

In a coded modulation scheme, a signal value. Such as I.Q 
(In-phase, Quadrature) component values of a signal received 
from a communication channel, may contain information 
corresponding to more than one information bit, one infor 
mation bit, or no information bits. That is to say, the symbol 
may include information corresponding to more than one 
information bit. The invention presents a solution that allows 
a bit metric to be obtained from a signal value with more than 
one information bit according to bit level decoding thereby 
allowing the discrimination of the individual information bits 
within the symbol. In this specification, bit level decoding is 
presented that may be performed within a variety of embodi 
ments including performing bit level MAP (maximum a pos 
teriori probability) decoding where the maximum end result 
value is used to select the appropriate value. 

Next, the selection of an appropriate code is selected that 
will Support the bit level decoding according to the invention. 
An example code having a coderate of 1/2 and having 8 states 
is used to illustrate the functionality of the invention; how 
ever, the invention is also extendable to different code having 
other code rate as well as those employing trellises having 
different numbers of states. 

In an illustrative example, a code having a code rate of 1/2 
is initially sought. To find the rate 1/2 base code, some design 
criteria are required. 
A first design criterion is to obey Ungerboeck's rule for 

TCM (Trellis Coded Modulation). This rule states, “All the 
transitions that diverge from a common state or reemerge into 
a same state must be assigned with signals from one Subset at 
the first level of set partitioning.” 
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A second design criterion is that the interleaving gain of the 
turbo code, which depends on the effective minimum distance 
d (for convolutional code this is the weight of the output 
when two bits are input) of the final trellis, and the number of 
the nearest neighbor N, with respect to the effective minimum 
distance d. The criterion is that d should be as large as 
possible but N should be as small as possible. The rate 2/3 
code that is selected for a symbol decoder has a maximum 
d=5 among all rate 2/3 and 8 state RSC (Reed-Solomon 
Code). In addition, this embodiment also includes a minimal 
N=1. 

Such a rate 1/2 recursive encoder may be represented by 
two binary polynomials. One is feed forward polynomial, and 
one is feedback polynomial. For example, if the feed forward 
polynomial is f(D)=1 +D and the feedback polynomial is b(D) 
=1+D+D, then sucharate 1/2 encoder may be represented as 
shown within the FIG. 10B. 

FIG. 10B is a diagram illustrating an embodiment of a rate 
1/2 encoder (3.13) that is built according to the invention. 
When an input bit is provided to the encoder, 2 bits are output. 
One of the output bits c is representative of exactly the input 
bit, and the other of the output bits co is a codebit (sometimes 
referred to as a parity bit or a redundancy bit). This represents 
one example of a convolutional encoder that may be selected 
in the design process of a code that Supports bit level decod 
1ng. 

FIG. 10C is a diagram illustrating an embodiment of a rate 
1/k encoder that is built according to the invention. In general, 
a rate 1/k encoder (a rate 1/k convolutional encoder, where 
k=1,2,3,... and so on) may be employed when designing a 
code that supports bit level decoding. The code bits that are 
output from the encoder may be punctured, or selected to 
form encoded symbols according to the invention. It is noted 
that any number of encoders may be employed that operate by 
receiving a single bit as input. 

In this specification, octal numbers are used to present 
these polynomials (e.g., the feed forward polynomial and the 
feedback polynomial). In the embodiment of interest, f=3 and 
b=13. A search is then made for all possible encoders with a 
degree of the feed forward polynomial and a degree of the 
feedback polynomial that is not greater than 3. Among all 
such encoders, there are 56 that have an effective minimum 
distance d23. There are 2 such encoders with d5 and 17 
such encoders with d 4. However, most of these encoders do 
not satisfy Ungerboeck's rule as stated above. 

FIG. 11 is a diagram illustrating a list of possible encoders 
that satisfy Ungerboeck's rule and a minimum distance of 
d23 according to the invention. The order of the feed for 
ward polynomial (in octal) and the order of the feedback 
polynomial (in octal) are shown as a function of the effective 
minimum distanced and the number of the nearest neighbor 
N. In addition, the other weights, when appropriate, with 2 
bit input sequences and the number of the sequence are also 
shown. 

Based on the list shown within the FIG. 11 and the rule of 
minimum effective distance d, the encoders (11,13) and 
encoder (17.15) should be the best. After performing a search 
among all possible signal constellations (for corresponding 
modulations) may then be performed. The encoder with the 
best signal constellation that is found if the rate 1/2 (11,13) 
encoder. 

Such a rate 1/2 recursive encoder may be represented by 
two binary polynomials. One is a feed forward polynomial 
f(D)=1 +D and the other one is a feedback polynomial of 
b(D)=1 +D+D. Such a rate 1/2 encoder (11,13) may be rep 
resented by the circuit shown within the FIG. 12A. 
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FIG. 12A is a diagram illustrating an embodiment of a rate 

1/2 encoder (11,13) that is built according to the invention. 
When an input bit is provided to the encoder, 2 bits are output. 
One of the output bits c is representative of exactly the input 
bit, and the other of the output bits co is a code bit (again, 
sometimes referred to as a parity bit or a redundancy bit). This 
design represents the best rate 1/2 convolutional encoder that 
is selected in the design process of a code that Supports bit 
level decoding. 

In addition, from this encoder circuit, it can be concludes 
that, when the state is fixed, the redundancy bits are different 
for the two different input bits. This property is then used in 
the calculation of the bit metrics as is described in more detail 
below. The trellis of this encoder is shown below in the FIG. 
12B. 

FIG. 12B is a diagram illustrating an embodiment of a 
trellis of the rate 1/2 encoder (11,13), shown in the FIG. 12A, 
according to the invention. This trellis is an 8 state trellis. 
The operation of this 8 state trellis, with the mapping 

shown, may then be described as follows. After looking at 
these examples, state transitions from the other states will 
also be understood. 
When the encoder is in the state 0-000, and when a 0 bit 

input is provided, then the state of the encoder will transition 
from the input state 0-000 to the output state 0-000. This may 
be viewed as the state of the encoder transitioning along the 
1 possible branch of the trellis extending from the input state 
0-000; this branch may be viewed as being indexed by the O 
bit input. That is to say: when starting from the input state 
0-000, and when receiving as input the bit 0, the encoder will 
transition to output state 0-000, and a 2 bit, coded output 
symbol is generated by the encoder having a value of 0-00. 

Looking at another example: when the encoder is in the 
state 0-000, and when a 1 bit input is provided, then the state 
of the encoder will transition from the input state 0-000 to the 
output state 2010. This may be viewed as the state of the 
encoder transitioning along the 2" possible branch of the 
trellis extending from the input state 0-000; this branch may 
be viewed as being indexed by the 1 bit input. That is to say: 
when starting from the input state 0-000, and when receiving 
as input the bit 1, the encoder will transition to output state 
2=010, and a 2 bit, coded output symbol is generated by the 
encoder having a value of 3=11. 

Looking at another example: when the encoder is in the 
state 1-001, and when a 1 bit input is provided, then the state 
of the encoder will transition from the input state 1-001 to the 
output state 0-000. This may be viewed as the state of the 
encoder transitioning along the 1 possible branch of the 
trellis extending from the input state 1-001; this branch may 
be viewed as being indexed by the 1 bit input. That is to say: 
when starting from the input state 1=001, and when receiving 
as input the bit 1, the encoder will transition to output state 
0-000, and a 2 bit, coded output symbol is generated by the 
encoder having a value of 3=11. 

Looking at another example: when the encoder is in the 
state 1-001, and when a 0 bit input is provided, then the state 
of the encoder will transition from the input state 1-001 to the 
output state 2010. This may be viewed as the state of the 
encoder transitioning along the 2" possible branch of the 
trellis extending from the input state 1-001; this branch may 
be viewed as being indexed by the Obit input. That is to say: 
when starting from the input state 1=001, and when receiving 
as input the bit 0, the encoder will transition to output state 
2=010, and a 2 bit, coded output symbol is generated by the 
encoder having a value of 0-00. 
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The state transitions of this trellis, along the other various 
branches of the trellis may be understood in reference to these 
example state transitions. 

FIG. 13 is a system diagram illustrating an embodiment of 
a TTCM (Turbo Trellis Coded Modulation) decoder system 
that is built according to the invention. A received signal 
(shown as RX signal) is provided to an I.Q extraction func 
tional block that extracts the I.Q (In-phase, Quadrature) com 
ponents from the received signal that are mapped according to 
a RC (Rate Control) as determined by a rate control 
sequencer. This may be viewed as being receiverpre-process 
ing. The I.Q inputs are then mapped according to the modu 
lations appropriate constellation and mapping. Then, the 
mapped IQ is passed to a metric generator that also receives 
the RC input from the rate control sequencer. The metric 
generator generates the appropriate metrics that are measured 
from the received I.Q. to the constellation points within the 
modulation’s appropriate constellation and mapping; the 
metrics are indexed by the mapping of the constellation points 
within the modulation; these metrics may be viewed as being 
the scaled Euclidian distances from the location of the actual 
received symbol to the expected constellation point locations 
within the modulation. The processing performed by the met 
ric generator is performed on a symbol basis. 

After the symbol metrics are calculated by the metric gen 
erator, these symbol metrics are output and provided to a 
decompose symbol metrics to bit metrics functional block 
that decomposes the symbol metrics into the initial bit metrics 
for each symbol of the signal. That is to say, the initial values 
of the metrics for each of the individual bits of the bits of the 
received symbol are decomposed from the symbol metrics. 

Continuing on with the decoding process and functionality, 
theses initial bit level metrics that are calculated by the 
decompose symbol metrics to bit metrics functional block are 
then provided to atop (even)SISO (Soft-In Soft-Out decoder) 
and simultaneously to a bottom (odd) SISO. Each of these 
SISOs and calculates forward metrics (alphas) and backward 
metrics (betas), and extrinsic values according to the trellis 
employed (such as the trellis shown in the FIG. 12B). These 
alphas, betas, and extrinsics are then all calculated for each of 
the individual bits of the symbols that are to be decoded. 
These calculations of alphas, betas, and extrinsics are all 
based on the trellis and according to the RC provided by the 
RC input from the rate control sequencer. Again, these alphas, 
betas, and extrinsics may all be calculated on a bit level basis. 
These values may be calculated (directly and indirectly) using 
the bit metrics decomposed from the symbol metrics; these 
calculations may also be performed using min or max 
processing without departing from the scope and spirit of the 
invention. 

Starting with the top SISO, after the extrinsic values have 
been calculated, they are passed to an interleaver. Afterwards 
these values are passed to a bit metric update functional block. 
It is noted here that the bit metrics are updated each iteration 
of the iterative decoding. In contradistinction, the prior art 
approaches of performing iterative decoding typically use the 
same symbol metric during each of the iterations of the itera 
tive decoding. After the bit metric values have been updated, 
then these values are passed to the bottom SISO as APP (a 
priori probability) information. Similarly, after extrinsic val 
ues have been calculated within the bottom SISO, they are 
passed to a de-interleaver whose output is then passed to 
another corresponding bit metric update functional block. 
The output from this bit metric update functional block is then 
passed back to the top SISO as APP information. It is noted 
that a single decoding iteration, within the iterative decoding 
process of the TTCM decoder system consists of performing 
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two SISO operations; that is to say, the iterative decoding 
process must pass through both the top (even) SISO and 
through the bottom (odd) SISO. 

After a significant level of confidence has been achieved 
and a solution is being converged upon, or after a predeter 
mined number of decoding iterations have been performed, 
then the output from the bottom (odd) SISO may then be 
passed as output to an output processor. The final output from 
the bottom (odd) SISO may be viewed as being soft bit 
decisions. That is to say, the operation of the SISOs may 
generally be referred to as calculating soft bit decisions of the 
individual bits of the symbols contained within a signal 
received by the TTCM decoder system. The output processor 
uses these soft bit decisions to generate hard bit decisions for 
the input bits that have been encoded at an encoder end of a 
communication system. 

Moreover, there may be situations where one or more 
uncoded bits u may have been used to generate the symbols 
that are provided to the TTCM decoder system. The TTCM 
decoder system is also operable to accommodate the decod 
ing of those uncoded bits u, when appropriate. 

FIG. 14 is a system diagram illustrating an embodiment of 
an alternative TTCM decoder system that recycles a single 
SISO according to the invention (shown as receiving I.Q 
inputs). This embodiment may be viewed as a variant of the 
TTCM decoder system described above that employs two 
separate SISOs (a top SISO and bottom SISO). 
The alternative TTCM decoder system is shown as receiv 

ing as input the I.Q. from a received signal. It is noted that 
receiver pre-processing may also be performed in this 
embodiment as with the other embodiment of a TTCM 
decoder system described above. For example, an I.Q extrac 
tion functional block may also be employed to extract these 
I.Q inputs within this embodiment. If desired in some 
embodiments, a ping pong buffer, employing two input buff 
ers, may be employed for efficient buffering of the IQ inputs. 
The I.Q. inputs are then passed to the metric generator. The 
functionality of the metric generator may be viewed as being 
similar to that of the metric generator within the other 
embodiment of the TTCM decoder system described above. 

Also similar to the embodiment described above, after the 
symbol metrics are calculated by the metric generator, these 
symbol metrics are output and provided to a decompose sym 
bol metrics to initial bit metrics functional block that decom 
poses the symbol metrics into the initial values of the bit 
metrics for each symbol of the signal. That is to say, the initial 
values of the metrics for each of the individual bits of the bits 
of the received symbol are decomposed from the symbol 
metrics. 

Continuing on with the decoding process and functionality, 
theses now bit level metrics that are calculated by the decom 
pose symbol metrics to bit metrics functional block are then 
provided to a single SISO; the information necessary to per 
form decoding of any possible uncoded bits (when appropri 
ate) is passed to the output processor. The SISO calculates 
forward metrics (alphas), backward metrics (betas), and 
extrinsic values according to the trellis employed and pro 
vides them to a functional block that is operable to perform 
both interleaving and de-interleaving (depending upon which 
SISO operation is being performed—either the first SISO 
operation of the single SISO or the second SISO operation of 
the single SISO). The output of the interleaver/de-interleaver 
functional block is passed first to an update bit metric func 
tional block and then back to the SISO as APP. Again, it is 
noted that the values of alphas, betas, and extrinsic values are 
calculated on a bit level basis within the single SISO of this 
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embodiment. The bit metric values are updated during every 
iteration of the iterative decoding. 

Similar to the embodiment of TTCM decoder system 
described above, it is again noted that a single decoding 
iteration, within the iterative decoding process of the alterna 
tive TTCM decoder system consists of performing two SISO 
operations; that is to say, the iterative decoding process must 
pass through both the SISO once (when the SISO performs 
the top SISO functionality when referenced to the TTCM 
decoder system described above) and through the SISO again 
(when the SISO performs the bottom SISO functionality 
when referenced to the TTCM decoder system described 
above). 

After a significant level of confidence for the soft bit deci 
sions within the SISO have been achieved and a solution is 
being converged upon, or after a predetermined number of 
decoding iterations have been performed, then the soft bit 
decisions are output from the SISO and passed as output to the 
output processor. The output processor uses these soft bit 
decisions to generate hard bit decisions and to provide 
decoded output data. It is also noted that APP initialization 
may be performed within this embodiment as well as the other 
embodiment of TTCM decoder system described above. 

FIG. 15 is a diagram illustrating an embodiment of true bit 
level decoding functionality according to the invention. This 
embodiment may be viewed as an embodiment of SISO cal 
culations and operations that are performed according to the 
invention. For each stage (or each symbol) within a frame of 
received symbols (or sequence of received symbols), the for 
ward metrics (alphas), the backward metrics (betas), and the 
extrinsic values are calculated on a bit level basis. The extrin 
sics value of a stage is a function of the alphas, betas, bit 
metrics, and APPs of that particular trellis stage. 

Symbol metrics are initially calculated for the received 
symbols of a frame of received symbols (shown as Symbol 1 
(S1), S2, S3, S4, ..., and Sn). These symbol metrics are then 
decomposed to the initial bit metrics values that are represen 
tative of the individual bits of the received symbols. 

In some embodiments, these bit metrics are then mapped 
according to the trellis employed and according to the RCs of 
the appropriate rate control sequence that corresponds to this 
received frame of symbols. In this embodiment, these trellis 
mapped bit metrics (that may be referred to as trellis metrics 
at this point) are provided to a SISO. 
The SISO employs these bit level metrics to calculate the 

alphas and the betas on a bit level basis. The alphas, betas, and 
bit metrics are then used to calculate the extrinsic values (or 
extrinsic information) that are provided back to the other 
SISO through an appropriate, corresponding bit metric 
update functional block and then through the other interleaver 
or de-interleaver (or interleaver/de-interleaver) as appropri 
ate in the particular situation. It is noted that the values of 
metrics, alphas, betas, and extrinsics are all used to perform 
the TTCM decoding of the information bits that have been 
encoded by a TTCM encoder on an encoder end of a commu 
nication channel. 

FIG. 16 is a diagram illustrating another embodiment of 
true bit level decoding functionality according to the inven 
tion. This embodiment is shown as receiving symbols that 
undergo the bit level decoding functionality described herein. 
Symbol metrics for these received symbols are initially cal 
culated. Afterwards, these symbol metrics are decomposed to 
generate bit metrics for the individual bits of the received 
symbols. 

This decomposition of the symbol metrics into the bit 
metrics involves calculating a pseudo bit metric for an LSB 
(Least Significant Bit) for at least one bit of a received sym 
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bol. In addition, the decomposition of the symbol metrics into 
the bit metrics may involve calculating a bit metric for an LSB 
for at least one bit of a received symbol as well as calculating 
a bit metric for an MSB (Most Significant Bit) for at least one 
bit of a received symbol. 
The pseudo metric for the LSB as well as the bit metric for 

the LSB and the bit metric for the MSB may also be viewed as 
involving converting the bit metrics to state independent bit 
metrics. These bit metrics are then provided for use in calcu 
lating the forward metrics (alphas) and backward metrics 
(betas) that are employed when performing iterative decoding 
of the received symbols; a trellis is employed to calculate 
these alphas and betas according to the TTCM code 
employed. This may also involve initialing values for both the 
alphas and betas to commence the iterative decoding process 
1ng. 
The bit metrics as wells as the alphas and betas that are 

calculated with respect to the trellis employed in the iterative 
decoding are employed to calculate extrinsic values with 
respect to the trellis as well. These extrinsic values that cor 
respond to the individual bits of the symbols are then 
employed as APP for subsequent iterations of the iterative 
decoding. This may involve passing the extrinsic values first 
through a corresponding bit metric update functional block 
and then through a de-interleaver back to another SISO, or 
first through a corresponding bit metric update functional 
block and then through an interleaver/de-interleaver back to 
the same SISO (depending on the embodiment that is imple 
mented). 

It is also noted that the functionality described within this 
embodiment is also adaptable to accommodate variable rates 
and signal constellation as directed by the various RCs (that 
may be arranged in a rate control sequence) and that may be 
provided by a rate control sequencer. 
The functionality of this embodiment may also be 

described with respect to it being implemented to perform 
MAP (maximum a posteriori probability) decoding. It is also 
noted that this bit level decoding functionality is also extend 
able to TCM (Trellis Coded Modulation) decoding and 
TTCM (Turbo Trellis Coded Modulation) decoding as well 
without departing from the Scope and spirit of the invention. 
An approach for MAP decoding is described below. 

This example embodiment is based on a rate 1/2 trellis 
encoder that operates using a systematic code. For this 
encoder, the following definitions are provided: 

1. S(m,i): the next state after inputting i to the encoder 
with the statem; 

2. S(m,i): the previous state such that with the input i, the 
next state is m; 

3. r(mi): the redundancy bit by inputting i to the encoder 
with the state m; from the trellis of the rate 1/2 encoder, the 
following relationship may be made: 

It is noted here that c denoted complement: if the value is 0. 
it goes to 1; if the value is 1, it goes to 0. 

4. Let Ro R, ..., Ry be a received signal. Then for any 
modulation signal Y, the probability P(RIY) may be calcu 
lated. 

For example, for a 8 PSK modulation signal Y, the prob 
ability P(R| map(d.dr(S.d.))) may then be calculated 
and known. It is noted that the map denoted in this probability 
is associated with the symbol mapper, and not the MAP 
decoding approach. In addition, these 3 bits (ddr(S.d.)) 
may be implemented as the 3 bits of an 8PSK symbol, and the 
bit r(S.,d) may be viewed as being a redundancy bit given 
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state S, and inputd. Therefore, the received 3 bit symbol at 
time k may be represented as (dd.r). 
When performing the TTCM decoding, it is necessary to 

determine which branch of the trellis has been actually 
selected. To do this, the joint probability E,(mi) is employed. 
This value E,(m,i) represents the joint probability of the 
input-i at time=/, the state-m, and the received block of 
symbols-R(where Ro'' includes all of the symbols of block 
size N) may be expressed as follows: 

Within MAP (maximum a posteriori probability) decod 
ing, the goal is to get the maximum value of E,(mi). 

Borrowing upon this relationship, then the a posteriori 
probability (represented as a conditional probability 
P(di Ro"')) of the input bit d, may be represented as fol 
lows: 

= HoXCE(m, i) 

This conditional probability P(dil Ro') is representa 
tive of the probability that conditional probability the input bit 
is i at time t—l. The numerator 

is representative of the joint probability of both mapping. The 
denominator 

N 
P(R) of P(R)-1) 

is representative of the probability for this sequence of sym 
bols being the particular sequence of Ro''. The value Ho is a 
constant that is used to scale the Summed value 

XE (m, i) 

thereby converting it to a probability (such that all of the terms 
E,(mi) sum to 1.0 when Summed across all the m). 
To compute the value of E,(mi), the following notation is 

employed. 
1. I(i)=(di) (APP (a priori probability)); 
2. M(i,jr)=P(Rd. i.d. irr) (symbol metric); 
The bit level metrics are now defined; they may be viewed 

as being decomposed from Symbol metrics. 
3. bM (m,i)=P(RIS =m,di) (bit metric for MSB or 

even bit) this may be viewed as being the probability that a 
received symbol is valued R at a state 2k-1 m and input 
d2-1: 

4. pbM (m,i)=P(R.S. m.di) (pseudo bit metric 
for LSB or even bit); 

5. bM (m,i)=P(diS m.R.)/P(di) (bit metric 
for LSB); 
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The forward metric (alpha) and backward metric (beta) bit 

level metrics are now defined. 

The definitions of 6. and 7. above are representative of the 
forward metrics (alphas) with respect to the trellis employed, 
and the definitions of 8. and 9. above are representative of the 
backward metrics (betas) with respect to the trellis employed. 
These are the actual values. It is also noted that the processing 
of these values may be implemented within the logarithmic 
domain, as it is much easier to implement in hardware. In the 
logarithmic domain, multiplication may be implemented as 
addition, and division may be implemented as Subtraction. 

Next, an embodiment of the decomposition of the symbol 
metrics into the bit metrics is illustrated (this illustration is 
still within the context of MAP (maximum a posteriori prob 
ability) decoding. 

Firstly, the decomposition of the symbol metric to a bit 
metric for the MSB of a received symbol is shown below. This 
involves calculation of a bit metric of the MSB based on the 
symbol metric that corresponds to the received symbol that 
includes the MSB. 

(MSB bit metric) 

Secondly, the decomposition of the symbol metric to a 
pseudo bit metric for the LSB of a received symbol is shown 
below. This involves calculation of a pseudo bit metric of the 
LSB based on the symbol metric that corresponds to the 
received symbol that includes the LSB. 

(LSB pseudo bit metric) 

Thirdly, the decomposition of the symbol metric to a bit 
metric for the LSB of a received symbol is shown below. This 
involves calculation of a bit metric of the LSB based on the 
symbol metric that corresponds to the received symbol that 
includes the LSB. 
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(LSB bit metic) 

These 3 equations represent the calculations that may be 
performed to calculated the bit metric for the MSB, the 
pseudo bit metric for the LSB, and the bit metric for the LSB. 
This allows for the decomposition of the symbol metrics to 
true bit metrics that may be used within the true bit level 
decoding according to the invention. In this example embodi 
ment described here, this allows for a true bit level MAP 
(maximum a posteriori probability) decoding as opposed to 
the symbol level MAP decoding performed in the prior art. It 
is also noted that these equations still include information 
pertaining to the state of the trellis. Below, state independent 
metrics are employed; these state independent metrics are 
decomposed from the state dependent metrics. 

Based on the equations for the pseudo bit metric for the 
LSB and the bit metric for the LSB, the following redundant 
relationship may be made: 

bM (m,i)=I2(i)M(i,i, r(S(m,i),i))+2(i) 
M(i,i, r(S(m,i),i)) 

This will allow for a reduction in the number of calcula 
tions that need to be performed when performing MAP 
decoding. 

According to the above equations, it is found that only 4 
(four) possible different values of bM (mi).m=0, . . . .7 
and i=0.1. Were no redundancy in the terms of the various 
equations found, then all 16 possible values would need to be 
calculated. This results in a reduction of 16 possible value to 
a total of only 4 possible values to be calculated: a reduction 
by a factor of 4. These 4 possible values of bM (mi) are 
shown as follows: 

1 possible value: I (0)M(0,0,0)--I (1)M(0,1,1) 
2" possible value: I (0)M(0,0,1)+I (1)M(0,1,0) 
3" possible value: I. (1)M(1.1.0)+L(0)M(1,0,1) 
4" possible value: I (1)M(1,1,1)+I,(0)M(1,0,0) 
All 4 of these possible values of bM (mi) may be cal 

culated and then distributed to the appropriate 16 values. 
Another transformation may then be made to decompose 

state independent metrics from the State dependent metrics. 
Given the following relationship: 

Using this relationship, state independent metrics sibM. 
(i.r) may be defined as follows: 

Therefore, the relationship between the bit metric and the 
state independent metric may be represented as follows: 

From here forward, the calculations of the bit metrics and 
pseudo bit metrics are all performed using state independent 
metrics. 

It is also noted that the redundancy bit r is nevertheless still 
a function of the state according to the code indirectly. In 
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addition, the bit metric is a function of the redundancy bit r 
implicitly and the input bit i explicitly. As a reminder, the 
redundancy bit r is a function of the state and the input bit i. 
Therefore, the bit metric is no longer a function of the state 
directly; it is implicitly a function of the state. 
A comparison of the reduction in computations that must 

be performed (when decoding a code generated using a rate 
1/2 trellis) may be made as follows: 
When using the state dependent bit metrics: 16 different 

values would need to be calculated for the MSB, 16 different 
values would need to be calculated for the LSB, and 16 values 
for the redundancy bit. 
When using the state independent bit metrics: 4 different 

values would need to be calculated for the MSB, 4 different 
values would need to be calculated for the LSB, and 4 values 
for the redundancy bit. 
The use of the state independent bit metrics greatly reduces 

the number of calculations that must be made for each infor 
mation bit. This reduction is made possible based on the 
properties of the trellis employed by the code. 

Additional simplification may similarly may performed to 
calculate the bit metric for the LSB, bM (i.r), using the 
pseudo bit metric for the LSB, pbM (i.r), as an intermedi 
ary step. 

This may be performed by defining the pseudo bit metric 
for the LSB, pbM (i.r), as follows: 

Based on this, the following relationship may be made: 

It then follows that the equation used to calculate the bit 
metric for the LSB, bM (i.r), may be expressed in terms of 
the pseudo bit metric for the LSB, pbM (i.r). In other 
words, the bit metric for the LSB, bM (i.r), may be calcu 
lated as a function of the pseudo bit metric for the LSB, 
pbM (i.r), as follows: 

pbM (i, r) 
12k+1(i)pbM (i, r) + l2 + 1 (i)pbM (i, r) 

since r(m,0)-r(m. 1). 
In addition, when considering the denominator of the equa 

tion used to calculated the bit metric for the MSB, bM (i.r), 
(that is described further above) with the denominator of the 
equation that expresses the bit metric for the LSB, bM (i. 
r), as a function of the pseudo bit metric for the LSB, pbM. 
1 (i.r), (that is described just above), some additional reduc 
tions may be made. 

12k-1 (i)pbM (i, r) + l2 + 1 (i)pbM (i, r) = 

21 (i)(2k(0) M. (0, i, r) + 2 (1) M (1,i, r)) + 

12(i)(12 (0)M(0, i, r) + 2 (1)M(1,i, )) = 

2: (O)2(i) M. (0, i, r) + 21 (i)M(0, i, r) + 

12: (1)12k-1 (i) Mk (1,i, r) + l2k-1 (i) Mk (1,i, r) = 

12: (i)biM2 (i, r) + l2(i)bM2 (i, ) 
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Borrowing upon this relationship, the equation for the bit 
metric of the LSB may be expressed as follows: 

2 (0)M(0, i, r) + 2 (1)M (1,i, r) 

This shows how the bit metric for the LSB may be calcu 
lated using the symbol metric, M.(i.jr), and the bit metric for 
the MSB, bM (i.r). 

Referring again to the FIG.16, these calculation operations 
made above may be viewed as being performed within the 
functional block that decomposes symbol metrics into bit 

10 

metrics. Continuing on with the example embodiment of is 
performing MAP (maximum a posteriori probability) decod 
ing, the calculation of the forward and backward metrics with 
respect to the trellis (employed by the code) is performed. 
The forward metrics (alphas), A(m), and the backward 

metrics (alphas), B(m), are then calculated as described 
below. While the examples shown here are dealing with real 
numbers (and not in the logarithmic domain), it is noted that. 

Initially, the initial values for the alphas defined as follows: 
1. Ao(mo)=1 (this is the first alpha); and 
2. Ao(m) 0 if mo is the initial state and mamo (these are all 

of the other alphas). 
Now, once the alphas are initialized, the iterative process 

ing may be performed forward through the frame. Each sub 
sequent alpha value is based on the previous alpha value. For 
example, a Subsequent alpha, A2 (m), is a function of a 
previous alpha, A2(m). 

O 

A2 (S(m, i)) 12: (i)bM2 (SP(m, i), i) 

O 
A2 (SP(n, i)) 12: (i)bM2 (i, r(m, i)) 

Analogously, within the next iteration, the Subsequent 
alpha, A-2(m), is a function of this previous alpha, A2 
(m). 

A2 (m) = P(S) = m, R6) 

= X P(S) = m, dk = i, R6) 

P(S) = SP(m, i), R) 
O 
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-continued 

P(d = i, RS2 = S(m, i)) 

O 

Continuing on with the calculations of the betas: initially, 
the initial values for the betas defined as follows: 

1. B (mx)=1 (this is the last beta); and 
2. By (m)=0 if my is the final state and mamy (these 

are all of the other betas). 
Now, once the betas are initialized, the iterative processing 

may be performed backward through the frame. Each earlier 
beta value is based on the later beta value. For example, an 
earlier beta, B(m), is a function of a later beta, B. (m). 

O 

O 

Analogously, within the previous iteration, the earlier beta, 
B2 (m), is a function of this later beta, B22(m). 

P(R', d. 12 = i IS2k = m) 

O 

y 
O 

P(R. S.2 = S(m, i), R -1) 

22(i)bM22 (n, i) B22 (S(m, i)) 

O 
22(i)bM22 (i, r(S(m, i), i) B22 (S(m, i)) 

Next, once the alphas and betas have been calculated, the 
extrinsic values may be calculated using them. This may be 
viewed as calculating the probability that a particular branch 
(edge) was actually selected within the trellis. Once all of the 
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extrinsic values, E, are calculated for all of the states, m, and 
all of the inputs, i, then these values are Summed together and 
are used to generate 2 a posteriori probability values that are 
representative, respectively, of the probabilities that an infor 
mation input bit is equal to one or Zero (e.g., i=1 and i=0). Of 
these two possible values, the maximum value is selected 
according to the MAP (maximum a posteriori probability) 
decoding approach. 
As a brief review of the processing described above, the a 

posteriori probability (scaled by Ho) is calculated as follows: 

= HoXCE(m, i) 

The iterative processing of the terms, E,(m,i), may be 
described as follows: 

Again, the iterative decoding processing is operable to 
calculate a current value using a previous value. In this 
embodiment, a Subsequent value, E (mi), is a function of 
an earlier value, E(m,i). 

It is again noted that the specific implementation described 
in this embodiment is for MAP (maximum a posteriori prob 
ability) decoding of a rate 1/2 trellis TTCM. For another rate 
code, the appropriate decoding equations may be found using 
a similar approach. A performance analysis of this rate 1/2 
trellis TTCM is described below. 

FIG. 17 is a diagram illustrating an embodiment of perfor 
mance of TTCM (Turbo Trellis Coded Modulation) code 
according to the invention. These performance curves are 
described in the context of BER (Bit Error Rate) versus E/N 
(ratio of energy per bit E, to the Spectral Noise Density N). 
This term E/N is the measure of SNR (Signal to Noise 
Ratio) for a digital communication system. 
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These performance curves show 3 different modulation 

encoding approaches: QPSK (Quadrature Phase Shift Key) 
modulation, 8 PSK (8 Phase Shift Key) modulation, and 16 
APSK (16 Asymmetric Phase Shift Keying) modulation. For 
each of the QPSK, 8 PSK, and 16 APSK modulations, a 
hybrid decoding approach and a bit level decoding approach 
are compared. The hybrid decoding approach may be viewed 
as an approach that performs decoding using symbol level 
decoding in addition to comes degree of bit level decoding. 

For the QPSK and the 8 PSK modulations, there is no 
degradation in performance. For example, for the QPSK 
modulation (for both the hybrid decoding approach and the 
bit level decoding approach) a minimum E/N of approxi 
mately 1.5 dB is achieved at a BER of approximately 10. in 
addition, for the 8 PSK modulation (for both the hybrid 
decoding approach and the bit level decoding approach) a 
minimum E/N of approximately 4.2 dB is achieved at a 
BER of approximately 10. For each of these QPSK and 8 
PSK modulations, no discernible performance degradation is 
seen when performing decoding using the bit level decoding 
according to the invention. 

For the 16 APSK modulation, the bit level decoding, when 
compared to the hybrid decoding approach, incurs a perfor 
mance degradation of approximately 0.05 dB. However, such 
Small performance degradation may be completely tolerable 
in some embodiments and applications. 

Several of the next embodiments show how bit level decod 
ing may be performed that does not perform calculation of 
symbol metrics, as an intermediate step, using the I.Q com 
ponents of a received symbol. In contradistinction, several of 
these embodiments are able to perform direct calculation of 
the bit metrics for use in performing bit level decoding 
according to the invention. 

It is noted here that several of the exemplary embodiments 
illustrate how these decoding calculations may be performed 
in the logarithmic domain where multiplications may be 
reduced to additions and divisions may be reduced to Subtrac 
tions. 

FIG. 18 is a diagram illustrating an embodiment of direct 
computation of bit metrics (that involve no calculation of 
symbol metrics) according to the invention. This embodiment 
is shown as receiving the I.Qinputs of a received symbola. In 
some embodiments, the symbola is modified to a (or modi 
fieda) for the appropriate RCs (as is described with respect to 
one embodiment below). 
The symbol a is then mapped to a constellation point 

depending on the modulation employed. For example, for an 
8 PSK modulation, the symbola is mapped to a constellation 
point in the 8 PSK constellation. Then, the squared Euclidean 
distance for the symbola is calculated to get an intermediate 
metric M(a). 

This squared Euclidean distance for the symbol a may be 
calculated as follows: 

squared Euclidean distance (IR-I-2,+(OR-9., 
The I.Q components of the received symbola are shown as: 

The I.Q constellation coefficients for the modulation are 
shown as: I-era Cen 
The scaling of the distance by 

(where sigma (O) is the standard deviation of the normalized 
noise of the received symbol) accommodates for the normal 
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ized noise of the received symbol in determining this distance 
to generate a scaled squared Euclidean distance as follows: 

1 2 2 (l - coeff) + (QR - Qcoeff)) scaled squared Euclidean distance= (s 

It is noted that this intermediate metric M(a) is not a symbol 
metric in the traditional sense. This intermediate metric M(a) 
is a metric that is employed to perform direct calculation of 
the bit metrics without having to calculate all of the corre 
sponding symbol metrics for all of the possible constellation 
points within a modulation. 

It is noted that the mapping of the symbol a to the appro 
priate constellation point and the calculation of the squared 
Euclidean distance may involve employinga (or the modified 
a) as appropriately directed based on the RC associated with 
the symbol. In addition, for the appropriate RCs, an estima 
tion of any uncoded bit(s) u may also be performed for the 
symbol. Then, using the intermediate metric M(a), the bit 
metrics are directly calculated. 

To illustrate in even more detail the functionality of the 
direct calculation of the bit metrics, an example embodiment 
employing a rate 2/3 TTCM code is described below. A 
received symbol (a 3 bit symbol in the rate 2/3 TTCM code 
embodiment) is mapped to an appropriate constellation point. 
A communication receiver receives a signal (I.Q) which cor 
responds the received signal with its corresponding noise. 
Given a 3 bit symbola (i,jr) this symbol is then mapped to a 
constellation signal and then the squared Euclidean distance 
is computed to get the intermediate metric M(a) for the sym 
bola. Again, the calculation of this intermediate metric M(a) 
depends on the RC that corresponds to that symbol. 
When the RC is 0, 2, 5, 6, 7, 8, the symbola is modified to 

be a (or modified a) as follows: 

(i, RC = 0 

(i, j), RC = 2 
(j, r), RC = 5 

(r), RC = 7 
(i, j), RC = 

Clearly, this modification of the symbola to be a (or modi 
fied a) Some degree of bit re-arrangement/re-ordering and/or 
puncturing (discarding of one or more of the bits of the 
symbol a) may be performed. 

FIG. 19 is a diagram illustrating an embodiment of modi 
fication of symbols of a rate 2/3 TTCM based on RCs (Rate 
Controls) according to the invention. The modification of the 
symbol a to be a (or modified a) may be better understood 
when considering a rate 2/3 TTCM encoder that receives as 
input 2 information bits (i,j), and outputs 3 encoded bits that 
may be viewed as the 3 bit symbola (i,jr); in addition, one or 
more uncoded bit(s)u may be employed in the rate 2/3TTCM 
encoder as well. Depending on the RC (received from a rate 
control sequencer), the symbola output by the encoder may 
be modified to be a (or modified a). 

Looking at Some specific examples, when the encoder 
operates at the RC 0, 2 information bits (i,j) are provided to 
the encoder, the symbola (i,jr) is then generated and is then 
provided to a bit level decoder (e.g., via a communication 
channel), and the received symbola is then unmodified and 
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mapped to according to an 8 PSK modulation governed by 
RC 0 (e.g., an 8 PSK shaped constellation and a mapping 
associated with the RCO). 

However, when the encoder operates at the RC 2, 2 infor 
mation bits (i,j) are provided to the encoder, the unmodified 
symbola-(i,jr) is then modified to be a 2 bit symbola-(i,j). 
This 2 bit symbola-(i,j) is then provided to a bit level decoder 
and mapped to according to a QPSK modulation governed by 
RC 2 (e.g., a QPSK shaped constellation and a mapping 
associated with the RC 2). 

For a BPSK example, when the encoder operates at the RC 
7, 2 information bits (i,j) are provided to the encoder, the 
unmodified symbol a-(i,jr) is then modified to be a 1 bit 
symbol (or simply to 1 bit) a-(r). This 1 bit symbola-(r) is 
then provided to a bit level decoder and mapped to according 
to a BPSK modulation governed by RC 7 (e.g., a BPSK 
shaped constellation (e.g., 2 points on an axis) and a mapping 
associated with the RC 7). 
The modification of the symbol a to be a (or modified a) is 

similarly performed as appropriately shown within the FIG. 
19. 

FIG. 20 is a diagram illustrating an embodiment of inter 
mediate metric M(a) calculation for RCs: 0.2, 6, 8 and RCs: 
5, 7 with a a according to the invention. This embodiment 
shows how the calculation of the intermediate metric M(a) 
may be performed. The signal mapping Y that is governed by 
a corresponding RC may be represented as YRC. 

In addition, the I.Q. values of the constellation mapping is 
represented in this embodiment as ConsI( )and ConsO( ). 
Then the intermediate metric M(a) for RC=0, 2, 6, 8 and 
RC-5, 7 with aa (of a being modified to be a) can be com 
puted as follows: 
The difference between the I.Q values and the I.Q values of 

the constellation mapping (e.g., ConsI( )and ConsO()) are 
squared and Summed together. This values is then scaled by 

(where sigma (O) is the standard deviation of the normalized 
noise) to accommodate for the normalized noise of the 
received symbol in determining this intermediate metric 
M(a). 

It is also noted that for the RCs 5 and 7, the determination 
of the intermediate metric M(a) may be handled a little bit 
differently. This is based on the fact that the format of the 
modified symbola is known in advance. Specifically, for RC 
5: a (0.jr), and for RC 7: a (0,0,r). When the modified sym 
bol a a is not in this format (e.g., when aza), then the inter 
mediate metric M(a) may be set directly to be a MAX value 
(or a maximum value of a metric) thereby indicating that this 
is highly unlikely to be the proper value (e.g., set M(a)= 
MAX). This may provide for some degree of efficiency in 
terms of the fact that the intermediate metric M(a) need not be 
calculated when this situation arises. 

FIG. 21 is a diagram illustrating another embodiment of 
modification of symbols of a rate 2/3 TTCM based on RCs 
(Rate Controls) according to the invention. This embodiment 
illustrates the two examples of the RC 1 and RC 4 
When the encoder operates at the RC 1, 2 information bits 

(ii) are provided to the encoder, the unmodified symbol 
a=(i,jr) is then modified to be a 2 bit symbol a-(i,j) and 
another value is also generated b-(1,i,j). These 2 values are 
then employed to calculate the corresponding 2 values for 
m(x) (e.g., m?a) where x=a and mCb) where x=b). These two 
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resultant values then undergo min processing (or max pro 
cessing if desired in alternative embodiments) to generate the 
intermediate metric M(a) (e.g., M.(a)-min (m(a).m.(b))). 
When the encoder operates at the RC 4, 2 information bits 

(ii) are provided to the encoder, the unmodified symbol 
a (i,jr) remains unmodified and another value is also gener 
ated b=(1,a)=(1,i,jr). These 2 values are then employed to 
calculate the corresponding 2 values for mGX) (e.g., ma) 
where x=a and mob) where x=b). These two resultant values 
then undergo min processing (or max’ processing if desired 
in alternative embodiments) to generate the intermediate met 
ric M(a) (e.g., M(a)-min (m(a).m.(b))). 

FIG. 22 is a diagram illustrating an embodiment of inter 
mediate metric M(a) calculation for RCs: 1, 4 using m(X) 
calculation according to the invention. For the RCs 1 and 4. 
the symbol a is modified to be a (or modified a) and the 
additional value b is generated as follows: 
RC 1: a-(i,j) and b=(1,i,j) 
RC 4: a-(a)=(i,jr) and b=(1,a)=(1,i,jr) 
This embodiment shows how the calculation of the inter 

mediate metric M(a) may be performed for these RCs. Again, 
the signal mapping Ythat is governed by a corresponding RC 
may be represented as YRC. 

In addition, the I.Q. values of the constellation mapping is 
represented in this embodiment as ConsI( )and ConsO( ). 
Then the intermediate metric M(a) for RC-0, 2, 6, 8 and 
RC=5, 7 with aa (of a being modified to be a) can be com 
puted as follows: 
The difference between the I.Q values and the I.Q values of 

the constellation mapping (e.g., ConsI( )and ConsO()) are 
squared and Summed together. This values is then scaled by 

(where sigma (O) is the standard deviation of the normalized 
noise) to accommodate for the normalized noise of the 
received symbol in determining the 2 values for m(X) (e.g., 
m(a) where x=a and mOb) where x=b). Again, these two 
resultant values then undergo min processing (or max pro 
cessing if desired in alternative embodiments) to generate the 
intermediate metric M(a) (e.g., M.(a)-min (m(a).m.(b))). 
A brief review of the min and max* processing operations 

is provided here. 
For example, min processing includes determining a 

minimum value from among two values (e.g., shown as min 
(A,B) in min processing) as well as determining a logarith 
mic correction factor (e.g., shown as ln(1 +e') in min 
processing) in selecting the Smaller metric. In addition, it is 
also noted that max processing may alternatively be per 
formed. The max processing operation also includes a loga 
rithmic correction in selecting the larger metric. It is noted 
that the various embodiments of the invention may be imple 
mented using the max* operations in lieu of the min opera 
tion when preferred in a given implementation. 

The min processing, when operating on inputs A and B, 
may be expressed as follows: 

min(A,B)=min(A,B)-ln(1 +e) 
The max processing, when operating on inputs A and B, 

may be expressed as follows: 

max*(A,B)=max(A,B)-Inc.1+e') 
In the particular embodiment described above, the values 

of m(a) and m(b) undergo min processing. Clearly, max 
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processing could be sued in an alternative embodiment. The 
min processing of these values may be represented as fol 
lows: 

After the intermediate metric M(a) has been calculated 
above for the appropriate RC (this includes calculating any 
uncoded bits as necessary) and using the appropriate 
approach (that may include modifying symbol a to be a (or 
modified a) as well as employing m(a) and m(b)), the bit 
metrics are calculated using the corresponding intermediate 
metric M(a). 

Therefore, with the value M(a), the appropriate bit metrics 
may then calculated. The complement of a binary symboli is 
defined as follows: 

FIG. 23A is a diagram illustrating an embodiment of cal 
culation of the natural log(ln) bit metric for an MSB (Most 
Significant Bit) according to the invention. This embodiment 
shows how APP information value for a binary bit i, prior 
P- (i), and the APP value of the complement of the binary 
bit i (e.g., ii), priorP (i), are employed to calculate the 
natural log(ln) of the bit metric for the MSB of a symbol, 
bMetric (i.r) (also shown as bM (i.r) above in some of the 
other embodiments). As a reminder, a redundant bit or parity 
bit is represented as r, with its complement being represented 
as r. In addition, the metric, M(i.i.r), and a corresponding 
complementary metric, M(i.i.r), are also employed. 
The APP information value, priorP. (i), is summed with 

the metric, M(i.ir). In addition, complementary APP infor 
mation value, priorP (i), is Summed with the correspond 
ing complementary metric, M(i, i.r). These two resultant 
values undergo min processing to generate the value of the 
natural log(ln) of the bit metric for the MSB of a symbol, 
bMetric (i.r). 

FIG. 23B is a diagram illustrating an embodiment of cal 
culation of the natural log(ln) bit metric for an LSB (Least 
Significant Bit) according to the invention. The APP infor 
mation value for a binary symbol being value 0, priorp. (O), 
and the APP information value for a binary symbol being 
value 1, priorP (1), are employed in addition to the APP 
information value for a binary bit i. priorp.(i), and the APP 
value of the complement of the binary bit i (e.g., ii), priorP. 
(i). Various metrics are employed, based on the values of 
binary bit i (and its complementary value i) as well as values 
of binary bitr (and its complementary valuer); these metrics 
are shown as the metric value for when the MSB is equal to 
0.M(0.ir), and the metric value for when the MSB is equal to 
1, M(1.ir), as well as the MSB bit metric bMetric (i.r), and 
the complementary value of the MSB bit metric bMetric (i. 
r). 
As can be seen in this embodiment, priorP(O) and M(0. 

i.r) are Summed together to form first result. In addition, 
priorP (1) and M(1.ir) are Summed together to form a sec 
ond result. This first result and this second result undergo 
min processing to generate a first min result. 

Simultaneously, bMetric (i.r) and priorP(i) are summed 
together to form third result. In addition, bMetric (i.r) and 
priorP(i) are summed together to form a fourth result. This 
third result and this fourth result undergo min processing to 
generate a second min result. 
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The second min result is subtracted from the first min 
result to generate the value of the natural log(ln) of the bit 
metric for the LSB of a symbol, bMetric (i.r). 
As described above with respect to some of the other 

embodiments, the bit metric for the LSB, bMetric (i.r), is 
calculated using the bit metric for the MSB, bMetric (i.r). 

FIG. 24 is a diagram illustrating an embodiment of State 
transitions for a rate 1/2 trellis encoderaccording to the inven 
tion. Using the bit metrics bMetric,(i.r) (for both the LSB and 
the MSB of the symbol), the forward metric (alpha=O) and 
the backward metric (beta=f3) calculations may then be per 
formed. Various possible embodiments of how this is per 
formed are described below. 

In the FIG. 24, the previous state, S(m,i), and the next 
state, S(m,i), is defined for a rate 1/2 encoder with state m 
and input information bit i. 

For example, when the rate 1/2 encoder is in a previous 
state m Such that the encoder receives as input the information 
bit i=0, the previous state may be represented as state S(m,0) 
and the next state may be represented as, S(m,0). Similarly, 
when the rate 1/2 encoder is in a previous statem such that the 
encoder receives as input the information bit i=1, the previous 
state may be represented as state S(m, 1), and the next state 
may be represented as, S'(m, 1). 

Before performing the iterative decoding to calculate the 
actual values of the forward metrics (alpha=O), they may be 
initialized as follows: 

Using this approach that employs min processing, the 
initial values for the forward metrics (alpha-O.) defined as 
follows: 

1. Co(0)=0 (this is the first alpha); and 
2. Co(m)=MAX if mo is the initial state and mamo (these 

are all of the other alphas). This value is set to MAX, or the 
maximum value possible for the metric. 

FIG. 25A is a diagram illustrating an embodiment of bit 
level calculation of the natural log(ln) of forward metric (al 
pha) for an MSB (Most Significant Bit) according to the 
invention. 

In this embodiment, several values are employed that cor 
respond to an input of information bit i=0: 

1. C. (S(m,0)): the previous alpha value corresponding 
to the previous state of S(m,0) and corresponding to i=0. 

2. priorP (0): the APP value of the previous MSB cor 
responding to i=0. 

3. bMetric (0.r(S(m,0)).0): the bit metric of the previ 
ous symbol corresponding to the previous state of S(m,0) 
and corresponding to i=0. 

These 3 values are all Summed together to generate a first 
result. 

In addition, several other values are employed that corre 
spond to an input of information bit i=1: 

1. Cl2(SOm, 1)): the previous alpha value corresponding 
to the previous state of S(m, 1) and corresponding to i=1. 

2. priorP (1): the APP value of the previous MSB cor 
responding to i=1. 

3. bMetrict (1.r(S(m, 1)),1): the bit metric of the previ 
ous symbol corresponding to the previous state of S(m, 1) 
and corresponding to i=1. 

These 3 values are all Summed together to generate a sec 
ond result. The first result and the second result undergo min 
processing to generate the alpha value for the current MSB 
(again, using the values of the previous MSB) for State m, 
shown as C. (m). 

This embodiment that is employed to calculate the forward 
metric (alpha=C.) may be reused to perform the calculation of 
both the MSB and the LSB without departing from the scope 
and spirit of the invention. For example, if a serial is imple 
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mented, then the information for the MSB may first be cal 
culated, and then the same hardware implementation may be 
used to calculate such information for the LSB as described 
below. Alternatively, two separate portions of hardware may 
also be implemented without departing from the scope and 
spirit of the invention. 

FIG. 25B is a diagram illustrating an embodiment of bit 
level calculation of the natural log(ln) of forward metric (al 
pha) for an LSB (Least Significant Bit) according to the 
invention. 

In this embodiment, several values are employed that cor 
respond to an input of information bit i=0: 

1. C. (S(m,0)): the previous alpha value corresponding to 
the previous state of S(m,0) and corresponding to i=0. 

2. priorP(O): the APP value of the previous LSB corre 
sponding to i=0. 

3. bMetric (0.r(m,0)): the bit metric of the previous LSB 
corresponding to i=0. 

These 3 values are all Summed together to generate a first 
result. 

In addition, several other values are employed that corre 
spond to an input of information bit i=1: 

1. C. (S(m, 1)): the previous alpha value corresponding to 
the previous state of S(m, 1) and corresponding to i=1. 

2. priorP (1): the APP value of the previous LSB corre 
sponding to i=1. 

3. bMetric (1.r(m, 1)): the bit metric of the previous LSB 
corresponding to i=1. 

These 3 values are all Summed together to generate a sec 
ond result. 
The first result and the second result undergo min pro 

cessing to generate the alpha value for the current LSB (again, 
using the values of the previous LSB) for state m, shown as 
C-2-1 (m). 

Using this approach that employs min processing, the 
initial values for the backward metrics (beta=f3) defined as 
follows: 

1. B(0)=0 (this is the last beta); and 
2. B. (m)-MAX if m is the initial state and mamo (these 

are all of the other betas). This value is set to MAX, or the 
maximum value possible for the metric. In addition, n is 
indicative of the bit-block size. 

FIG. 26A is a diagram illustrating an embodiment of bit 
level calculation of the natural log(ln) of backward metric 
(beta) for an MSB (Most Significant Bit) according to the 
invention. 

In this embodiment, several values are employed that cor 
respond to an input of information bit i=0: 

1. B (S(m,0)): the next beta value corresponding to the 
next state of S(m,0) and corresponding to i=0. 

2. priorP (0): the APP value of the next MSB corre 
sponding to i=0. 

3. bMetric (0.r(m,0)): the bit metric of the next MSB 
corresponding to i=0. 

These 3 values are all Summed together to generate a first 
result. 

In addition, several other values are employed that corre 
spond to an input of information bit i=1: 

1. B (S(m, 1)): the next beta value corresponding to the 
next state of S(m, 1) and corresponding to i=1. 

2. priorP (1): the APP value of the next MSB corre 
sponding to i=1. 

3. bMetric (1.r(m, 1)): the bit metric of the next MSB 
corresponding to i=1. 

These 3 values are all Summed together to generate a sec 
ond result. 



US 8,473,822 B2 
35 

The first result and the second result undergo min pro 
cessing to generate the beta value for the current MSB for 
State m, shown as f2 (m). 
As with the embodiments described above that are 

employed to calculate the forward metric (alpha=O), this 
embodiment that is used to calculate backward metric 
(beta=f3) may be reused to perform the calculation of both the 
MSB and the LSB without departing from the scope and spirit 
of the invention. For example, ifa serial is implemented, then 
the information for the MSB may first be calculated, and then 
the same hardware implementation may be used to calculate 
such information for the LSB as described below. Alterna 
tively, two separate portions of hardware may also be imple 
mented without departing from the scope and spirit of the 
invention. 

FIG. 26B is a diagram illustrating an embodiment of bit 
level calculation of the natural log(ln) of backward metric 
(beta) for an LSB (Least Significant Bit) according to the 
invention. 

In this embodiment, several values are employed that cor 
respond to an input of information bit i=0: 

1. B(S"(m,0)): the next beta value corresponding to the 
next state of S(m,0) and corresponding to i=0. 

2. priorP(O): the APP value of the next LSB correspond 
ing to i=0. 

3.bMetric (0.r(S"(m,0)),0): the bit metric of the next LSB 
corresponding to the next state of S(m,0) and corresponding 
to i=0. 

These 3 values are all Summed together to generate a first 
result. 

In addition, several other values are employed that corre 
spond to an input of information bit i=1: 

1. B(S(m, 1)): the next beta value corresponding to the 
next state of S(m, 1) and corresponding to i=1. 

2. priorP (1): the APP value of the next LSB correspond 
ing to i=1. 

3.bMetric (1.r(S" (m, 1)), 1): the bit metric of the next LSB 
corresponding to the next state of S(m, 1) and corresponding 
to i=1. 

These 3 values are all Summed together to generate a sec 
ond result. 

The first result and the second result undergo min pro 
cessing to generate the beta value for the current LSB for state 
m, shown as f(m). 

Finally, once the forward metrics (alpha=C.) and the back 
ward metrics (beta=f3) have been calculated for the bit-block 
of size n, the extrinsic values for the MSB (shown as 
Extrinsic (1)) and the LSB (shown as Extrinsic (i)) of the 
received symbols. 
The calculation of the 

FIG.27 is a diagram illustrating an embodiment of bit level 
calculation of the natural log(ln) of extrinsic value for an 
MSB (Most Significant Bit) according to the invention. 

Firstly, three values are employed that correspond to when 
state m=0: 

1. C(O): the alpha value corresponding to the MSB when 
state m=0. 

2. bMetric (i.r(S"(0,i)),i): the bit metric of the next MSB 
corresponding to the next state of S"(0,i), or when state m=0, 
and corresponding to input information bit i. 

3. B(S"(0,i): the beta value of the next MSB correspond 
ing to the next state of S"(0,i), or when state m=0, and corre 
sponding to input information bit i. 
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These 3 values are all Summed together to generate a first 

result. 
Secondly, three values are employed that correspond to 

when state m=1: 
1. C. (1): the alpha value corresponding to the MSB when 

state m=1. 
2. bMetric (i.r(S"(1,i)),i): the bit metric of the next MSB 

corresponding to the next state of S(1,i), or when state m=1, 
and corresponding to input information bit i. 

3. B(S"(1i)): the beta value of the next MSB correspond 
ing to the next state of S(1,i), or when state m=1, and corre 
sponding to input information bit i. 

These 3 values are all Summed together to generate a sec 
ond result. 
The first result and the second result undergo min pro 

cessing to generate a first min result. 
Calculations similar to those described above are also 

analogously performed for the various other intermediate 
state, e.g., for states m=2, 3, 4, 5, 6, 7. For example, the 
calculations for the states m=6 (m=110 in binary) and m=7 
(m=111 in binary) are illustrated explicitly in this embodi 
ment, and the other intermediary states are depicted as a 
Vertical ellipsis (...). 

Successive pairs of two Summing results undergo min 
processing to generate intermediate min results. Subsequent 
min processing then operates on Successive pairs of two of 
the intermediate min processing results until a final min 
processing operation outputs the extrinsic values for the MSB 
(shown as Extrinsic (i)). 
As with the embodiments described above that are 

employed to calculate the forward metric (alpha=O) and the 
backward metric (beta=f3), this embodiment that is used to 
calculate the extrinsic value for the MSB, Extrinsic (i), may 
also be employed to perform the calculation of the extrinsic 
value for the LSB, Extrinsic (i), without departing from 
the scope and spirit of the invention. For example, ifa serial is 
implemented, then the information for the MSB may first be 
calculated, and then the same hardware implementation may 
be used to calculate such information for the LSB as 
described below. Alternatively, two separate portions of hard 
ware may also be implemented without departing from the 
Scope and spirit of the invention. 
FIG.28 is a diagram illustrating an embodiment of bit level 

calculation of the natural log(ln) of extrinsic value for an LSB 
(Least Significant Bit) according to the invention. 

Firstly, three values are employed that correspond to when 
state m=0: 

1. C (0): the alpha value corresponding to the LSB when 
state m=0. 

2. bMetric (i.r(0,i)): the bit metric of the next LSB cor 
responding to when state m=0, and corresponding to input 
information bit i. 

3. B(S"(0,i)): the beta value of the next LSB corre 
sponding to the next state of S"(0,i), or when state m=0, and 
corresponding to input information bit i. 

These 3 values are all Summed together to generate a first 
result. 

Secondly, three values are employed that correspond to 
when state m=1: 

1. C. (1): the alpha value corresponding to the LSB when 
state m=1. 

2. bMetric (i.r(1i)): the bit metric of the next LSB cor 
responding to when state m=1, and corresponding to input 
information bit i. 

3. B(S"(1i)): the beta value of the next LSB corre 
sponding to the next state of S"(1,i), or when state m=1, and 
corresponding to input information bit i. 
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These 3 values are all Summed together to generate a sec 
ond result. The first result and the second result undergo min 
processing to generate a first min result. 

Calculations similar to those described above are also 
analogously performed for the various other intermediate 
state, e.g., for states m=2, 3, 4, 5, 6, 7. For example, the 
calculations for the states m=6 (m=110 in binary) and m=7 
(m=111 in binary) are illustrated explicitly in this embodi 
ment, and the other intermediary states are depicted as a 
Vertical ellipsis (...). 

Successive pairs of two Summing results undergo min 
processing to generate intermediate min results. Subsequent 
min processing then operates on Successive pairs of two of 
the intermediate min processing results until a final min 
processing operation outputs the extrinsic values for the LSB 
(shown as Extrinsic (1)). 

It is noted that while several of the previous embodiments 
described above employ min processing, alternative 
embodiments could also implemented that employ max pro 
cessing without departing from the scope and spirit of the 
invention. Clearly, any decision making criteria would then 
need to be modified so as to deal with the resultant of such 
max processing as opposed to min processing. In addition, 
several of the various embodiments (such as the embodiments 
that calculate the extrinsic values for the MSB (Extrinsic (i)) 
and the LSB (Extrinsic (i)) may be implemented using a 
single stage design as described in "Single stage implemen 
tation of min, max*, min and/or max to perform state metric 
calculation in SISO decoder, U.S. Pat. No. 7,137,059 B2, 
which has been incorporated by reference above. 

FIG. 29, FIG. 30, and FIG. 31 are flowcharts illustrating 
embodiments of bit level decoding methods that are per 
formed according to the invention. 

Referring to the FIG. 29, the method involves receiving a 
symbol of a received signal. Then, the method involves 
extracting the I.Q (In-phase, Quadrature) components of 
symbol. Then, the method performs calculate of the symbol 
metrics of the symbol. The method then decomposes the 
symbol metrics into bit metrics using any one of the 
approaches described within this specification. 
The method then performs iterative decoding using these 

now available bit metrics. These bit metrics correspond to the 
individual bits of the symbol, which may includean MSB and 
an LSB. 

Then, the method involves making soft bit decisions for 
those individual bits of the symbols using the corresponding 
bit metrics. Ultimately, the method involves making hard bit 
decisions/best estimates of individual bits of symbol using 
soft bit decisions. 

Referring to the FIG. 30, the method involves receiving a 
symbol of a received signal. Then, the method involves 
extracting the I.Q (In-phase, Quadrature) components of 
symbol. Then, the method performs calculate of the symbol 
metrics of the symbol. The method then decomposes the 
symbol metrics into bit metrics using any one of the 
approaches described within this specification. 

Then, the method involves mapping the bit metrics to trellis 
metrics using a trellis employed by the code according to RC 
(Rate Control) governed symbol mapping. The method then 
performs iterative decoding using these now available bit 
metrics. Again, as within other embodiments, these bit met 
rics correspond to the individual bits of the symbol, which 
may include an MSB and an LSB. 

This iterative decoding involves calculating the forward 
metrics (alpha=a), the backward metrics (beta=f3) and the 
extrinsic values (Extrinsic) on a bit level basis for the indi 
vidual bits of the symbols. Specifically, this involves calcu 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

38 
lation of the forward metrics (alpha) on bit level basis (using 
the trellis, forward through each stage). This also involves 
calculation of the backward metrics (beta) on bit level basis 
(using the trellis, forward through each stage). Using the 
information of the forward metrics (alpha) and the backward 
metrics (beta), as well as the appropriately trellis mapped bit 
metrics, the method also involves calculation of extrinsic 
information on bit level basis (using the trellis, through all 
stages). 

Then, the method involves making soft bit decisions for 
those individual bits of the symbols using the corresponding 
bit metrics. Ultimately, the method involves making hard bit 
decisions/best estimates of individual bits of symbol using 
soft bit decisions. 

Referring to the FIG.31, the method involves receiving the 
I.Q (In-phase, Quadrature) components of symbola. In some 
embodiments employing variable rate, the method also 
involves modifying the symbol a for those appropriate RCs. 
The method then maps the symbola (having I.Q compo 

nents) to constellation point (this may be performed using the 
modified symbola). The method then calculates the squared 
Euclidean distance for symbol a to get metric M(a) (interme 
diate metric). 

In some embodiments employing variable rate, the method 
also involves estimating the uncoded bit(s) u within symbol 
based on RC for those appropriate RCs. The method then 
involves directly computing bit metrics using the appropriate 
metric M(a) (intermediate metric). 
The method then involves performing iterative decoding 

using these now available bit metrics that have been directly 
computed. Then, the method involves making soft bit deci 
sions for those individual bits of the symbols using the cor 
responding bit metrics. Ultimately, the method involves mak 
ing hard bit decisions/best estimates of individual bits of 
symbol using soft bit decisions. 

It is also noted that the methods described here within the 
FIG. 29, FIG. 30, and FIG. 31 may be performed within the 
appropriate embodiments described within this specification. 

Also, various aspects of the invention can be found in a bit 
level decoding method. The method involves receiving a sig 
nal that includes a symbol having a plurality of bits. The 
method also involves extracting I.Q (In-phase, Quadrature) 
components of the symbol and calculating a plurality of sym 
bol metrics for the symbol using the I.Q components. The 
method then involves decomposing the symbol metrics of the 
plurality of symbol metrics into a plurality of bit metrics. 
These bit metrics are representative of the individual bits of 
the plurality of bits of the symbol. The method also involves 
performing iterative decoding using the plurality of bit met 
rics. The plurality of bit metrics is updated during each itera 
tion of the iterative decoding. The method then involves mak 
ing soft bit decisions that correspond to the individual bits of 
the plurality of bits of the symbol and also making hard bit 
decisions, based on the Soft bit decisions, that correspond to 
best estimates of bit values of the individual bits of the plu 
rality of bits of the symbol. 

In certain embodiments, the iterative decoding of the 
method also involves calculating a plurality of forward met 
rics (alphas) and a plurality of backward metrics (betas) using 
the plurality of bit metrics. Each alpha and each beta corre 
sponds to one individual bit of the plurality of bits of the 
symbol. The iterative decoding of the method may also 
involve calculating a plurality of extrinsic values using the 
plurality of bit metrics, the plurality of forward metrics (al 
phas), and the plurality of backward metrics (betas). In Such 
embodiments, each extrinsic value corresponds to one indi 
vidual bit of the plurality of bits of the symbol. Within the 
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iterative decoding, the extrinsic values that are calculated 
during a first iteration are employed as APP (a priori prob 
ability) during a second iteration of the iterative decoding. 
The signal for which bit level decoding is performed may 
include a variety of types of signals including a TCM (Trellis 
Coded Modulation) coded signal or a TTCM (Turbo Trellis 
Coded Modulation) coded signal. 

In other embodiments, when the signal is coded using 
TTCM, the iterative decoding of the invention, that involves 
using the bit metrics, is performed using a top SISO (Soft-In 
Soft-Out decoder), a bottom SISO, an interleaver, and a de 
interleaver. Alternatively, the iterative decoding, that involves 
using the bit metrics, may be performed using only one SISO 
(Soft-In Soft-Out decoder) and an interleaver/de-interleaver 
device that performs the functionality of both an interleaver 
and a de-interleaver (depending on which SISO operation of 
an iterative decoding iteration is currently being performed). 
The iterative decoding may also be implemented to per 

form MAP (maximum a posteriori probability) decoding. 
However, it is again noted that the iterative decoding may be 
directly adapted to perform TCM or TTCM decoding. 
The decomposing of the symbol metrics into the bit metrics 

may be implemented as involving calculating a pseudo bit 
metric for an LSB (Least Significant Bit), calculating a bit 
metric for the LSB, and also calculating a bit metric for an 
MSB (Most Significant Bit) of the symbol. 
The bit metrics may be initially calculated as being state 

dependent bit metrics. Thereafter, the decomposing of the 
symbol metrics into the bit metrics may then involve convert 
ing the state dependent bit metrics to state independent bit 
metrics. 
The signal for which bit level decoding is performed may 

be received from a communication channel. Such a commu 
nication channel may, in some embodiments, be viewed as 
being an AWGN (Additive White Gaussian Noise) commu 
nication channel. The signal may include a plurality of sym 
bols arranged in a frame, and the signal may also be a variable 
code rate signal whose code rate varies on a symbol by Sym 
bol basis within the frame. A first symbol within the signal 
may be encoded according to a first RC (Rate Control), and a 
second symbol within the signal is encoded according to a 
second RC. 
The method may also involve mapping the bit metrics to 

trellis metrics according to the first RC and the second RC. In 
one embodiment, the trellis metrics are mapped according to 
an 8 state trellis of a rate 1/2 encoder. The rate 1/2 encoder is 
a convolutional encoder. 

For a variable code rate signal, the first RC may include a 
first modulation having a first constellation and a first map 
ping, and the second RC may include a second modulation 
having a second constellation and a second mapping. The first 
modulation and the second modulation may be a variety of 
types of modulations including a BPSK (Binary Phase Shift 
Key) modulation, a QPSK (Quadrature Phase Shift Key) 
modulation, an 8 PSK (8 Phase Shift Key) modulation, a 16 
QAM (Quadrature Amplitude Modulation) modulation, or a 
16 APSK (Asymmetric Phase Shift Keying) modulation 
among other modulation types. According to the RCs, the first 
modulation and the second modulation may employ a simi 
larly shaped constellations that each have different mappings 
(as directed by their respective RC). For example, the first 
modulation may be a QPSK (Quadrature Phase Shift Key) 
modulation having a QPSK constellation and the first map 
ping, and the second modulation may be a QPSK modulation 
having a QPSK constellation and the second mapping. 

This method may be performed within a decoder. Such a 
decoder may be implemented within a variety of types of 
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communication systems including a satellite communication 
system, an HDTV (High Definition Television) communica 
tion system, a cellular communication system, a microwave 
communication system, a point-to-point communication sys 
tem, or a TTCM (Turbo Trellis Coded Modulation) commu 
nication system. 

Other variations and embodiments of bit level decoding are 
also included within the scope and spirit of the invention. 
Various devices, including decoders (and decoders imple 
mented within communication receivers) may support the 
functionality of the invention described within this specifica 
tion. 

In view of the above detailed description of the invention 
and associated drawings, other modifications and variations 
will now become apparent. It should also be apparent that 
such other modifications and variations may be effected with 
out departing from the spirit and scope of the invention. 

What is claimed is: 
1. An apparatus, comprising: 
a metric generator that is operative to process a plurality of 

symbols of a signal having information bits encoded 
therein thereby generating a plurality of symbol metrics; 

a symbol metric decomposition module that is operative to 
decompose the plurality of symbol metrics to a plurality 
of bit metrics, such that each symbol metric of the plu 
rality of symbol metrics is decomposed into a corre 
sponding plurality of bit metrics; 

a decoder module that is operative to process, on a bit level 
basis, the corresponding plurality of bit metrics thereby 
generating a corresponding plurality of extrinsic values, 
such that each extrinsic value of the plurality of extrinsic 
values corresponds to one respective bit metric of the 
plurality of bit metrics; and 

a bit metric update module that is operative to update each 
bit metric of the plurality of bit metrics using a corre 
sponding extrinsic value of the plurality of extrinsic 
values thereby generating a corresponding, updated plu 
rality of bit metrics, such that each respective bit metric 
and corresponding extrinsic value corresponds to one 
respective bit of a plurality of bits within one respective 
symbol of the plurality of symbols; and wherein: 

the decoder module is operative to process, on a bit level 
basis, the corresponding, updated plurality of bit metrics 
thereby generating a corresponding, updated plurality of 
extrinsic values for use in making estimates of the infor 
mation bits. 

2. The apparatus of claim 1, wherein: 
the plurality of bit metrics is a plurality of state dependent 

bit metrics; and 
in accordance with generating the corresponding plurality 

of extrinsic values, the symbol metric decomposition 
module also is operative to convert the plurality of state 
dependent bit metrics to a plurality of state independent 
bit metrics. 

3. The apparatus of claim 1, wherein: 
the symbol metric decomposition module is operative to 

decompose: 
a first symbol metric into a corresponding first plurality of 

bit metrics; and 
a second symbol metric into a corresponding second plu 

rality of bit metrics. 
4. The apparatus of claim 1, wherein: 
the decoder module is a first soft-in soft out decoder 

(SISO); and further comprising: 
a second SISO that is operative to process, on a bit level 

basis, the corresponding plurality of bit metrics thereby 



US 8,473,822 B2 
41 

generating at least one additional corresponding plural 
ity of extrinsic values; and wherein: 

the first SISO and the second SISO operate cooperatively 
to perform iterative decoding of the signal to make the 
estimates of the information bits. 

5. The apparatus of claim 1, wherein: 
the signal is a variable code rate signal, whose code rate 

varies on a symbol by symbol basis, Such that each 
symbol of the plurality of symbols has a corresponding 
RC (Rate Control): 

a first corresponding plurality of bit metrics, corresponding 
to a first symbol metric, are mapped to a first correspond 
ing plurality of trellis metrics based on a first RC corre 
sponding to a first symbol of the plurality of symbols; 
and 

a second corresponding plurality of bit metrics, corre 
sponding to a second symbol metric, are mapped to a 
second corresponding plurality of trellis metrics based 
on a second RC corresponding to a second symbol of the 
plurality of symbols. 

6. The apparatus of claim 1, wherein: 
the signal is a variable code rate signal whose code rate 

varies on a symbol by symbol basis; 
a first symbol within the signal is encoded according to a 

first RC (Rate Control): 
a second symbol within the signal is encoded according to 

a second RC; 
the first RC includes a first modulation having a first con 

Stellation and a first mapping; and 
the second RC includes a second modulation having a 

Second constellation and a second mapping. 
7. The apparatus of claim 1, further comprising: 
a rate control sequencer that is coupled to each of the metric 

generator, the symbol metric decomposition module, 
and the decoder module; and wherein: 

the signal is a variable code rate signal, whose code rate 
varies on a symbol by symbol basis, Such that each 
symbol of the plurality of symbols has a corresponding 
RC (Rate Control); and 

each of the metric generator, the symbol metric decompo 
sition module, and the decoder module operates adap 
tively based on a RC signal provided by the rate control 
Sequencer. 

8. The apparatus of claim 1, further comprising: 
an interleaver/de-interleaver module, coupled to each of 

the decoder module and the bit metric update module, 
that is operative to interleave or de-interleave the corre 
sponding plurality of extrinsic values before their use by 
the bit metric update module. 

9. The apparatus of claim 1, wherein: 
the decoder module is operative to make a respective soft 

bit decision for each of the information bits; and further 
comprising: 

an output processor that is operative to perform hard lim 
iting of each respective soft bit decision thereby gener 
ating the estimates of the information bits. 

10. The apparatus of claim 1, wherein: 
the apparatus is a communication device that is operative to 
be implemented within at least one of a satellite com 
munication system, a wireless communication system, a 
wired communication system, and a fiber-optic commu 
nication system. 

11. An apparatus, comprising: 
a metric generator that is operative to process a symbol of 

a signal having information bits encoded therein thereby 
generating a symbol metric; 
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a symbol metric decomposition module that is operative to 

decompose the symbol metric to a plurality of bit met 
rics, such that the plurality of symbol metrics includes a 
first bit metric corresponding to a first bit of the symbol 
and a second bit metric corresponding to a second bit of 
the symbol; 

a decoder module that is operative to process the first bit 
metric and the second bit metric thereby generating a 
corresponding plurality of extrinsic values, such that the 
corresponding plurality of extrinsic values includes a 
first extrinsic value corresponding to the first bit of the 
symbol and a second extrinsic value corresponding to 
the second bit of the symbol; and 

a bit metric update module that is operative to: 
update the first bit metric using the first extrinsic value 

thereby generating an updated first bit metric; and 
update the second bit metric using the second extrinsic 

value thereby generating an updated second bit met 
ric; and wherein: 

the decoder module is operative to process the updated first 
bit metric and the updated second bit metric thereby 
generating a corresponding, updated plurality of extrin 
sic values, such that the corresponding, updated plural 
ity of extrinsic values includes an updated first extrinsic 
value corresponding to the first bit of the symbol and an 
updated second extrinsic value corresponding to the sec 
ond bit of the symbol; and 

the updated first extrinsic value and the updated second 
extrinsic value are employed for use in making estimates 
of the information bits. 

12. The apparatus of claim 11, wherein: 
the signal is a variable code rate signal whose code rate 

varies on a symbol by symbol basis: 
a first symbol within the signal is encoded according to a 

first RC (Rate Control): 
a second symbol within the signal is encoded according to 

a second RC; 
the first RC includes a first modulation having a first con 

Stellation and a first mapping; and 
the second RC includes a second modulation having a 

second constellation and a second mapping. 
13. The apparatus of claim 11, further comprising: 
a rate control sequencer that is coupled to each of the metric 

generator, the symbol metric decomposition module, 
and the decoder module; and wherein: 

the signal is a variable code rate signal, whose code rate 
varies on a symbol by symbol basis, such that each 
symbol of the plurality of symbols has a corresponding 
RC (Rate Control); and 

each of the metric generator, the symbol metric decompo 
sition module, and the decoder module operates adap 
tively based on a RC signal provided by the rate control 
Sequencer. 

14. The apparatus of claim 11, further comprising: 
an interleaver/de-interleaver module, coupled to each of 

the decoder module and the bit metric update module, 
that is operative to interleave or de-interleave the corre 
sponding plurality of extrinsic values before their use by 
the bit metric update module. 

15. The apparatus of claim 11, wherein: 
the decoder module is operative to make a first soft bit 

decision for the first bit of the symbol and a second soft 
bit decision for the second bit of the symbol; and 

further comprising: 
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an output processor that is operative to perform hard lim 
iting of the first soft bit decision and the second soft bit 
decision in accordance with making the estimates of the 
information bits. 

16. The apparatus of claim 11, wherein: 
the apparatus is a communication device that is operative to 

be implemented within at least one of a satellite com 
munication system, a wireless communication system, a 
wired communication system, and a fiber-optic commu 
nication system. 

17. A method, comprising: 
employing a metric generator to process a symbol of a 

signal having information bits encoded therein thereby 
generating a symbol metric; 

decomposing the symbol metric to a plurality of bit met 
rics, such that the plurality of symbol metrics includes a 
first bit metric corresponding to a first bit of the symbol 
and a second bit metric corresponding to a second bit of 
the symbol; 

employing a decoder to process the first bit metric and the 
Second bit metric thereby generating a corresponding 
plurality of extrinsic values, such that the corresponding 
plurality of extrinsic values includes a first extrinsic 
value corresponding to the first bit of the symbol and a 
Second extrinsic value corresponding to the second bit of 
the symbol; 

updating the first bit metric using the first extrinsic value 
thereby generating an updated first bit metric; 

updating the second bit metric using the second extrinsic 
Value thereby generating an updated second bit metric; 
and wherein: 

processing the updated first bit metric and the updated 
Second bit metric thereby generating a corresponding, 
updated plurality of extrinsic values, such that the cor 
responding, updated plurality of extrinsic values 
includes an updated first extrinsic value corresponding 
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to the first bit of the symbol and an updated second 
extrinsic value corresponding to the second bit of the 
symbol; and 

employing the updated first extrinsic value and the updated 
second extrinsic value for use in making estimates of the 
information bits. 

18. The method of claim 17, wherein: 
the signal is a variable code rate signal, whose code rate 

Varies on a symbol by symbol basis, such that each 
Symbol of the plurality of symbols has a corresponding 
RC (Rate Control): 

a first corresponding plurality of bit metrics, corresponding 
to a first symbol metric, are mapped to a first correspond 
ing plurality of trellis metrics based on a first RC corre 
sponding to a first symbol of the plurality of symbols: 
and 

a second corresponding plurality of bit metrics, corre 
sponding to a second symbol metric, are mapped to a 
second corresponding plurality of trellis metrics based 
on a second RC corresponding to a second symbol of the 
plurality of symbols. 

19. The method of claim 17, further comprising: 
making a first soft bit decision for the first bit of the symbol: 
making a second soft bit decision for the second bit of the 

symbol; and 
performing hard limiting of the first soft bit decision and 

the second soft bit decision in accordance with making 
the estimates of the information bits. 

20. The method of claim 17, wherein: 
the method is performed within a communication device 

that is operative to be implemented within at least one of 
a satellite communication system, a wireless communi 
cation system, a wired communication system, and a 
fiber-optic communication system. 
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