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Description

[Technical Field]

[0001] The present invention relates to image processing, and more particularly, to a
video coding/decoding method using a clipped motion vector and an apparatus
thereof.

[Background Art]

[0002] Recently, in accordance with the expansion of a broadcasting system support-
ing high definition (HD) resolution in the country and around the world, many users
have been accustomed to a high resolution and definition image, such that many or-
ganizations have conducted many attempts to develop the next-generation video de-
vices. In addition, as the interest in HDTV and ultra high definition (UHD) having a
resolution four times higher than that of HDTV has increased, a compression tech-
nology for a higher-resolution and higher-definition video has been demanded.

[0003] For image compression, an inter prediction technology of predicting pixel val-
ues included in a current picture from a picture before and/or after the current picture,
an intra prediction technology of predicting pixel values using pixel information in the
picture, an entropy coding technology of allocating a short code to a symbol having a
high appearance frequency and a long code to a symbol having a low appearance
frequency, or the like, may be used.

[0004] Coding of motion Picture and Audio is described in "Text of ISO/IEC 14496-2
(MPEG-4 Visual) 2001 Edition", 57. MPEG MEETINGS 6-07-2001 - 20-07-

2001; SYDNEY; (MOTION PICTUREEXPERT GROUP OR ISO/IEC
JTC1/SC29/WG11), no. N4350, 30 July 2001 (2001-07-30), ISSN: 0000-0369.

[0005] Further information with respect to storage of motion vector data has been
described by YEPING SU ET AL: "CE9: Reduced resolution storage of motion vector
data", 4. JCT-VC MEETING; 95. MPEG MEETING; 20-1-2011 - 28-1-2011; DAEGU;
(JOINT COLLABORATIVE TEAM ON VIDEO CODING OF ISO/IEC
JTC1/SC29/WG11AND ITU-T SG.16 ); URL: HTTP://WFTP3.ITU.INT/AV-
ARCH/JCTVC-SITE/, no. JCTVC-D072, 16 January 2011 (2011-01-16), ISSN: 0000-
0015.

[0006] Video picture decoding is has also been described by SULLIVAN: "Report of
Awaji JVT Meeting (#6)", 6. JVT MEETING; 63. MPEG MEETING; 09-12-2002 - 13-
12-2002; AWAJI, JP; (JOINT VIDEO TEAM OF ISO/IEC JTC1/SC29/WG11 AND
ITU-T SG.16 ), no. JVT-F001d1, 13 December 2002 (2002-12-13), ISSN: 0000-0428.

[Disclosure]
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[Technical Problem]

[0007] The prevent invention provides a video coding/decoding method using a
clipped motion vector and an apparatus thereof.

[0008] The present invention also provides a method for clipping a motion vector of a
reference picture.

[Technical Solution]

[0009] The present invention is defined by the independent claims. Possible embod-
iments are defined by the dependent claims.

[Advantageous Effects]

[0010] According to the present invention, the video is coded using the clipped mo-
tion vector.

[0011] According to the some aspects of the present invention, a size of a memory
required for storing motion vectors may be reduced.

[0012] According to the some aspects of the present invention, a memory access
bandwidth required for fetching data from the memory may be reduced.

[Description of Drawings]

[0013]
FIG. 1 is a block diagram showing an example of a structure of an encoder
according to the present invention.
FIG. 2 is a block diagram showing an example of a structure of a decoder ac-
cording to the present invention.
FIG. 3 shows examples of a coding/decoding object picture and a reference
picture.
FIG. 4 shows an example of limiting a dynamic range of a motion vector.
FIGS. 5 to 8 are flow charts showing a method of storing a motion vector of a
reference picture.
FIG. 9 shows an example of quantizing a motion vector.
FIGS. 10 to 13 show examples of fetching motion information from a reference
picture.
FIG. 14 is a flow chart showing a method of encoding an image according to
the present invention.
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FIG. 15 is a flow chart showing a method of decoding an image according to
the present invention.

[Mode for Invention]

[0014] Hereinafter, the present invention will be described in detail with reference to
the accompanying drawings. However, in describing examples of the present inven-
tion, well-known functions or constructions will not be described in detail since they
may unnecessarily obscure the understanding of the present invention.

[0015] It is to be understood that when any element is referred to as being "connect-
ed to" or "coupled to" another element, it may be connected directly to or coupled
directly to another element or be connected to or coupled to another element, having
the other element intervening therebetween. Further, in the present specification, in
the case of describing "including" a specific component, it is to be understood that
additional components other than a corresponding component are not excluded.

[0016] Terms used in the specification, first', 'second’, etc., may be used to describe
various components, but the components are not to be construed as being limited to
the terms. That is, the terms are used to distinguish one component from another
component. For example, the 'first' component may be named the 'second' compo-
nent, and vice versa, without departing from the scope of the present invention.

[0017] In addition, components described are independently shown only in order to
indicate that they perform different characteristic functions. Therefore, the compo-
nents that are independently shown do not mean that each of the components may
not be implemented as one hardware or software. That is, each of the components is
divided for convenience of explanation, a plurality of components may be combined
with each other to thereby be operated as one component or one component may be
divided into a plurality components to thereby be operated as the plurality of compo-
nents, which are included in the scope of the present invention as long as it departs
from essential characteristics of the present invention.

[0018] In addition, some of components may not be indispensable components per-
forming essential functions of the present invention, but be selective components im-
proving only performance thereof. The present invention may also be implemented
only by a structure including the indispensible components except for the selective
components, and the structure including only the indispensible components is also
included in the scope of the present invention.

[0019] FIG. 1 is a block diagram showing an example of a structure of an encoder
according to the present invention.

[0020] Referring to FIG. 1, the encoder 100 includes a motion predictor 111, a motion
compensator 112, an intra predictor 120, a switch 115, a subtracter 125, a transform-
er 130, a quantizer 140, an entropy encoder 150, a dequantizer 160, an inverse
transformer 170, an adder 175, a filter unit 180, and a reference picture buffer 190.
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[0021] The encoder 100 encodes input images in an intra prediction mode or an inter
prediction mode to encoder output a bitstream. The intra prediction means intra-
picture prediction and the inter prediction means inter-picture prediction. The encoder
100 is switched between the intra prediction mode and the inter prediction mode
through switching of the switch 115. The encoder 100 generates a predicted block for
an input block of the input image and then encodes a residual between the input
block and the predicted block.

[0022] In the case of the intra prediction mode, the intra predictor 120 performs spa-
tial prediction using pixel values of neighboring blocks which are coded already to
generate predicted blocks.

[0023] In the case of the inter prediction mode, the motion predictor 111 searches a
reference block optimally matched with the input block in a reference picture stored in
the reference picture buffer 190 during a motion prediction process to obtain a motion
vector. The motion compensator 112 performs motion-compensation using the mo-
tion vector to generate the predicted block. Here, the motion vector may be a two
dimensional vector used for inter prediction and represent an offset between a cur-
rent coding treeblock and the reference block.

[0024] The subtracter 125 generate a residual block based on the residual between
the input block and the predicted block, and the transformer 130 transforms the re-
sidual block to output a transform coefficient. The quantizer 140 quantizes the trans-
form coefficient to output the quantized coefficient.

[0025] The entropy encoder 150 performs entropy encoding based on information
obtained during an encoding/quantizing process to output the bitstream. The entropy
encoding represents frequently generated symbols as a small number of bits, thereby
reducing a size of a bitstream for a coding symbol. Therefore, the compression per-
formance of a video may be expected to be improved through the entropy encoding.
The entropy encoder 150 may use an encoding method such as exponential golomb,
context-adaptive variable length coding (CAVLC), context-adaptive binary arithmetic
coding (CABAC), or the like, for the entropy encoding.

[0026] A coded picture needs to be again decoded and stored in order to be used as
a reference picture for performing the inter prediction coding. Therefore, the dequan-
tizer 160 dequantizes the quantized coefficient, and the inverse transformer 170 in-
versely transforms the dequantized coefficient to output a reconstructed residual
block. The adder 175 adds the reconstructed residual block to the predicted block to
generate a reconstructed block.

[0027] The filter unit 180 is also called an adaptive in-loop filter and applies at least
one of deblocking filtering, sample adaptive offset (SAQO) compensation, adaptive
loop filtering (ALF) to the reconstructed block. The deblocking filtering means that
block distortion occurred in a boundary between blocks is removed, and the SAO
compensation means that an appropriate offset is added to a pixel value in order to
compensate for a coding error. In addition, the ALF means that filtering is performed
based on a comparison value between a reconstructed image and an original image.

4/31



DK/EP 2672708 T3

[0028] Meanwhile, the reference picture buffer 190 stores the reconstructed block
passing through the filter unit 180 therein.

[0029] FIG. 2 is a block diagram showing an example of a structure of a decoder ac-
cording to the present invention.

[0030] Referring to FIG. 2, a decoder includes an entropy decoder 210, a dequantiz-
er 220, an inverse transformer 230, an intra predictor 240, a motion compensator
250, an adder 255, a filter unit 260, and a reference picture buffer 270.

[0031] The decoder 200 decodes the bitstream in the intra prediction mode or the
inter prediction mode to output a reconstructed image. The decoder 200 is switched
between the intra prediction mode and the inter prediction mode through switching of
the switch. The decoder 200 obtains a residual block from the bitstream to generate a
predicted block and then adds the residual block and the predicted block to each
other to generate a reconstructed block.

[0032] The entropy decoder 210 performs entropy decoding based on probability dis-
tribution. The entropy decoding process is a process opposite to the above-
mentioned entropy encoding process. That is, the entropy decoder 210 generates a
symbol including a quantized coefficient from the bitstream in which a frequently
generated symbol is represented as a small number of bits.

[0033] The dequantizer 220 dequantizes the quantized coefficient, and the inverse
transformer 230 inversely transforms the dequantized coefficient to generate a resid-
ual block.

[0034] In the case of the intra prediction mode, the intra predictor 240 performs spa-
tial prediction using pixel values of neighboring blocks which are already coded to
generate predicted blocks.

[0035] In the case of the inter prediction mode, the motion compensator 250 per-
forms the motion-compensation using the motion vector and the reference picture
stored in the reference picture buffer 270 to generate the predicted block.

[0036] The adder 255 adds the predicted block to the residual block, and the filter
unit 260 applies at least one of deblocking filtering, SAO compensation, ALF to the
block passing through the adder to output a reconstructed image.

[0037] The reconstructed image may be stored in the reference picture buffer 270 to
thereby be used for the motion-compensation.

[0038] Hereinafter, a block means an encoding/decoding unit. In an encod-
ing/decoding process, an image is divided at a predetermined size and then encod-
ed/decoded. Therefore, a block may also be called a coding unit (CU), a prediction
unit (PU), a transform unit (TU), or the like, and a single block may also be divided
into sub-blocks having a smaller size.

[0039] Here, a prediction unit means a basic unit in which prediction and/or motion-

5/31



DK/EP 2672708 T3

compensation is performed. A prediction unit may be divided into a plurality of parti-
tions, and each of the partitions may also be called a prediction unit partition. When a
prediction unit is divided into the plurality of partitions, each of prediction unit parti-
tions may become a basic unit in which prediction and/or motion-compensation are
performed. Hereinafter, in the examples of the present invention, a prediction unit
may also means prediction unit partitions.

[0040] Meanwhile, in high efficiency video coding (HEVC), a motion vector prediction
method based on advanced motion vector prediction (AMVP) is used.

[0041] In the motion vector prediction method based on advanced motion vector pre-
diction, a motion vector (MV) of a block, existing in a position that is the same as or
corresponds to that of a coding treeblock, in a reference picture as well as motion
vectors of reconstructed blocks positioned around the coding treeblock may be used.
Here, the block, existing in a position that is the same as or spatially corresponds to
that of the coding treeblock, in the reference picture is called a collocated block, and
a motion vector of the collocated block is called a collocated motion vector or a tem-
poral motion vector. However, the collocated block may be a block, existing in a posi-
tion similar to (that is, corresponding to) that of the coding treeblock, in the reference
picture as well as a block existing in the same position as that of the coding tree-
block.

[0042] In a motion information merge method, motion information is estimated from
the collocated block as well as reconstructed blocks positioned around the coding
treeblock to thereby be used as motion information of the coding treeblock. Here, the
motion information includes at least one of inter prediction mode information indicat-
ing a reference picture index, a motion vector, a uni-direction, a bi-direction, or the
like, required at the time of inter prediction, a reference picture list, and prediction
mode information on whether encoding is performed in an intra prediction mode or in
an inter prediction mode.

[0043] A predicted motion vector in the coding treeblock may be a motion vector of
the collocated block, which is a block temporally adjacent to the coding treeblock, as
well as motion vectors of neighboring blocks spatially adjacent to the coding tree-
block.

[0044] FIG. 3 shows examples of a coding/decoding object picture and a reference
picture.

[0045] In FIG. 3, a block X indicates a coding treeblock in an encoding/decoding ob-
ject picture 310, and a block A, a block B, a block C, a block D, and a block E indi-
cate reconstructed blocks positioned around the coding treeblock. In addition, a block
T in the reference picture 320 indicates a collocated block existing in a position cor-
responding to that of the coding treeblock.

[0046] Which motion vector in the coding treeblock is used as the predicted motion
vector may be recognized through a motion vector predictor index.
[Table 1]

.............................................................................................................................................................................................................
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Eprediction _unit( x0, y0, log2ZPUWidth, logZPUHeight ) { Descrlptor

if( skip flag[ x0][y0]) ¢
if(NumMVPCand( L0 )> 1)

...........................................................................................................................................................................................................

mvp_idx 10] x0 ][ yO ] ue(v) | ae(v)
if(NumMVPCand(L1)> 1)
mvp_idx 1] x0 ][ y0] ue(v) | ae(v)

...........................................................................................................................................................................................................

} else if( PredMode == MODE INTRA ) {

if(inter_pred idc[ xO][yO]!=Pred L1){
if( NumMVPCand( LO)>1)

A SRR R R R

if( NumMVPCand(L1)>1) 3 E
mvp_idx 11 ue(v) | ae(v)

...........................................................................................................................................................................................................

T e e e e e e e e e e e e e T e e e e e e

[0047] As shown in Table 1, motion vector predictor indices mvp_idx_10 and
mvp_idx_I1 for each reference picture list are transmitted to a decoder, and the de-
coder uses the same motion vector as a motion vector predicted by an encoder as a
predicted motion vector.

[0048] In the case in which the coding treeblock is encoded/decoded using the mo-
tion vectors of the neighboring blocks spatially adjacent to the coding treeblock, the
motion vector may be stored only with a memory having a relative small size. How-
ever, in the case in which a temporal motion vector is used, since all motion vectors
of the reference picture needs to be stored in a memory, a memory having a relative-
ly large size is required, and a size of a memory access bandwidth required to fetch
data from the memory also increases. Therefore, there is a need to more efficiently
store the temporal motion vector in an application environment in which a memory
space of a portable terminal, or the like, is not sufficient or power consumption is min-
imized.

7/31
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[0049] Meanwhile, as a technology of storing a motion vector in a memory, there is a
method of reducing a spatial resolution of the motion vector. In this method, the mo-
tion vector is compressed in any ratio and then stored in the memory. For example, a
motion vector stored in a 4x4 block unit is stored in a 4x4 or more block unit to re-
duce the number of stored motion vectors. Here, in order to adjust a block size of the
stored motion vector, information on a compression ratio is transmitted. The infor-
mation is transmitted through a sequence parameter set (SPS) as shown in Table 2.
[Table 2]

seq parameter set rbsp() { C §Descript0r

R NS SR R R

motion_vector_buffer comp flag ' 0 §u(1)

if( motion_vector buffer comp flag)

S I SRR R R

motion_vector_buffer comp_ratio _log2 0 §u(8)

rbsp_trailing_bits() 0

[0050] Referring to Table 2, in the case in which motion_vector_buffer_comp_flag is
1, a motion vector buffer compressing process is performed.
motion_vector_buffer_comp_ratio_log2 indicates a compression ratio of the motion
vector buffer compressing process. In the case in which the mo-
tion_vector_buffer_comp_ratio_log2 does not exist,
motion_vector_buffer_comp_ratio_log2 is estimated to 0, and a motion vector buffer

compressing ratio is represented by Equation 1.
[Equation 1]

MVBufferCompRatio = 1 << motion vector buffer comp ratio log2

[0051] For example, in the case in which all 4x4 blocks of 1920x1080 pictures have
different motion vectors and use two reference picture lists each using two reference
pictures, a total memory space of 3.21 Mbytes is required to store a temporal motion
vector as described below.

1. 1. Bit depth of 26 bits per one motion vector
1. (1) Dynamic range of X component of motion vector: -252 to +7676 (bit
depth: 13 bits)
2. (2) Dynamic range of Y component of motion vector: -252 to +4316 (bit
depth: 13 bits)
3. (3) (The dynamic ranges of each component of the motion vector were
calculated based on a first prediction unit in a corresponding picture.)
2. 2. Inthe case in which all of 4x4 block units have different motion vectors: 480
x 270 = 129600 blocks
3. 3. Use of two motion vectors per each block
4. 4. The number of reference picture lists: 2
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5. 5. Use of two reference pictures per reference picture list
=> 26 bits x 129600 blocks x two motion vectors x two reference picture lists x
two reference pictures = 26956800 bits = 3.21 Mbytes

[0052] According to the method of reducing a spatial resolution of a motion vector as
described above, it is possible to reduce the size of the required memory space and
the memory access bandwidth using spatial correlation of the motion vector. Howev-
er, the method of reducing a spatial resolution of a motion vector does not limit the
dynamic range of the motion vector.

[0053] When the size of the memory space is reduced to 1/4, a size of the memory
space required in the above-mentioned example is reduced to about 0.8 Mbytes.
Here, when only six bits of the bit depth required for storing the motion vector is used
for each component of the motion vector by additionally limiting the dynamic range of
the motion vector, the size of the required memory space may be further reduced to
0.37 Mbytes.

[0054] Therefore, in the present invention, the dynamic range of the motion vector is
limited in order to reduce a size of a memory space required for storing the motion
vector and a memory access bandwidth required for fetching data from the memory.
The motion vector of the reference picture of which the dynamic range is limited may
be used as a temporal motion vector in the coding treeblock.

[0055] Hereinafter, a dynamic range means a range between a minimum value and a
maximum value of a negative component or a positive component of a motion vector
based on 0, and a bit depth, which indicates a size of a space required for storing the
motion vector, means a bit width. In addition, unless particularly described, the mo-
tion vector means a motion vector of a reference picture, that is, a temporal motion
vector.

[0056] In the case in which each component of the motion vector is out of the dynam-
ic range, it is represented by the minimum value or the maximum value of the corre-
sponding dynamic range. For example, in the case in which an X component of the
motion vector 312 and a maximum value of a dynamic range of each component of
the motion vector 256, the X component of the motion vector is limited to 256.

[0057] Likewise, in the case in which a bit depth of each component of the motion
vector is 16 bits and the motion vector is (-36, 24), when the bit depth of each com-
ponent of the motion vector is limited to 6 bits, each component of the motion vector
has a dynamic range of -32 to +31, such that the motion vector is represented by (-
32, 24), which is in its dynamic range.

[0058] Further, in the case in which a bit depth of each component of the motion vec-
tor is 16 bits and the motion vector is (-49, 142), when the bit depth of each compo-
nent of the motion vector is limited to 9 bits, each component of the motion vector
has a dynamic range of -256 to +255, such that the motion vector is represented by (-
49, 142) without a change.
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[0059] FIG. 4 shows an example of limiting a dynamic range of a motion vector.

[0060] Referring to FIG. 4, when a dynamic range of a motion vector having a dy-
namic range of -4096 to +4095 is limited to -128 to +127, a bit depth may be reduced
from 13 bits to 8 bits.

[0061] Each component of a temporal motion vector is clipped as represented by
Equations 2 and 3 in order to be stored in a bit depth of N bit(s). Where N indicates a
positive integer.

[Equation 2]

clippedMV X = min( 1 <<(N-1)-1, max( -1<<(N-1), MV X))

[Equation 3]

clippedMV Y = min( 1 <<(N-1)-1, max( -1<<(N-1), MV Y ))

[0062] Where MV _X indicates an X component of the motion vector, MV_Y indicates
a 'Y component of the motion vector, min(a,b) means an operation of outputting a
smaller value in a and b, and max(a,b) means an operation of outputting a larger val-
ue in a and b. Each of clippedMV X and clippedMV _Y indicates X and Y components
of the clipped temporal motion vector and is stored in the memory to thereby be used
as a temporal motion vector of the coding treeblock.

[0063] For example, as shown in Table 3, in the case in which a size of a memory
space is 48 bytes and each component of the motion vector uses a bit depth of 16
bits, a total of twelve motion vectors may be stored.

[Table 3]
MV5-X §¥V5'§MV6—X§MV6-Y MV7-X  MV7-Y MVS—XEI;/WS'
§MV9—X§¥V9'§MV10-X MVI0—Y MV11—X§MV11—Y MV12-X 1;4\”2

[0064] However, when each component of the motion vector uses only a bit depth of
8 bits, a total of twenty four motion vectors may be stored as shown in Table 4.

................................................................................................... e
MV1—X 1;/“” MV2-X  MV2-Y gMV3—X MV3-Y §MV4X 1;4V4
MV5-X I;WS MV6-X MV6-Y MV7-X MV7-Y MV8—X I;WS
MV9—X 1;4\/9 MV10—X MVlO—YgMVII—X MV11—Y MV12 X 1;4\”2
\MV13—X§MV13 MVI4X  MVI4-Y MV15 X MVIS-Y MV16 X MV16-=
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MVI7X SV MVISB—X MVIS-Y  MVIS—X MVIO-Y  MVv20-X 2
MV21-X 1;4\/21 MV22-X  MV22-Y MV23-X MV23-Y MV24-X EI;WM

[0065] Therefore, according to the present invention, when an image reconstructed in
an encoder and/or a decoder is subjected to an in-loop filtering process such as a
deblocking filter, an adaptive loop filter, or the like, and then stored in a decoded pic-
ture buffer (DPB), the dynamic range of the motion vector is limited, such that a mo-
tion vector of a reference picture is stored. The decoded picture buffer means the
reference picture buffer of FIG. 1 or FIG. 2.

l. Process of clipping motion vector

[0066] A process of clipping each component of a motion vector is invoked in the
case in which a slice_type is not equal to |. The process of clipping a motion vector is
performed in a treeblock or largest coding unit (LCU) after a filtering process is fin-
ished.

[0067] Inputs in the process of clipping a motion vector are a location (xP, yP) speci-
fying the top-left sample of the prediction unit relative to the top-left sample of the
current picture, and motion vector matrices MvLO and MvL1. Outputs in the process
are the clipped motion vector matrices CMvLO and CMvL1.

[0068] With respect to the matrices MvLO, MvL1, CMvLO, and CMvL1, operations of

Equations 4 to 7 are performed.
[Equation 4]

mvl.X = MvLX| xP, yP |

[Equation 5]
emvl X[ 0] = Clip3( -1<<( TMVBitWidth -1}, 1<<( TMVBitWidth -1)-1, syl X[ 0 ])

[Equation 6]
emvIX] 1] — Clip3( -1=<( TMVBitWidth - 1), 1=<<( TMVBitWidth -1)-1, mvIX[ 1])

[Equation 7]

CMvLX | xP, yP | = emvlX

[0069] Where TMVBIitWidth indicates a bit depth of a motion vector, Clip3(a, b, ¢)
means a function of clipping ¢ so as to exist in a range between a and b.
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Il. Process of storing motion vector

[0070] FIGS. 5 to 8 are flow charts showing a method of storing a motion vector of a
reference picture.

[0071] Referring to FIG. 5, the motion vector of the reference picture may be stored
using both of an image buffer storing a reconstructed image and a motion vector
buffer storing a motion vector. Here, the reconstructed image is subjected to an in-
loop filtering process (S510) and the motion vector is subjected to a limiting dynamic
range process (S520) and then stored (S540).

[0072] In addition, referring to FIG. 6, both of an image buffer and a motion vector
buffer are used, and the motion vector is subjected to a limiting dynamic range pro-
cess (S620) and a reducing spatial resolution process (S630) and then stored
(S640).

[0073] Further, referring to FIG. 7, the reconstructed image is subjected to an in-loop
filtering process (S710) and then stored in an image buffer (S740), and the motion
vector is subjected to a limiting dynamic range process (S720) and then stored in a
motion vector buffer (S750).

[0074] Further, referring to FIG. 8, the reconstructed image is subjected to an in-loop
filtering process (S810) and then stored in an image buffer (S840), and the motion
vector is subjected to a limiting dynamic range process (S820) and a reducing spatial
resolution process (S830) and then stored (S850).

[0075] Meanwhile, in FIGS. 6 and 8, a sequence of the limiting dynamic range pro-
cess S620 or S820 and the reducing spatial resolution process S630 and S830 is not
limited, but may be changed.

[0076] In addition, in order to further reduce a memory access bandwidth, dynamic
ranges of each component of the motion vector may be differently limited. For exam-
ple, only one of a dynamic range of an X component and a dynamic range of a Y
component may be limited or the dynamic range of the Y component may be further
limited as compared to the dynamic range of the X component.

[0077] The limited dynamic range of the motion vector is transmitted through a se-
quence parameter set, a picture parameter set (PPS), a slice header, or the like, and
the decoder similarly performs limitation of a dynamic range of a temporal motion
vector in the sequence, the picture, or the slice. In this case, a bit depth, which is a
size of a memory space required for storing the motion vector represented in the dy-
namic range may also be transmitted. In addition, it is possible to efficiently store the
temporal motion vector so as to be matched to motion characteristics of the image
using the dynamic range transmitted through the sequence parameter set, the picture
parameter set, the slice header, or the like, rather than storing the motion vector us-
ing a bit depth having a fixed size.

[0078] Meanwhile, the motion vector may be quantized and stored. In the case in
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which the motion vector is quantized and stored, precision of the motion vector is re-
duced. As a quantizing method, there are uniform quantization in which step sizes
are uniform, non-uniform quantization in which step sizes are non-uniform, and the
like. The step size in the quantization is set to a fixed value predefined between the
encoder and the decoder or is transmitted from the encoder to the decoder through
the sequence parameter set, the picture parameter set, the slice header, or the like.
The decoder uses the quantized motion vector as it is or dequantizes and use the
quantized motion vector. FIG. 9 shows an example of quantizing a motion vector.
Referring to FIG. 9, in the case in which the motion vector has a component value of
32 to 48, the motion vector is quantized to 40.

[0079] In addition, the motion vector may be limited in a representation resolution
and the stored. The representation resolution means an integer pixel unit (1 pixel
unit), a fraction pixel unit (a 1/2 pixel unit, a 1/4 pixel unit, or the like). For example, a
resolution of the motion vector processed in a 1/4 pixel unit may be stored as an in-
teger pixel. The representation resolution of the motion vector is set to a fixed value
predefined between the encoder and the decoder or is transmitted from the encoder
to the decoder through the sequence parameter set, the picture parameter set, the
slice header, or the like.

[0080] In addition, only with respect to some motion vectors among temporal motion
vectors stored in a memory, a limiting dynamic range process, a reducing space
resolution process, and a quantizing process of the motion vector may be performed.

[0081] In the case in which the dynamic range of the motion vector is limited and
stored, information on the dynamic range of the motion vector may be added and
stored in the memory. For example, in the case in which the dynamic range of the
motion vector is -128 to +127, a flag of 1 may be additionally stored, and in the case
in which the dynamic range of the motion vector is -32 to +31, a flag of O may be ad-
ditionally stored. In this case, flag information may be stored together with the motion
vector or be stored in a memory different from the memory in which the motion vector
is stored. In the case in which the flag information and the motion vector are stored in
different memories, when in which dynamic range a specific motion vector is stored is
recognized, arbitrary access to the flag information may be allowed. In addition, in-
formation on in which dynamic range some motion vectors are stored is transmitted
through the sequence parameter set, the picture parameter set, the slice header, or
the like, thereby making it possible to allow a decoder to perform an operation similar
to that of an encoder.

[0082] In the case in which the spatial resolution of the motion vector is reduced and
stored, information on a block size of the motion vector may be added and stored in
the memory. For example, in the case in which the block size of the motion vector is
4x4, a flag of 1 may be additionally stored, and in the case in which the block size of
the motion vector is 16x16, a flag of 0 may be additionally stored. In this case, flag
information may be stored together with the motion vector or be stored in a memory
different from the memory in which the motion vector is stored. In the case in which
the flag information and the motion vector are stored in different memories, when in
which block size a specific motion vector is stored is recognized, arbitrary access to
the flag information may be allowed. In addition, information on in which block size
some motion vectors are stored is transmitted through the sequence parameter set,
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the picture parameter set, the slice header, or the like, thereby making it possible to
allow a decoder to perform an operation similar to that of an encoder.

[0083] In the case in which the motion vector is quantized and stored, information on
precision of the motion vector may be added and stored in the memory. For example,
in the case in which a step size of the quantization is 4, a flag of 1 may be additional-
ly stored, and in the case in which the step size of the quantization is 1, a flag of O
may be additionally stored. In this case, flag information may be stored together with
the motion vector or be stored in a memory different from the memory in which the
motion vector is stored. In the case in which the flag information and the motion vec-
tor are stored in different memories, when at which step size a specific motion vector
IS quantized and stored is recognized, arbitrary access to the flag information may be
allowed. In addition, information on at which step size some motion vectors are quan-
tized and stored is transmitted through the sequence parameter set, the picture pa-
rameter set, the slice header, or the like, thereby making it possible to allow a decod-
er to perform an operation similar to that of an encoder.

[0084] Further, in the case in which motion information is stored in the memory, the
spatial resolution of the motion vector may be reduced and stored. Here, the motion
information includes at least one of inter prediction mode information indicating a ref-
erence picture index, a motion vector, a uni-direction, a bi-direction, or the like, re-
quired at the time of inter prediction, a reference picture list, and prediction mode in-
formation on whether an intra prediction mode is performed or an inter prediction
mode is performed.

[0085] For example, motion information of a prediction unit having the largest parti-
tion size among a plurality of motion information of a specific region may be stored as
representative motion information in the memory. Here, the specific region may in-
clude a region in the coding treeblock and regions of neighboring blocks of the cod-
ing treeblock. In addition, the specific region may be a region including a block in
which the motion information is stored in the case in which the entire picture or slice
is divided at a predetermined size.

[0086] For example, after motion information, which is coded in a motion information
merge method, a coding information skip method, or the like, is excluded from the
plurality of motion information included in the specific region, the representative mo-
tion information may be stored in the memory.

[0087] For example, the most frequently generated motion information among the
plurality of motion information included in the specific region may be stored as the
representative motion information in the memory. In this case, the number of genera-
tion of the motion information for each size of the block, or the like, may be calculat-
ed.

[0088] For example, motion information at a specific position among the plurality of
motion information included in the specific region may be stored. Here, the specific
position, which is a position included in the specific region, may be a fixed position of
the specific region. In addition, the specific position may be selected as one of a plu-
rality of positions. When the plurality of positions are used, a priority for each position
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may be determined, and the motion information may be stored in the memory accord-
ing to the priority.

[0089] For example, when the plurality of motion information included in the specific
region is stored in the memory, since the motion information does not exist outside a
boundary of a block coded in an intra prediction mode, a block coded in a pulse cod-
ed modulation (PCM) mode, a slice, or a picture, the motion information of the corre-
sponding position may not be stored in the memory.

[0090] In the above-mentioned examples, when the motion information of the specific
position is stored, in the case in which the motion information of the corresponding
position does not exist, motion information of a collocated block, motion information
of a block coded already, or motion information of a neighboring block may be used
as the motion information of the corresponding position. Here, the specific position
may be one sample position in a neighboring block or a position of the block. For ex-
ample, in the case in which the motion information of the specific position does not
exist, a medium value or average value among motion information of neighboring
blocks which are coded in inter prediction may be stored in the memory. For exam-
ple, in the case in which the motion information of the specific position does not exist,
an average value of motion information of neighboring blocks may be stored in the
memory. When the medium value and the average value are calculated, in the case
in which the motion information of the neighboring blocks is different from at least one
of the reference picture index, the reference picture list, and the inter prediction mode
information, a size of the motion vector may be adjusted according to the reference
picture index, the reference picture list, the inter prediction mode information, a pic-
ture order count, and the like.

lll. Process of deriving motion vector

[0091] In the case in which the motion information is stored in the memory using the
above-mentioned motion information methods and the motion information of the ref-
erence picture is used in the motion vector prediction method, the advanced motion
vector prediction method, or the motion information merge method, the stored motion
information may be fetched.

[0092] For example, motion information of a position corresponding to that of the
coding treeblock in the reference picture may be fetched. In this case, the position
corresponding to that of the coding treeblock in the reference picture may be a fixed
position in a specific region or a relative position from the position of the coding tree-
block.

[0093] FIGS. 10 to 13 show examples of fetching motion information from a refer-
ence picture.

[0094] In FIGS. 10 to 13, a block X indicates a coding treeblock in an encod-
ing/decoding object picture 1010, 1110, 1210, or 1310, and a block A, a block B, a
block C, a block D, and a block E indicate reconstructed neighboring blocks. In addi-
tion, a block T in the reference picture 1020, 1120, 1220, and 1320 indicates a collo-
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cated block corresponding to the coding treeblock. A block Y in the reference picture
1320 of FIG. 13 indicates a block corresponding to a position other than the encod-
ing/decoding objet block.

[0095] Referring to FIG. 10, motion information corresponding to a position corre-
sponding to a top-left pixel position among positions of a coding treeblock X in a ref-
erence picture may be fetched.

[0096] Referring to FIG. 11, motion information corresponding to a position corre-
sponding to a central pixel position among positions of a coding treeblock X in a ref-
erence picture may be fetched.

[0097] Referring to FIG. 12, motion information corresponding to a position corre-
sponding to a right -bottom pixel position among positions of a coding treeblock X in
a reference picture may be fetched.

[0098] Referring to FIG. 13, motion information corresponding to a position corre-
sponding to a pixel position other than a coding treeblock X in a reference picture
may be fetched.

[0099] An encoding/decoding method such as motion vector prediction, advanced
motion vector prediction, motion information merge, motion information merge skip,
or the like, may be performed using the motion information stored in the memory, that
is, the motion information of the reference picture.

[0100] The motion vector may be stored in the memory using at least one of a meth-
od of limiting a dynamic range of a motion vector, a method of reducing a spatial res-
olution of a motion vector, a method of quantizing a motion vector, and a method of
reducing a representation resolution of a motion vector, and the stored motion vector
may be used for predicting a motion vector of the coding treeblock and merging mo-
tion information thereof.

[0101] A process of fetching the motion vector of the reference picture from the
memory is called a process of deriving a temporal motion vector. In a process of de-
riving a temporal motion vector, TMVbitWidth indicates a bit width of a temporal mo-
tion vector stored in the memory.

[0102] Inputs in the process of deriving a temporal motion vector are a location (xP,
yP) specifying the top-left luma sample of the current prediction unit relative to the
top-left sample of the current picture, variables specifying the width and the height of
the prediction unit for luma, nPSW and nPSH, the reference index of the current pre-
diction unit partition refldxLX (with X being O or 1). Outputs in the process are the
motion vector prediction mvLXCol and the availability flag availableFlagLXCol.

[0103] The function RefPicOrderCnt(pic, refidx, LX) is specified by the value of
PicOrderCnt of the picture that is the reference picture RefPicListX[refidx] of pic with
X being 0 or 1. PicOrderCnt of the reference picture shall be maintained until the pic-
ture is marked as "non-exisiting." Clip3(a, b, ¢) means a function of clipping ¢ so as to
exist in a range between a and b.
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[0104] If slice_type is equal to B and collocated _from_I0_flag is equal to O, the varia-
ble colPic specifies the picture that contains the co-located partition as specified by
RefPicList1[0]. Otherwise (slice_type is equal to B and collocated_from_I0_flag is
equal to 1 or slice_type is equal to P), the variable colPic specifies the picture that
contains the co-located partition as specified by RefPicListO[O].

[0105] Variable colPu and its position (xPCol, yPCol) are derived in the following or-
dered steps:

1. 1. Right-bottom luma position (xPRb, yPRb) of the current prediction unit is de-

fined as represented by Equations 8 and 9.
[Equation 8]

CAPRb = %Pt nPSW.

[Equation 9]

¥PRb = yP + nPSH.
2. 2. If colPu is coded in an intra prediction mode or colPu is unavailable,

1. (1) Central luma position of the current prediction unit is defined as rep-

resented by Equations 10 and 11.
[Equation 10]

xPCtr = (xP + (uPSW>>1)-1

[Equation 11]

yPCtr = (yP + (nPSH>>1)-1
2. (2) The variable colPu is set as the prediction unit covering the modified
position given by ((xPCtr >> 4) << 4, (yPCtr >> 4) << 4) inside the col-
Pic.
3. 3. (xPCol, yPCol) is set equal to the top-left luma sample of the colPu relative
to the top-left luma sample of the colPic.

[0106] The variables mvLXCol and availableFlagLXCol are derived as follows.

1. 1. If colPu is coded in an intra prediction mode or colPu is unavailable, both
components of mvLXCol are set equal to 0 and availableFlagLXCol is set
equal to 0.

2. 2. Otherwise (colPu is not coded in an intra prediction mode and colPu is
available), the variables mvCol and refldxCol are derived as follows,

1. (1) If PredFlagLO[xPCol][yPCol] is equal to O, the motion vector mvCol
and the reference index refldxCol are set equal to MvL1[xPCol] [yPCol]
and
RefldxL1[xPCol][yPCol], respectively.
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2. (2) Otherwise (PredFlagLO[xPCol][yPCol] is equal to 1), the following
applies.

1. 1) If PredFlagL1[xPCol][yPCol] is equal to O, the motion vector
mvCol and the reference index refldxCol are set equal to
MvLO[xPCol][yPCol] and RefldxLO[xPCol][yPCol], respectively.

2. 2) Otherwise (PredFlagL1[xPCol][yPCol] is equal to 1), the fol-
lowing applies.

1. a. The following asignments are made with X being 0 or 1.

1. i. RefldxColLX = RefldxLX[xPCol][yPCol]

2. ii. If PicOrderCnt(colPic) is less than PicOrder-
Cnt(currPic) and RefPicOrderCnt(colPic, Refldx-
ColLX, LX) is greater than PicOrderCnt(currPic) or
PicOrderCnt(colPic) is greater than PicOrder-
Cnt(currPic) and RefPicOrderCnt(colPic, Refldx-
ColLX, LX) is less than PicOrderCnt(currPic), the
variable MvXCross is equal to 1.

3. iii. Otherwise (PicOrderCnt(colPic) is less than
PicOrderCnt(currPic) and RefPicOrderCnt(colPic,
RefldxColLX, LX) is less than or equal to
PicOrderCnt(currPic) or PicOrderCnt(colPic) is
greater than PicOrderCnt(currPic) and
RefPicOrderCnt(colPic, RefldxColLX, LX) is greater
than or equal to PicOrderCnt(currPic)), the variable
MvXCross is equal to O.

2. b. If one of the following conditions is true, the motion vec-
tor mvCol, the reference index refldxCol and ListCol are
set equal to MvL1[xPCol][yPCol], RefldxColIL1 and L1, re-
spectively.

1. i. MvOCross is equal to 0 and Mv1Cross is equal to
1.

2. ii. MvOCross is equal to Mv1Cross and reference
index list is equal to L1

3. c¢. Otherwise, the motion vector mvCol, the reference in-
dex refldxCol and ListCol are set equal to
MvLO[xPCol][yPCol], RefldxCoILO and LO, respectively.

3. 3) the variable availableFlagLXCol is set equal to 1 and opera-
tions of Equation 12 or Equations 13 to 18 are applied.

1. a. If PicOrderCnt(colPic) - RefPicOrderCnt(colPic, refldx-
Col, ListCol) is equal to PicOrderCnt(currPic) -
RefPicOrderCnt(currPic, refldxLX, LX),

2. Yb. Otherwise,
[Equation 13]

tx = (16384 + Abs(td/2) )/ td
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[0107] That is, referring to Equations 13 to 16, mvLXCol is derived as scaled version
of the motion vector mvCol.

[0108] Meanwhile, even though the motion vector is clipped in a dynamic range, in
the case in which the clipped motion vector is scaled, the clipped motion vector may
be again out of the dynamic range. Therefore, after the scaled motion vector is de-
rived, the dynamic range of the motion vector may be limited. In this case, each of

Equations 15 and 16 may be replaced with Equations 19 and 20.
[Equation 19]

mvI.XCol = ClipMv( ( DistScaleFactor * mvI.XCol + 128 ) >> 8)

[Equation 20]

mvl XCol — Clip3( -1<=( TMVBitWidth - 1), 1<<( TMTVBitWidth -1)-1, mvCol')

IV. Method of transmitting information for clipping temporal motion vector in
decoder.

[0109] Hereinafter, a method of transmitting information required for clipping a tem-
poral motion vector in a decoder using the same method as that of an encoder will be
described.

[0110] TMVBIitWidth in the process of deriving a temporal motion vector may be
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transmitted from the encoder to the decoder through a sequence parameter set, a
picture parameter set, a slice header, or the like.

[Table 5]
seq parameter set rbsp() { C: Descrlptor :
bit_ width_temporal motion_vector_minus8 0 ise(v)
~ tbsp_trailing_bits( ) 0 '
3

bit_width_temporal_motion_vector_minus8 of Table 5 specifies the bit width of the
temporal motion vector component. When
bit_width_temporal_motion_vector_minus8 is not present, it shall be inferred to be

equal to 0. The bit width of temporal motion vector component is specified as follows:
[Equation 21

TMVBitWidth = bit_ width_temporal motion vector minus8 + 8

1. Information transmitting method 1 - in the case in which motion vector is com-
pressed and bit depth of motion vector is limited

.......................................................................................... [TabIEB]
seq parameter _set rbsp() { C Descriptor
~motion_vector_buffer_comp_flag 0 u(l)
if( motion_vector buffer comp flag) ‘
motion_vector_buffer comp_ratio _log2 O gu(8)
~ bit_depth_temporal_motion_vector_constraint_flag 0 u(l)
if(bit_depth temporal motion vector constraint flag) ‘
| bit_depth_temporal motion_vector minus8 O gse(v)
~ tbsp_trailing_bits() 0
3

Referring to Table 6, in the case in which motion_vector_buffer_comp_flag equals to
1 specifies the motion vector buffer compression process is applied.
motion_vector_buffer_comp_ratio_log2 specifies the compression ratio in the motion
vector buffer compression process. VWhen motion_vector_buffer_comp_ratio_log2 is
not present, it shall be inferred to be equal to 0. The motion vector buffer compres-

sion ratio is specified as follows:
[Equation 22]

MVBufferCompRatio = 1 << motion vector buffer comp ratio log?2

Again referring to Table 6, in the case in which
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bit_depth_temporal_motion_vector_constraint_flag equals to 1 specifies the temporal
motion vector bit depth limiting constraint process is applied.
bit_depth_temporal_motion_vector_minus8 specifies the bit depth of the temporal
motion vector. When bit_depth_temporal_motion_vector_minus8 is not present, it
shall be inferred to be equal to 0. The bit depth of temporal motion vector is specified

as follows:
[Equation 23]

TMVBitDepth = bit depth temporal motion vector minusd + 8

2. Information transmitting method 2 - in the case in which bit depth of motion vector
is limited

.......................................................................................... [TADIE 71 e,
iseq _parameter_set rbsp() { C gDescriptor
~ bit_depth_temporal_motion_vector_constraint_flag 0 iu(l) '
if(bit_depth temporal motion vector constraint flag) :
bit_depth_temporal motion_vector minus8 0 gse(v)
~ tbsp_trailing_bits() 0
3

Referring to Table 7, in the case in which
bit_depth_temporal_motion_vector_constraint_flag equals to 1 specifies the temporal
motion vector bit depth constraint process is applied.
bit_depth_temporal_motion_vector_minus8 specifies the bit depth of the temporal
motion vector. When bit_depth_temporal_motion_vector_minus8 is not present, it
shall be inferred to be equal to 0. The bit depth of temporal motion vector is specified

as follows:
[Equation 24]

TMVBitDepth = bit_depth_temporal motion_vector _minus8 + 8

3. Information transmitting method 3 - in the case in which bit depth of motion vector
is limited

.......................................................................................... [TADIE BI . g
iseq _parameter_set rbsp() { C §Descriptor
bit_depth_temporal_motion_vector_minus8 0 ise(v)

~ tbsp_trailing_bits() 0

) |

bit_depth_temporal_motion_vector_minus8 specifies the bit depth of the temporal
motion vector. When bit_depth_temporal_motion_vector_minus8 is not present, it
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shall be inferred to be equal to 0. The bit depth of temporal motion vector is specified

as follows:
[Equation 25]

TMVBitDepth = bit_depth _temporal motion vector _minus8 + 8

4. Information transmitting method 4 - in the case in which bit depth is limited with
respect to each of X and Y components of motion vector

[Table 9] ,

%seq _parameter_set rbsp() { C EDescriptor
bit depth temporal motion_vector constraint flag 0 éu(l)

~ if(bit_depth_temporal_motion_vector_constraint_flag) { : : :
bit_depth_temporal motion_vector x minus8 0 Ese(v)
bit_depth_temporal motion_vector y minus8 0 ése(v)

L W —

tbsp_trailing_bits() 0

Referring to Table 9, in the case in which
bit_depth_temporal_motion_vector_constraint_flag equals to 1 specifies the temporal
motion vector bit depth constraint process is applied.
bit_depth_temporal_motion_vector_x_minus8 specifies the bit depth of the temporal
motion vector component x. When bit_depth_temporal_motion_vector_x_minus8 is
not present, it shall be inferred to be equal to 0. The bit depth of temporal motion vec-

tor component x is specified as follows:
[Equation 26]

TMVXBitDepth = bit _depth _temporal motion vector x minus8 + 8

bit_depth_temporal_motion_vector_y minus8 specifies the bit depth of the temporal
motion vector component y. When bit_depth_temporal_motion_vector_y minus8 is
not present, it shall be inferred to be equal to 0. The bit depth of temporal motion vec-

tor component y is specified as follows:
[Equation 27]

TMVXBitDepth = bit _depth _temporal motion vector y minus8 + 8

5. Information transmitting method 5 - in the case in which motion vector is com-
pressed and bit depth of motion vector is limited

........................................................................................ [TaDIE TO1 e
iseq _parameter_set_rbsp() { C gDescriptor
motion_vector_buffer comp flag 0 §u(1)
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if(motion_vector buffer comp flag) {

motion_vector_buffer comp_ratio_log2

bit depth_temporal motion_vector minus8

[0111] Referring to Table 10, in the case in which motion_vector_buffer_comp_flag
equals to 1 specifies the motion vector buffer compression process is applied.

[0112] motion_vector_buffer_comp_ratio_log2 specifies the compression ratio in the
motion vector buffer compression process. When mo-
tion_vector_buffer_comp_ratio_log2 is not present, it shall be inferred to be equal to

0. The motion vector buffer compression ratio is specified as follows:
[Equation 28]

MVBufferCompRatio = 1 << motion_vector buffer comp ratio log2

V. Definition of dynamic range through levels of video codec

[0113] The dynamic range of the temporal motion vector may be defined through a
level of a video codec rather than being transmitted through the sequence parameter
set, the picture parameter set, or the slice header. The encoder and the decoder may
determine a limited dynamic range of the motion vector using level information.

[0114] Further, even in the levels, dynamic ranges and/or bit depths of each of the X
and Y components of the motion vector may be differently defined, and minimum val-
ues and maximum values of each of the components may be defined.

[0115] Tables 11 and 12 show an example of a case in which TMVBIitWidth in the
process of deriving a temporal motion vector described above is defined in the levels.

[Table 11]
ELevel number | MaxTMVBitWidth (Max Temporal MV component bit width)
................... 1 8
1b _ 8
f ............... 11 ................................................................................................. 8
................. 1 2 8
1.3 _ 8
.................. 28
2.1 8
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Level number | MaxTM VBIitWidth (Max Temporal MV component bit Wldth)

22 8
e —
32 10
4 10 _
................ T

[0116] Referring to Table 11, TMVBIitWidth is set as MaxTMVBitWidth defined in the
levels. Here, MaxTMVBitWidth indicates a maximum bit width of a temporal motion
vector when the temporal motion vector is stored in the memory.

[0117] Meanwhile, TMVBIitWidth may also be defined in the levels, and a difference
from the defined value (a delta value) may be transmitted through the sequence pa-
rameter set, the picture parameter set, or the slice header. That is, TMVBitWidth may
be set to as a value obtained by adding the difference transmitted through the se-
quence parameter set, the picture parameter set, or the slice header to MaxTMVBIt-
Width defined in the levels. Here, TMVBIitWidth indicates a bit width of the temporal
motion vector when the temporal motion vector is stored in the memory.

[Table 12]
ELevel number | MaxTMVBIitWidth (Max Temporal MV component bit depth)
................... 1 8
1b _ 8
T— 11 ................................................................................................ 8
R 1 2 ............................................................................................... 8
1.3 _ 8
T e 8
2.1 8
22 8
A 3 8
: 3.1 10 _
................ 32 10
T R e
» 4.1 10 _
— 42 ............................................................................................... e
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by

iLevel number MaxTMVBIitWidth (Max Temporal MV component bit depth)

3

10

[0118] delta_bit_width_temporal_motion_vector_minus8 specifies the delta bit width
of the temporal motion vector component. When del-
ta_bit_width_temporal_motion_vector_minus8 is not present, it shall be inferred to be
equal to 0. The bit width of temporal motion vector component is specified as follows:

[Equation 29]

TMVBitWidth = delta_bit

width_temporal_motion_veetor_minusd + MaxTMVEBitWidth

[0119] In addition, as shown in Table 14, dynamic ranges of each component of the

temporal motion vector

may also be defined in levels.
[Table 14]

MaxMBPS MaxFS { MaxDpbMbs | MaxBR (Max vid- MaxCPB (Max | MaxTmvR MinCR MaxMv
(Max mac- (Max  (Max decoded : eo bit rate) (1000 : CPB size) (1000 :(Max Tempo-: (Min com- ;| (Max m
roblock pro- picture  picture buffer | bits/s, 1200 bits/s, | bits, 1200 bits, : ral MV com- pression : motion
cessing rate) | size) size) (MBs) | cpbBrVclFactor : pbBrVclFactor :ponent range) ratio) . per two
(MB/s) : (MBs) bits/s, or cpb- | bits, or cpb-  : (luma picture : tive
BrNalFactor  : BrNalFactor bits) :  samples)
bits/s)
1485 99 396 . 64 : 175 [-64,+63.75] | 2 :
1485 99 396 128 350 [-64,+63.75] 2
3 000 396 900 192 500 ;[-128,+127.75] 2
6 000 © 396 2376 384 1 000 ;[-128,+127.75] 2
11880 | 396 2376 768 2 000 ;[-128,+127.75] 2
11830 : 396 2376 2 000 2 000 ;[-128,+127.75] 2 _
19 800 792 4752 4000 4 000 [-256,4255.75] 2 ‘
20250 1 620 8 100 4 000 4 000 ;[-256,+255.75] . 2
40500 1620 8 100 10 000 _ 10 000 ;[-256,+255.75] 2 3
108 000 3 600 18 000 14 000 14 000 ;[-512,+511.75] 4 l 1
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MaxMBPS MaxFS | MaxDpbMbs : MaxBR (Max vid- MaxCPB (Max @ MaxTmvR MinCR MaxMv
(Max mac- ;| (Max | (Max decoded : eo bit rate) (1000 i CPB size) (1000 :(Max Tempo-  (Min com- | (Max nt
roblock pro- : picture | picture buffer . bits/s, 1200 bits/s, bits, 1200 bits, ral MV com- pression motion
cessing rate) | size) size) (MBs) | cpbBrVclFactor : pbBrVclFactor :ponentrange) ratio) . per two
(MB/s) (MBs) bits/s, or cpb- {  bits, or cpb-  : (luma picture ‘ tive
BrNalFactor  : BrNalFactor bits) |  samples)
| bits/s) | _
216 000 5120 20 480 20 000 20 000 g[-512,+511.75] 4 1
245 760 8 192 32768 20 000 25000 : [-512,+ 4 1
L 511.75]
245 760 8 192 32768 50 000 62 500 ;[-512,+511.75] . 2 1
522240 © 8704 34 816 50 000 _ 62 500 E[-512,+511.75] 2 _ 1
589 824 22 080 110 400 135 000 135 000 E[-512,+511.75] 2 1
983 040 36 864 184 320 240 000 240 000 g[-512,+511.75] _ 2 1
[0120] In addition, as shown in Tables 15 to 17, bit widths of each component of the
temporal motion vector may also be defined in levels.
[Table 15] |
TaxMBPS : MaxFS | MaxDpbMbs MaxBR (Max MaxCPB (Max | MaxTMVBitWidth MinCR MaxM
Max mac- | (Max | (Max decod- video bit rate) . CPB size) (1000 (Max Temporal (Min com- | (Max
roblock | picture . ed picture (1000 bits/s, 1200 ; bits, 1200 bits, . MV component bit pression motic
rocessing | size) buffer size) : bits/s, cpbBrVcl- | cpbBrVclFactor width) ratio) per tw
te) (MB/s) | (MBs) (MBs) . factor bits/s, or bits, or cpb- tiv
. cpbBrNalfactor BrNalFactor bits)
‘ bits/s)
1485 99 396 _ 64 _ 175 _ 8 ‘ 2
1485 99 396 128 350 8 2
3 000 396 900 : 192 500 8 2
6 000 395 2376 384 _ 1 000 _ 8 ‘ 2
11 880 396 2376 768 2 000 8 2
11 880 396 2376 2 000 2 000 8 2
19 800 792 4752 . 4 000 4 000 8 2
20250 1620 8 100 4 000 4 000 8 2
40500 | 1620 | 8110 : 10 000 10 000 8 2 ‘
108 000 3 600 18 000 . 14 000 14 000 10 4
216 000 5120 20 480 20 000 20 000 10 4
245760 | 8192 32768 : 20 000 25 000 10 4 ‘
245 760 8192 32768 50 000 62 500 10 \ 2
522 240 8 704 34 816 50 000 62 500 10 2
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laxMBPS | MaxFS | MaxDpbMbs MaxBR (Max MaxCPB (Max | MaxTMVBitWidth . MinCR MaxM
Max mac- | (Max @ (Max decod- : video bitrate) | CPB size) (1000 (Max Temporal (Min com- | (Max
roblock | picture . ed picture §(1000 bits/s, 1200 ;| bits, 1200 bits, | MV component bit pression motic
rocessing | size) buffer size) : bits/s, cpbBrVel- | cpbBrVclFactor width) ratio) per tw
te) (MB/s) | (MBs) (MBs) . factor bits/s, or bits, or cpb- tiv
. cpbBrNalfactor BrNalFactor bits)
| | bits/s) ‘
589 824 22 080 110 400 135 000 135 000 10 \ 2
983 040 36 864 184 320 240 000 . 240 000 10 2
[Table 16] |
[axMBPS  MaxFS MaxDpbMbs .= MaxBR (Max = MaxCPB (Max MaxTMVBitWidth | MinCR  MaxV
Vlax mac- ;| (Max : (Max decod- | video bit rate) CPB size) (1000 (Max Temporal : (Min com- | (Max
roblock | picture : ed picture | (1000 bits/s, 1200 | bits, 1200 bits, | MV component bit ;| pression | moti
rocessing : size) : buffer size) | bits/s, cpbBrVcl- | cpbBrVclFactor width) . ratio) per tw
te) (MB/s): (MBs) :  (MBs) Factor bits/s, or bits, or cpb- tiv
cpbBrNalFactor | BrNalfactor bits)
: bits/s) : :
1485 99 396 64 175 6 2
1485 | 99 . 39 128 350 6 2 '
3 . 3% 900 ‘ 192 500 ‘ 7 2 :
6 000 396 2376 384 1 000 7 ' 2
11 880 396 2376 768 2 000 7 2
11880 396 2376 2 000 2 000 7 : 2
19 800 792 4752 4 000 4 000 8 2
20250 1 1620 ¢ 8 100 4 000 | 4 000 8 : 2
40500 1620 8 100 10 000 10 000 8 2 l
108 000 3 600 18 000 14 000 14 000 10 4 :
216000 + 5120 | 20480 20 000 | 20 000 10 : 4
245 760 8 192 32 768 20 000 25 000 10 4 l
245 760 8 192 32 768 50 000 62 500 10 2
522 240 8 704 34 816 50 000 62 500 10 2
589 824 22 080 110 400 135 000 135 000 10 2 l
983040 136864 . 184320 240 000 240 000 ‘ 10 2
........................................................................................ L
Level number MaxTMVBitWidth(Max Temporal MV component bit width)
1 ' 8 '
| 1b _ 8
1.1 8 '
1.2 8
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Level number MaxTMVBitWidth(Max Temporal MV component bit width)

13 ................ 8 ................................................................................ :

— 21 ................................................................................................. 8
22 8

31 ................................................................................................. 10 ................................................................................

32 10

................. 4 ............................................................................... 10

................ 4110

42 10

TR 5 ................................................................................................. 10
5.1 10

[0121] In addition, as shown in Table 18, a bit width of a Y component of the tem-

poral motion vector may also be defined in levels.
[Table 18]

IBPS  MaxFS gMaxprMbsé MaxBR (Max MaxCPB (Max MaxTMVYBitWidthé MinCR gMavasPerZM
mac- . (Max | (Max decod- video bit rate) CPB size) (1000 | (Max Vertical Tem- (Min com- : of motion vecto
ock  picture : ed picture : (1000 bits/s,  bits, 1200 bits, = poral MV compo- . pression secutiv
ssing = size) | buffer size) | 1200 bits/s, cpbBrVclFactor | nent bit depth) | ratio)
e) (MBs) :  (MBs)  cpbBrVeclFactor  bits, or cpb-
}/s) . bits/s, or cpb- | BrNalFactor
. BrNalFactor | bits)

: : bits/s) : | :
85 99 396 64 ‘ 175 8 2
85 99 396 128 350 8 2
00 396 900 : 192 ‘ 500 8 : 2
00 396 2376 384 ‘ 1 000 8 2
80 396 2376 : 768 ‘ 2 000 8 . 2
80 396 2376 : 2 000 2 000 8 : 2 l
00 792 4752 4 000 4 000 8 2 :
50 1620 8 100 : 4 000 ‘ 4 000 8 . 2
00 1 620 8 100 10 000 10 000 8 2 l 3
000 3 600 18 000 14 000 14 000 10 4 1
000 5120 ¢ 20480 20 000 20 000 10 4 1
760 8 192 32 768 20 000 25 000 10 4 1
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IBPS | MaxFS gMaxprMbsé MaxBR (Max MaxCPB (Max MaxTMVYBitWidthé MinCR gMavasPerZM
mac- | (Max :(Max decod- ; video bit rate) ' CPB size) (1000 (Max Vertical Tem- . (Min com- : of motion vecto
ock | picture ed picture ; (1000 bits/s, . bits, 1200 bits, = poral MV compo- | pression secutiv
ssing | size) | buffer size) | 1200 bits/s,  cpbBrVclFactor nent bit depth) |  ratio)
e) (MBs) | (MBs)  icpbBrVclFactor = bits, or cpb-
}/s) bits/s, or cpb- = BrNalFactor

BrNalFactor bits)

bits/s) '

760 8 192 32768 50 000 ‘ 62 500 10 . 2 1
240 8 704 34816 50 000 : 62 500 | 10 : 2 1
824 22 080 110 400 135 000 135 000 | 10 2 1
040 ;36 864 184 320 240 000 240 000 10 | 2 1

[0122] In addition, the dynamic range of the temporal motion vector may be defined
as a fixed value predefined between the encoder and the decoder without transmis-
sion of information on a limitation of the motion vector or be stored in a form of a fixed
bit depth.

[0123] In the case in which TMVBIitWidth is fixed to the same value and used in the
encoder and the decoder, TMVBIitWidth may be a positive integer such as 4, 6, 8, 10,
12, 14, 16, or the like. Here, TMVBIitWidth indicates the bit width of the temporal mo-
tion vector when the temporal motion vector is stored in the memory.

[0124] FIG. 14 is a flow chart showing a method of encoding an image according to
the present invention. Referring to FIG. 14, the method of encoding an image in-
cludes a clipping step (S1410), a storing step (S1420), and an encoding step
(S1430).

[0125] An apparatus of encoding an image and/or an apparatus of decoding an im-
age clip a motion vector of a reference picture in a predetermined dynamic range
(S1410). "As described above through "I. Process of clipping motion vector", the mo-
tion vector that is out of the dynamic range is represented by a minimum value or a
maximum value of the corresponding dynamic range. Therefore, as described above
through "IV. Method of transmitting information for clipping temporal motion vector in
decoder" and "V. Definition of dynamic range through levels of video codec, the bit
depth is limited through the level of the video codec, the sequence parameter set,
and the like, or the dynamic range is limited through the level of the video codec,
thereby making it possible to clip the motion vector of the reference picture in the
predetermined dynamic range.

[0126] The apparatus of encoding an image and/or the apparatus of decoding an
image store the clipped motion vector of the reference picture in a buffer as de-
scribed above through "ll. Process of storing motion vector" (S 1420). The motion
vector may be stored in the buffer together with or separately from the reconstructed
image.

[0127] The apparatus of encoding an image encodes a motion vector of a coding
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treeblock using the stored motion vector of the reference picture (S1430). As de-
scribed above through "lll. Process of deriving motion vector”, in the advanced mo-
tion vector prediction method used in the HEVC, a motion vector of a block existing in
a position that is the same or corresponds to that of the coding treeblock in the refer-
ence picture as well as motion vectors of reconstructed blocks positioned around the
coding treeblock may be used. Therefore, the motion vector of the coding treeblock
may also be a motion vector of the reference picture, that is, a temporal motion vec-
tor, as well as motion vectors of neighboring blocks adjacent to the coding treeblock.

[0128] Meanwhile, since dynamic range of X component and Y component of the
motion vector of the reference picture may be differently defined, each component of
the motion vector of the reference picture may be clipped in each dynamic range.

[0129] In addition, a method of compressing a motion vector of a reference picture as
well as a method of limiting a dynamic range of a motion vector of a reference picture
may be used. In the case of limiting the dynamic range of the motion vector of the
reference picture or compressing the motion vector of the reference picture, a flag
indicating the dynamic range and the motion vector and a parameter related thereto
may be defined in a level of a video codec, a sequence parameter set, or the like.

[0130] In addition, an encoding method such as motion vector prediction, advanced
motion vector prediction, motion information merge, motion information merge skip,
or the like, may be performed using the motion information stored in the memory, that
is, the motion information of the reference picture.

[0131] FIG. 15 is a flow chart showing a method of decoding an image according to
the present invention. Referring to FIG. 15, the method of decoding an image in-
cludes a clipping step (S1510), a storing step (S1520), a deriving step (S1530), and a
decoding step (S 1540).

[0132] The clipping step (S1510) and the storing step (S1520) of FIG. 15 are similar

to the clipping step (S1410) and the storing step (S1420) of FIG. 14 using "l. Process
of clipping motion vector" and "ll. Process of storing motion vector" described above.
In addition, the deriving step (S1530) of FIG. 15 uses "lll. Process of deriving motion

vector" described above and is symmetrical to the encoding step (S1430) of FIG. 14.
Therefore, a detailed description thereof will be omitted.

[0133] An apparatus of decoding an image performs inter prediction decoding using
a motion vector of a coding treeblock (S 1540). The apparatus of decoding an image
may store a motion vector in a memory using at least one of a method of limiting a
dynamic range of a motion vector, a method of reducing a spatial resolution of a mo-
tion vector, a method of quantizing a motion vector, and a method of reducing a rep-
resentation resolution of a motion vector, and use the stored motion vector for pre-
dicting a motion vector of the coding treeblock and merging motion information there-
of.

[0134] In addition, the apparatus of decoding an image may perform a decoding
method such as motion vector prediction, advanced motion vector prediction, motion
information merge, motion information merge skip, or the like, using the motion in-
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formation stored in the memory, that is, the motion information of the reference pic-
ture.
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Patentkrav

1. Billedafkodningsapparat, omfattende:

10

15

20

25

30

en referencebilledbuffer til lagring af en flerhed af referencebilleder; og

en bevaegelseskompenseringsenhed til generering af en forudsigelsesblok
til rekonstruktion af en blok, som skal afkodes i et aktuelt billede

ved skalering af en bevaegelsesvektor af en sammenstillet blok indeholdt i
et sammenstillet billede, colPic, blandt flerheden af referencebilleder, hvor
den skalerede bevaegelsesvektor er genereret ved multiplikation af en
skaleringsfaktor og bevaegelsesvektoren, og modifikation af et resultat af
multiplikationen ved fgrst at tilfgje en fgrste forskydning og derefter
anvende en fgrste aritmetisk forskydningshandling,

ved klipning af den skalerede bevaegelsesvektor i et fgrste forudbestemt
omrade for at generere en klippet bevaegelsesvektor,

ved afledning af en bevaegelsesvektor af blokken, som skal afkodes, ved
tilfgjelse af den klippede bevaegelsesvektor som en forudsagt bevaegelses-
vektor og en bevaegelsesvektorforskel afkodet fra en bitstram, og

ved udfgrelse af inter-forudsigelse under anvendelse af
bevaegelsesvektoren af blokken, som skal afkodes, hvis en fgrste picture
order count, POC-, forskel mellem det aktuelle billede og et farste
referencebillede, som der henvises til af blokken, som skal afkodes, er
forskellig fra en anden POC-forskel mellem det sammenstillede billede og et
andet referencebillede, som der henvises til af den sammenstillede blok,
hvor skaleringsfaktoren beregnes ved at multiplicere den fgrste POC-forskel
klippet i et andet forudbestemt omrade og en omvendt proportionel vaerdi
af den anden POC-forskel klippet i det andet forudbestemte omrade,
modifikation af et resultat af multiplikationen ved at tilfgje en anden
forskydning og derefter anvende en anden aritmetisk forskydningshandling,
og klipning af det modificerede resultat af multiplikationen i et tredje
forudbestemt omrade, hvor den omvendt proportionelle vaerdi beregnes
ved at dividere en mellemliggende veerdi med den anden POC-forskel, og
den mellemliggende vaerdi beregnes ved at anvende en absolut veerdi af
den anden POC-forskel divideret med 2, og modificeret baseret pa en tredje

forskydningshandling,
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2

hvor den sammenstillede blok bestemmes ved udfgrelse af beregning af en
fgrste position svarende til en hgjre-nederste position af blokken, som skal
afkodes i det aktuelle billede, ved at tage en gverste-venstre position af
blokken, som skal afkodes i det aktuelle billede, og tilfgje en bredde og en
hgjde af blokken, som skal afkodes i det aktuelle billede, som henholdsvis
x-koordinat og y-koordinat af den gverste-venstre position af blokken, som
skal afkodes i det aktuelle billede;

at bestemme om en fgrste blok daekkende den beregnede fgrste position i
det sammenstillede billede er kodet i en intra-forudsigelsesmodus;

hvis den fgrste blok ikke er kodet i en intra-forudsigelsesmodus, at
bestemme den fgrste blok i det sammenstillede billede som den
sammenstillede blok,

hvis den fgrste blok er kodet i en intra-forudsigelsesmodus, at beregne en
anden position svarende til en midterposition af blokken, som skal afkodes i
det aktuelle billede, ved at tage den gverste-venstre position af blokken,
som skal afkodes i det aktuelle billede, og tilfgje en halvdel af bredden og
en halvdel af hgjden af blokken, som skal afkodes i det aktuelle billede,
som henholdsvis x-koordinat og y-koordinat af den gverste-venstre position
af blokken, som skal afkodes i det aktuelle billede; og

at bestemme en anden blok deekkende den beregnede anden position i det

sammenstillede billede som den sammenstillede blok.

2. Billedafkodningsapparatet ifglge krav 1, hvor hvert af det fgrste forudbestemte
omrade til det tredje forudbestemte omrade er et omrade med en fast veerdi.

3. Billedafkodningsfremgangsmade, omfattende:
(a) skalering af en bevaegelsesvektor af en sammenstillet blok indeholdt i et
sammenstillet billede, colPic, blandt en flerhed af referencebilleder, hvor
den skalerede bevaegelsesvektor er genereret ved multiplikation af en
skaleringsfaktor og bevaegelsesvektoren, og modifikation af et resultat af
multiplikationen ved fgrst at tilfgje en fgrste forskydning og derefter
anvende en fgrste aritmetisk forskydningshandling;
(b) klipning af den skalerede bevaegelsesvektor i et fgrste forudbestemt

omrade for at generere en klippet bevaegelsesvektor;
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(c) afledning af en bevaegelsesvektor af en blok, som skal afkodes i et
aktuelt billede, ved at tilfgje den klippede bevaegelsesvektor som en
forudsagt bevaegelsesvektor og en bevaegelsesvektorforskel afkodet fra en
bitstram; og

(d) rekonstruktion af blokken, som skal afkodes, ved at udfgre inter-
forudsigelse under anvendelse af bevaegelsesvektoren af blokken, som skal
afkodes,

hvor trin (a) til (d) udfagres hvis en fgrste picture order count, POC-, forskel
mellem det aktuelle billede og et fgrste referencebillede, som der henvises
til af blokken, som skal afkodes, er forskellig fra en anden POC-forskel
mellem det sammenstillede billede og et andet referencebillede, som der
henvises til af den sammenstillede blok,

hvor skaleringsfaktoren beregnes ved multiplikation af den fgrste POC-
forskel klippet i et andet forudbestemt omrade og en omvendt proportionel
veerdi af den anden POC-forskel klippet i det andet forudbestemte omrade,
at modificere et resultat af multiplikationen ved fgrst at tilfgje en anden
forskydning og derefter at anvende en anden aritmetisk
forskydningshandling, og at klippe det modificerede resultat af
multiplikationen i et tredje forudbestemt omrade, den omvendt
proportionelle veerdi beregnes ved at dividere en mellemliggende veerdi
med den anden POC-forskel, og

den mellemliggende vaerdi beregnes under anvendelse af en absolut vaerdi
af den anden POC-forskel divideret med 2, og modificeret baseret pa en
tredje forskydningshandling,

hvor den sammenstillede blok bestemmes ved udfgrelse af beregning af en
fgrste position svarende til en hgjre-nederste position af blokken, som skal
afkodes i det aktuelle billede, ved at tage en gverste-venstre position af
blokken, som skal afkodes i det aktuelle billede, og tilfgje en bredde og en
hgjde af blokken, som skal afkodes i det aktuelle billede, som henholdsvis
x-koordinat og y-koordinat af den gverste-venstre position af blokken, som
skal afkodes i det aktuelle billede;

at bestemme om en fgrste blok daekkende den beregnede fgrste position i
det sammenstillede billede er kodet i en intra-forudsigelsesmodus;
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hvis den fgrste blok ikke er kodet i en intra-forudsigelsesmodus, at
bestemme den fgrste blok i det sammenstillede billede som den
sammenstillede blok,

hvis den fgrste blok er kodet i en intra-forudsigelsesmodus, at beregne en
anden position svarende til en midterposition af blokken, som skal afkodes i
det aktuelle billede, ved at tage den gverste-venstre position af blokken,
som skal afkodes i det aktuelle billede, og tilfgje en halvdel af bredden og
en halvdel af hgjden af blokken, som skal afkodes i det aktuelle billede,
som henholdsvis x-koordinat og y-koordinat af den gverste-venstre position
af blokken, som skal afkodes i det aktuelle billede; og

at bestemme en anden blok deekkende den beregnede anden position i det
sammenstillede billede som den sammenstillede blok.

4. Billedafkodningsfremgangsmaden ifglge krav 3, hvor hvert af det fgrste
forudbestemte omrade til det tredje forudbestemte omrade er et omradde med en

fast veerdi.

5. Billedkodningsapparat, omfattende:

20

25

30

35

en referencebilledbuffer til lagring af en flerhed af referencebilleder;

en bevaegelsesestimeringsenhed til generering af en bevaegelsesvektor af
en blok, som skal kodes i et aktuelt billede; og

en kodningsenhed til generering af en bitstrgm

ved skalering af en bevaegelsesvektor af en sammenstillet blok indeholdt i
et sammenstillet billede, colPic, blandt flerheden af referencebilleder, hvor
den skalerede bevaegelsesvektor er genereret ved multiplikation af en
skaleringsfaktor og bevaegelsesvektoren, og modifikation af et resultat af
multiplikationen ved fagrst at tilfgje en fgrste forskydning og derefter at
anvende en fgrste aritmetisk forskydningshandling,

ved klipning af den skalerede bevaegelsesvektor i et fgrste forudbestemt
omrade for at generere en klippet bevaegelsesvektor, og

ved kodning af en bevaegelsesvektorforskel opnaet ved at traekke den
klippede bevaegelsesvektor som en forudsagt bevaegelsesvektor fra
bevaegelses-vektoren af blokken, som skal kodes, hvis en fgrste picture
order count, POC-, forskel mellem det aktuelle billede og et farste
referencebillede, som der henvises til af blokken, som skal kodes, er
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forskellig fra en anden POC-forskel mellem det sammenstillede billede og et
andet referencebillede, som der henvises til af den sammenstillede blok,
hvor skaleringsfaktoren beregnes ved multiplikation af den fgrste POC-
forskel klippet i et andet forudbestemt omrade og en omvendt proportionel
veerdi af den anden POC-forskel klippet i det andet forudbestemte omrade,
at modificere et resultat ved multiplikation ved fgrst at tilfgje en anden
forskydning og derefter anvende en anden aritmetisk forskydningshandling,
og at klippe det modificerede resultat af multiplikationen i et tredje
forudbestemt omrade, den omvendt proportionelle vaerdi beregnes ved at
dividere en mellemliggende vaardi med den anden POC-forskel, og

den mellemliggende vaerdi beregnes under anvendelse af en absolut vaerdi
af den anden POC-forskel divideret med 2, og modificeret baseret pa en
tredje forskydningshandling,

hvor den sammenstillede blok bestemmes ved udfgrelse af beregning af en
fgrste position svarende til en hgjre-nederste position af blokken, som skal
kodes i det aktuelle billede, ved at tage en gverste-venstre position af
blokken, som skal kodes i det aktuelle billede, og tilfgje en bredde og en
hgjde af blokken, som skal kodes i det aktuelle billede, som henholdsvis x-
koordinat og y-koordinat af den gverste-venstre position af blokken, som
skal kodes i det aktuelle billede;

at bestemme om en fgrste blok daekkende den beregnede fgrste position i
det sammenstillede billede er kodet i en intra-forudsigelsesmodus;

hvis den fgrste blok ikke er kodet i en intra-forudsigelsesmodus, at
bestemme den fgrste blok i det sammenstillede billede som den
sammenstillede blok,

hvis den fgrste blok er kodet i en intra-forudsigelsesmodus, at beregne en
anden position svarende til en midterposition af blokken, som skal kodes i
det aktuelle billede, ved at tage den gverste-venstre position af blokken,
som skal kodes i det aktuelle billede, og tilfgje en halvdel af bredden og en
halvdel af hgjden af blokken, som skal kodes i det aktuelle billede, som
henholdsvis x-koordinat og y-koordinat af den gverste-venstre position af
blokken, som skal kodes i det aktuelle billede; og

at bestemme en anden blok deekkende den beregnede anden position i det
sammenstillede billede som den sammenstillede blok.
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6. Billedkodningsapparatet ifglge krav 5, hvor hvert af det fgrste forudbestemte
omrade til det tredje forudbestemte omrade er et omrade med en fast veerdi.

7. Billedkodningsfremgangsmade, omfattende:
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generering af en bevaegelsesvektor af en blok, som skal kodes i et aktuelt
billede;
(a) skalering af en bevasgelsesvektor af en sammenstillet blok
indeholdt i et sammenstillet billede, blandt en flerhed af
referencebilleder, hvor den skalerede bevaegelsesvektor er genereret
ved multiplikation af en skaleringsfaktor og bevasgelsesvektoren, og
modifikation af et resultat af multiplikationen ved forst at tilfgje en
fgrste forskydning og derefter anvende en fgrste aritmetisk
forskydningshandling;
(b) klipning af den skalerede bevaegelsesvektor i et fgrste
forudbestemt omrade for at generere en klippet bevaegelsesvektor; og
(c) kodning af en bevaegelsesvektorforskel opnaet ved at traekke den
klippede bevaegelsesvektor som en forudsagt bevaegelsesvektor fra
bevaegelsesvektoren af blokken, som skal kodes,
hvor trin (a) til (¢) udfgres hvis en forste picture order count, POC-, forskel
mellem det aktuelle billede og et fgrste referencebillede, som der henvises
til af blokken, som skal kodes, er forskellig fra en anden POC-forskel
mellem det sammenstillede billede og et andet referencebillede, som der
henvises til af den sammenstillede blok, og
hvor skaleringsfaktoren beregnes ved multiplikation af den fgrste POC-
forskel klippet i et andet forudbestemt omrade og en omvendt proportionel
veerdi af den anden POC-forskel klippet i det andet forudbestemte omrade,
at modificere et resultat af multiplikationen ved fgrst at tilfgje en anden
forskydning og derefter anvende en anden aritmetisk forskydningshandling,
og at klippe det modificerede resultat af multiplikation i et tredje
forudbestemt omrade, den omvendt proportionelle vaerdi beregnes ved at
dividere en mellemliggende vaardi med den anden POC-forskel, og
den mellemliggende vaerdi beregnes under anvendelse af en absolut vaerdi
af den anden POC-forskel divideret med 2, og modificeret baseret pa en
tredje forskydningshandling,
hvor den sammenstillede blok bestemmes ved udfgrelse af
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beregning af en forste position svarende til en hgjre-nederste position af
blokken, som skal kodes i det aktuelle billede, ved at tage en gverste-
venstre position af blokken, som skal kodes i det aktuelle billede, og tilfgje
en bredde og en hgjde af blokken, som skal kodes i det aktuelle billede,
som henholdsvis x-koordinat og y-koordinat af den gverste-venstre position
af blokken, som skal kodes i det aktuelle billede;

at bestemme om en fgrste blok daekkende den beregnede fgrste position i
det sammenstillede billede er kodet i en intra-forudsigelsesmodus;

hvis den fgrste blok ikke er kodet i en intra-forudsigelsesmodus, at
bestemme den fgrste blok i det sammenstillede billede som den
sammenstillede blok,

hvis den fgrste blok er kodet i en intra-forudsigelsesmodus, at beregne en
anden position svarende til en midterposition af blokken, som skal kodes i
det aktuelle billede, ved at tage den gverste-venstre position af blokken,
som skal kodes i det aktuelle billede, og tilfgje en halvdel af bredden og en
halvdel af hgjden af blokken, som skal kodes i det aktuelle billede, som
henholdsvis x-koordinat og y-koordinat af den gverste-venstre position af
blokken, som skal kodes i det aktuelle billede; og

at bestemme en anden blok deekkende den beregnede anden position i det

sammenstillede billede som den sammenstillede blok.
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