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METHOD, SYSTEM AND APPARATUS FOR TRI-STATING UNUSED DATA
BYTES DURING DDR DRAM WRITES

FIELD OF THE INVENTION
[0001] The present invention relates generally to memory processing, and more
particularly, to a method, system and apparatus that employ double data rate (DDR)

memories.

BACKGROUND OF THE INVENTION

[0002] Double data rate (DDR) dynamic random access memory (DRAM) represent a
class of memory integrated circuits used in devices to achieve twice as much bandwidth than
preceding single data rate DRAMs. This is accomplished by double pumping (i.e.,
transferring data on both the rising and falling edges of the clock signal) without increasing
an associated clock frequency. Dual in-line memory modules (DIMMSs) represent memory
modules that comprise a series of dynamic random access memory integrated circuits.
DIMMs based on DDR-DRAM have data at double the rate of the clock. This can be
achieved by clocking on both the rising and falling edges of the data strobes. Currently, a
write transaction to a double data rate (DDR) dual in-line memory module (i.e., DDR
DIMM)) expects all data drivers to transmit during a write operation. During such write
operations, all transmitters (i.e., data drivers) are active even though not all data drivers are
used during such operations. As such, write transactions to DDR DIMMs expect all data
drivers to transmit, and thus, unnecessarily consume power. This leads to power being
wasted, which is a critical problem in today’s integrated circuits and devices.

[0003] Moreover, current low-power DDR designs may not have termination
associated with the DDR receivers. Such DDR designs still send data bits even though such
data bits are masked and stored by memory. However, some graphics DDR (GDDR) are

configured with termination having a pull-up to power at the receiver side. These GDDR
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devices usually have all data drivers on during a write operation. In GDDR devices, if the
receive termination is configured with only a pull up (or only a pull down), then having the
driver on while driving 1 (or O in the case of pull down) results in no power being consumed
because the driver and the termination are being pulled in the same direction. In such GDDR
devices, it is also possible to tristate (i.e., turn off) the data driver rather than drive 1 in the
event of power pull-up termination, or drive O in the event of ground pull-down termination
for GDDR. Thus, for GDDR devices having termination to power, driving 1 can result in
zero I/O power consumption. However, with respect to DDR devices, such an approach of
driving 1s when the DDR receivers are terminated to power does not result in zero power
consumption for such DDR devices.

[0004] Because many devices that utilize DDR memories are battery powered, it is
desirable, among other things, to more efficiently reduce power consumption in order to, for

example, increase the battery life of such devices.

BRIEF DESCRIPTION OF THE DRAWINGS
[0005] The disclosure will be more readily understood in view of the following
description when accompanied by the below figures, wherein like reference numerals
represent like elements:
[0006] FIG. 1 illustrates an exemplary block diagram of a memory interfacing circuit
system configured to save power during double data rate (DDR) memory transactions.
[0007] FIG. 2 illustrates an exemplary block diagram of another embodiment of a
memory interfacing circuit system configured to save power during DDR memory
transactions.
[0008] FIG. 3 illustrates a circuit level description used in implementing 2 memory

interfacing circuit system.
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[0009] FIG. 4 illustrates in flowchart form a method of controlling data bytes in
memory.

[0010] FIG. 5 illustrates in flow-chart form another method for controlling data bytes
in memory.

[0011] FIG. 6 illustrates a block of an exemplary processing device that may be used

to implement the techniques described herein.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0012] In one example, a memory interface circuit includes a plurality of data bus
drivers and logic adapted to be operatively responsive to write driver mask information. If
desired, the plurality of bus write drivers and the logic may be implemented in separate
integrated circuits. The plurality of bus drivers are adapted to be responsive to a write
operation. The logic is also adapted to selectively disable any one of the plurality of data bus
drivers based on the write driver mask information during the write operation. A related
method is also disclosed.

[0013] Among other advantages, the memory interface circuit, method and system
consumes less power than known memory inferface circuits, methods and systems employing
double data rate (DDR) memories. In one example, the memory interface circuit reduces the
amount of power consumption that occurs during DDR write operations by determining
which data bus drivers actually need to transmit and which data bus drivers do not.

[0014] In one example, at least one strobe driver may be provided to generate strobe
signals at predetermined clock intervals of the write operation. At least one data mask driver
may be provided to receive the write driver mask information and generate outputs that
determine which data bytes to mask. Each data mask driver may be coupled to a logic

module. The logic module can then select at least one of the plurality of data bus drivers.
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[0015] In one example, the logic module includes an OR-gate structure. The OR-gate
structure includes a plurality of OR gates each one having an input responsive to write driver
mask information. The output of each OR-gate may be coupled to a respective bus driver.
[0016] In one example, a plurality of DDR receivers may be operatively coupled to
the data bus drivers such that each of the plurality of DDR receivers has inputs configured
with at least one pull-up resistor and at least one pull-down resistor to cause a mid-point
termination structure. The mid-point termination structure causes a corresponding one of
each of the DDR receivers to be pulled high in the absence of a write operation, and/or the
mid-point termination structure causes a corresponding one of each of the DDR receivers to
be pulled low during a write operation.

[0017] A device includes the memory interface circuit, and may be a wireless
handheld device or any suitable device.

[0018] As used herein, the term “circuit” or “module” can include an electronic
circuit, one or more processors (e.g., shared, dedicated, or group of processors such as but not
limited to microprocessors, DSPs, or central processing units) and memory, that execute one
or more software or firmware programs, combinational logic circuits, an ASIC, and/or other
suitable components that provide the described functionality. A “circuit” or “module” can be
“powered down” by reducing power to a desired reduced power level including to a level
rendering it inoperative. Likewise, a “circuit” or “module” can be “powered up” by
increasing its supply power to a level rendering it operative. Additionally, as will be
appreciated by those of ordinary skill in the art, the operation, design, and organization, of a
“circuit” or “module” can be described in a hardware description language such as Verilog™,
VHDL, or other suitable hardware description languages.

[0019] FIG. 1 illustrates an exemplary block diagram of a memory interfacing circuit

system 100 that is configured to save power during double data rate (DDR) memory
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transactions. Such a system 100 may optionally be operated in an apparatus 102 such as a
laptop computer, server, hand-held device (such as personal digital assistant, mobile
telephone, video player), or any suitable apparatus. The system 100 can also be configured as
an integrated circuit 104 embedded within the apparatus 102. The accompanying disclosure
herein of such a system 100, thus, describes techniques of saving power during DDR memory
transactions by, for example, tri-stating unused data bus drivers during DDR memory write
transactions. This can be accomplished by a memory interface circuit 108 that includes
multiple data bus drivers that are adapted to be responsive to a write operation. The memory
interface circuit 108 may include a DDR memory controller 110 and DDR I/O transceiver
block 112. The DDR memory controller 110 and DDR /O transceiver block 112 may be
operatively coupled to each other via a bus 107. It will be recognized that a graphics DDR
(GDDR) /O transceiver can be used interchangeably with the DDR I/O transceiver block
112. In one embodiment, the DDR memory controller 110 can be configured with a logic
module 120 that can be adapted to be operatively responsive to write driver mask
- information. Such logic module 120 may be configured to enable the system 100 to achieve
power reduction during DDR write operations. As an example, the logic module 120 may
operate to disable any of the multiple data bus drivers based on the write driver mask
information during the write operation. The logic module 120 can also be configured to
determine which of the multiple data bus drivers to enable based on the write driver mask
information during a write operation. The write driver mask information serves to determine
which data bus drivers need to transmit (i.e., written to memory), and which data bus drivers
do not. In operation, the write driver mask information associated with a data bus driver can
drive high when such data bus driver is being masked i.e., not writing to memory. Also, the
write driver mask information associated with a data bus driver can drive low when such data

bus driver is configured to write to memory. Such write driver mask information can then be
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used to turn off (i.e., tri-state) selected I/O drivers associated with the DDR I/O transceiver
block 112 during a write operation. This results in power savings during double data rate
(DDR) memory transactions, such as a write transaction.

[0020] A memory client 106 can be connected to the memory interface 108, via a bus
105, in order to facilitate operative communication among other components related to the
system 100. The memory client 106 may be configured as a central processor unit (CPU)
core, graphics processor unit (GPU) core, microcontroller, a portion thereof or any suitable
structure that needs access to memory. A detailed discussion of the interfacing of the
memory client 106 (e.g., processor) to other components related to the system is provided
later below.

[0021] The memory interface circuit 108 may be operatively coupled to the DDR
memory 114 via a bus 109. The DDR memory 114 may include memory integrated circuits
that can be used in devices such as computers, mobile phones, digital audio players, handheld
devices, etc. Components within the DDR memory 114 comply with JEDEC standards for
features related to memory chips and memory modules. DDR memory 114 may include a
DDR I/O transceiver block 116 that receives data/information transmitted from the DDR I/O
transceiver block 112 via the bus 109. DDR /O transceiver block 116 can also include
resistor termination structures at its input. Such structures may be configured as midpoint
termination structures. Midpoint termination structures at the DDR I/O receive inputs help
improve the signal integrity of the write operations during the DDR memory transactions.
This enables the DDR memory transactions in system 100 to exhibit improvements over
previously known single data rate transactions by, for example, achieving nearly twice as
much bandwidth by double pumping without increasing the clock frequency. Such double
pumping can require transfers of data on both the rising and falling edges of a given clock

signal. The DDR /O transceiver block 116 may interface with memory cell 118 via bus 111
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in order to facilitate the operations of the DDR memory 114. The configuration of such
memory cells is well known in the art. As an example, the memory cells 118 are arranged in
rows (i.e., word lines) and columns (i.e., bit lines). Such memory cells operate as a collection
of capacitors that may be charged to produce a 1 or 0. Such memory cells may also store data
in 8-bit (1-byte) chunks of memory.

[0022] FIG. 2 illustrates an exemplary block diagram of another embodiment of a
memory interfacing circuit system 200 that is configured to save power during double data
rate (DDR) memory transactions by, for example, tri-stating unused data bytes during DDR
memory write transactions. Such a system 200 may optionally be operated in an apparatus
202 such as a laptop computer, server, hand-held device (such as personal digital assistant,
mobile telephone, video player), or any suitable apparatus. The system 200 can also be
configured as an integrated circuit 204 within the apparatus 202. In this embodiment, a
memory client 106 can be connected to the DDR memory controller 210 to facilitate
operative communication among other components related to the system 200. The memory
client 106 may be configured as a central processor unit (CPU) core, graphics processor unit
(GPU) core, microcontroller, a portion thereof or any suitable structure that needs access to
memory. The DDR memory controller 210 includes multiple data bus drivers that are
adapted to generate write driver mask information that control write operations. Such write
driver mask information serves to determine which data bus drivers need to transmit (i.e.,
write to memory), and which data bus drivers do not. The DDR memory controller 210 also
determines which the byte values to write. Thus, when the DDR memory controller 210
determines not to write via selected data bus drivers, the DDR memory controller 210 can
then generate write driver mask information which operates to mask those data bus drivers.
Thus, in operation, the write driver mask information associated with a data bus driver can

drive high when such data bus driver is being masked i.e., not writing to memory. Also, the
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write driver mask information associated with a data bus driver can drive low when such data
bus driver is configured to write to memory.

[0023] Further, in an embodiment, the logic module 120 which facilitates the power
reduction features of system 200 is configured to be located within DDR I/O transceiver
block 212. In this embodiment, the logic 120 is part of the DDR I/O transceiver block 212
instead of the DDR memory controller 210 (as in FIG. 1). The DDR I/O transceiver block
212 receives its input control signals from the DDR memory controller 210 via bus 207. The
logic module 120 may be adapted to be operatively responsive to the write driver mask
information generated by the DDR memory controller 210. Such logic module 120 may also
be configured to enable the system 200 achieve power reduction during DDR write
operations. As an example, the logic may operate to disable any one of the multiple data bus
drivers based on the write driver mask information during the write operation. Such write
driver mask information can then be used to turn off (i.e., tri-state) selected I/O drivers
associated with the DDR IO transceiver block 212. This results in power savings during
double data rate (DDR) memory transactions, such as write transactions. Of course, the logic
module 120 can be configured to enable any of the data bus drivers during a write operation
based on the write driver mask information. Further, DDR I/O transceiver block 212 may be
operatively coupled to DDR memory 114 via DDR bus 209. The features of DDR memory
114 have been previously described in FIG. 1.

[0024] FIG. 3 illustrates an embodiment of a circuit level description for
implementing a memory interfacing circuit system that can be utilized to achieve significant
power reduction during DDR memory transactions. In this embodiment, the system 300
comprises a memory controller 110 that includes logic gates 120 having inputs that receive
write driver mask information, and tristate data (i.e., tristate1) generated from a register block

311 associated with the memory controller 110. The register block 311 holds data, strobe,
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and write driver mask information. The data, strobe and write driver mask information can
be generated by the memory controller 110. The memory controller 110 may accept requests
from different components associated memory client 106 (FIG 1). The memory controller
110 then determines which component may read/write to memory and when such
reading/writing can occur. The memory controller 110 also determines whether a read, write,
no operation, or self refresh, is to be performed. The logic gates 120 receive tristate input
(i.e., tristatel), which can be generated by tristate logic (not shown) associated with the
memory controller 110. Such tristate logic is related to writing and reading. The logic gates
120 then generates tristate signals such as tristate2 that serve as input to the data bus drivers
330. The tristate signals outputted from the logic gates 120 may enable the data bus drivers
330 during a write operation, and disable or tristate such data bus drivers 330 at any other
time. In some cases, the data bus drivers 330 can be used for reads to terminate by having the
data bus drivers 330 on during reads as well. The tristate logic can be configured within in
the data bus drivers 330 or in the memory controller. The logic gates 120 are adapted to be
operatively responsive to the write driver mask information. The logic gates 120 may be
configured as an OR-gate structure comprised of a plurality of OR gates each one having the
write driver mask information as input. Each OR-gate may have its output coupled to an
input of a respective data bus driver 330. Thus, a combination of write driver mask
information and tristate data (i.e., tristatel) causes each OR-gate structure to generate an
output that serves as input (i.e., tristate2) to a respective data bus driver 330. Each of the data
bus driver 330 input signals (i.e., tristate2) generated from the logic gates 120 (i.e., the OR-
gate structure) can then be operative to disable selected ones of the plurality of data bus
drivers 330 during a write operation. Each of the data bus drivers 330 are provided with
write driver mask information as well as tristate information in order to disable respective

data bus drivers 330 when such data bus drivers 330 are not writing to memory. This
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provides a scheme that enables the controller 310 to select which data bus drivers 330 to
disable during a write operation in contrast to turning on each data bus driver 330 during a
write operation. Moreover, having write driver mask information in conjunction with the
tristatel data helps ensure that each selected data bus driver 330 is, indeed, not drawing
power when such data bus driver 330 is disabled. This helps reduce the power consumption
of the overall system 300. Of course, the logic gates 120 can be configured to enable any of
the data bus drivers 330 during a write operation in order to achieve write driver mask
information that facilitates power reduction. Moreover, other configurations of logic gates
may be configured to include any combination of NAND, XOR, XNOR gates or any other
equivalent combinatorial logic so as to accomplish the desired goal of disabling or enabling
data bus drivers during a write operation using write driver mask information to achieve
power reduction.

[0025] A plurality of the data bus drivers 330, strobe drivers 340, and data mask
drivers 350 may be included in the DDR /O transceiver block 112. In another embodiment,
the DDR /O transceiver block 312 may be configured with the logic gates 120, as described
in FIG. 2. In operation, at least one of the data mask drivers 350 can be selected to receive
the write driver mask information and generate outputs. Further, the input of at least one data
mask driver 350 is operatively coupled to the inputs of logic gates 120. This write driver
mask information operates on the logic gates 120 to help select which of any of the plurality
of data bus drivers 330 to mask. Outputs from the data mask drivers 350 are provided to
indicate the presence or absence of write driver mask information when data is outputted by
memory. Such data mask outputs are sent to the DDR memory 114, to inform it to ignore
(DM=1) or write (DM=0) to the memory. Also, at least one strobe driver 340 is configured to
generate strobe signals at predetermined clock intervals of the write operation. The strobe

signal is used as a clock to latch in data on the rising and falling edge. Due to the high-speed
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data transfers that are associated with DDR DRAMs, each strobe driver 340 may be
configured to register data that is being inputted or outputted on both edges of the clock.
Each strobe driver 340 receives a strobe signal input and a tristate input which can both be
generated by the controller 110. The outputs from the strobe drivers then serve as inputs to
the DDR I/O receive block 316.

[0026] The DDR 1/O transceiver block 116 may be comprised of a plurality of DDR
receivers 360 that are operatively coupled to each of the plurality of data bus drivers 330.
Outputs from the data strobe drivers 340 are operatively coupled to inputs of a plurality of
strobe receivers 370. Strobe receivers 370 are provided to facilitate the operations of the
DDR memory transactions during high speed data transfers by accurately receiving the data
strobe associated with the strobe driver 340. Outputs from data mask drivers 350 are
operatively coupled to inputs of the data mask receivers 380. Data mask receivers 350 are
configured to receive the data write driver mask information that are outputted by the data
mask drivers 350, which indicate the presence or absence of write driver mask information
when data is outputted by memory. Each of the plurality of DDR receivers 360, strobe
receivers 370 and data mask receivers 380 have inputs configured with at least one pull-up
resistor and at least one pull-down resistor to cause a mid-point termination structure. Such
mid-point termination structures help improve the signal integrity of the bus lines during
operations by eliminating reflections of electrical waves at a destination that may otherwise
cause interference. Although the bus lines associated with each of the drivers and receivers
indicate 16-bits bus widths, larger bus sizes such as 32-bit and 64-bit bus widths are also
contemplated.

[0027] Referring now to FIG. 4, a method of controlling data bytes in memory based
on a DDR write operation is described. In one embodiment, if desired, a DDR memory

controller (110, 210) can be configured to determine when a DDR write operation is needed,
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in operation 402. Also, if desired, the DDR memory controller (110, 210) may be configured
determine which bytes to mask, in operation 404. In operation 406, based on a byte mask
setting, the DDR memory controller 110 may disable a plurality of DDR data bus drivers in
response to write driver mask information (i.e., byte mask setting) during the write operation.
As described earlier, logic gates can also be configured via the combinatorial gate logic to
operate on the write driver mask information to determine which of the plurality of DDR data
bus drivers to disable and/or enable. As an example, consider the circuit configuration as
described in FIG. 3. The memory controller 110 may receive a request, from at least one
component associated with the memory client 106 (FIG. 1), to write to memory. Such a
request can cause the memory controller 110 to determine that a write operation is needed. In
this example, the memory controller 110 may determine that such write operation requires an
operation on data bus drivers 330, 331 and 332. Such an operation on data bus drivers 330,
331 and 332 may entail turning on data bus drivers 330 and 331, and shutting off data bus
drivers 332 during the write operation. In such a case, the memory controller 110 can
determine to send a byte mask setting of “110”. Thus, the logic gates 120 within the memory
controller 110 can operate on the data bus drivers 330, 331, 332 in response to the byte mask
setting of “110”. Thus, based on the byte mask setting of “110”, data bus drivers 330 and
331 are turned on while data bus driver 332 is selectively disabled during the write operation.
Such disabling of selected data bus drivers during write operations leads the system 300 to
reduce its power consumption.

[0028] FIG. § illustrates in flow-chart form another method for controlling data bytes
in memory. In one embodiment, if desired, a memory controller can be configured to
determine when a write operation is needed, in operation 502. In operation 504, based on a
byte mask setting, the memory controller may disable a plurality of data bus drivers in

response to write driver mask information (i.e., byte mask setting) during the write operation.
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The write driver mask information may be sent over a bus to disable the data bus drivers, and
thus, lead the system to reduce its power consumption. As an example, consider again the
circuit configuration as described in FIG. 3. The memory controller 110 may receive a
request, from at least one component associated with the memory client 106 (FIG. 1), to
write to memory. Such a request can cause the memory controller 110 to determine that a
write operation is needed. In such a case, the memory controller 110 can determine to send a
byte mask setting of “110”, which entails turning on data bus drivers 330 and 331, and
shutting off data bus drivers 332 during the write operation. Thus, in response to the byte
mask setting of “110”, data bus drivers 330 and 331 are turned on while data bus driver 332
is selectively disabled during the write operation. Such disabling of selected data bus drivers
during write operations leads the system 300 to reduce its power consumption.

[0029] Referring now to FIG. 6, an exemplary device 600 that may be used to
implement the present invention is further illustrated. With reference once again to FIGS. 1-
3, the device 600 or similar devices may be used to implement, for example, the one or more
systems 100, 200 that, in turn, may be used to implement, for example, the memory interface
circuit 300. Regardless, the device 600 comprises a processor 602 (e.g., memory client 106,
206) coupled to a computer-readable medium 604. The computer-readable medium 604, in
turn, comprises stored executable instructions 616 and data 618. In an embodiment, the
processor 602 may comprise one or more processing devices such as a microprocessor,
microcontroller, digital signal processor, or combinations thereof capable of executing the
stored instructions 616 and operating upon the stored data 618. Likewise, the computer-
readable medium 604 may comprise one or more devices such as CDROM, RAM, other
forms of ROM, hard drives, distributed memory etc. Processor and storage arrangements of
the types illustrated in FIG. 6 are well known to those having ordinary skill in the art. In this
embodiment, the processing techniques described herein in systems 100, 200 are
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implemented as a combination of executable instructions and data within the computer-
readable medium 604.

[0030] In a one embodiment, the device 600 may comprise one or more user input
devices 606, a display 608, a peripheral interface 610, other output devices 612 and a network
interface 614 all in communication with the processor 602. The user input device 606 may
comprise any mechanism for providing user input to the processor 602. For example, the
user input device 606 may comprise a keyboard, a mouse, a touch screen, microphone and
suitable voice recognition application or any other means whereby a user of the device 600
may provide input data to the processor 602. The display 608, may comprise any
conventional display mechanism such as a cathode ray tube (CRT), flat panel display, or any
other display mechanism known to those having ordinary skill in the art. The peripheral
interface 610 may include the necessary hardware, firmware and/or software necessary to
communication with various peripheral devices, such as media drives (e.g., magnetic disk or
optical disk drives) or any other source of input used in connection with the instant
techniques. Likewise, the other output devices 612 may optionally comprise similar media
drive mechanisms as well as other devices capable of providing information to a user of the
device 600, such as speakers, LEDs, tactile outputs, etc. Finally, the network interface 614
may comprise hardware, firmware and/or software that allows the processor 602 to
communicate with other devices via wired or wireless networks, as known in the art.

[0031] While the device 600 has been described as an embodiment for implementing
the techniques described herein, those having ordinary skill in the art will appreciate that
other, functionally equivalent techniques may be equally employed. For example, as known
in the art, some or all of the executable instruction-implemented functionality may be
implemented using firmware and/or hardware devices such as application specific integrated

circuits (ASICs), programmable logic arrays, state machines, etc. Further still, other
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implementation of the device 600 may include a greater or lesser number of components than
those illustrated. For example, when used to implement the system 100, 200, the device 600
may not include the display 608 or user inputs 606. Once again, those of ordinary skill in the
art will appreciate the wide number of variations that may be used is this manner.

[0032] As noted above, among other advantages, a memory interface circuit, method
and system is provided that consumes less power than known memory interface circuits and
systems employing double data rate (DDR) memories. The memory interface circuit reduces
the amount of power consumption that occurs during DDR write operations by determining
which bytes actually need to transmit and which bytes do not. Accordingly, by using write
driver mask information with tristate data/circuit to turn off (i.e., tri-state) selected I/O drivers
associated with a DDR I/O transceiver, the memory interface circuit consumes less power
than known memory interface circuits, methods and systems. Other advantages will be
recognized by those of ordinary skill in the art.

[0033] Also, integrated circuit design systems (e.g., work stations) are known that
create integrated circuits based on executable information stored on a computer readable
memory such as but not limited to CDROM, RAM, other forms of ROM, hard drives,
distributed memory etc. The information may include data representing (e.g., compiled or
otherwise represented) any suitable language such as, but not limited to, hardware descriptor
language or other suitable language. As such, the circuits and/or modules described herein
may also be produced as integrated circuits by such systems. For example, an integrated
circuit may be created using information stored on a computer readable medium that when
executed cause the integrated circuit design system to create a memory interface circuit that
includes a plurality of data bus drivers and logic adapted to be operatively responsive to write
driver mask information. The plurality of bus drivers are adapted to be responsive to a write

operation. The logic is also adapted to disable any one of the plurality of data bus drivers
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based on the write driver mask information during the write operation. Integrated circuits
having a circuit and/or module that performs other operations described herein may also be
suitably produced.

[0034] While this disclosure includes particular examples, it is to be understood that
the disclosure is not so limited. Numerous modifications, changes, variations, substitutions,
and equivalents will occur to those skilled in the art without departing from the spirit and

scope of the present disclosure upon a study of the drawings, the specification, and the

following claims.
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What is claimed is:

1. A memory interface circuit, comprising:

logic adapted to be operatively responsive to write driver mask information and to
disable any of a plurality of data bus drivers based on the write driver mask information

during the write operation.

2. The memory interface circuit in claim 1, wherein the plurality of data bus

drivers are adapted to be responsive to a write operation.

3. The memory interface circuit in claim 1, further comprising:

at least one strobe driver configured to generate strobe signals at predetermined clock

intervals of the write operation; and

at least one data mask driver configured to receive the write driver mask information
and generate outputs that determine which data bytes to mask, wherein the at least one data
mask driver is operatively coupled to the logic, the logic being capable of selecting any one

of at least one of the plurality of data bus drivers.

4. An apparatus, comprising the memory interface circuit of claim 1.

17



WO 2010/057298 PCT/CA2009/001655

5. The memory interface circuit in claim 1, wherein the logic includes an OR-
gate structure that comprises a plurality of OR gates each one having an input responsive to

write driver mask information and output coupled to a respective bus driver.

6. A method of controlling data bytes in memory, comprising:

responsive to a double data rate (DDR) write operation, disabling at least one
corresponding DDR bus driver of a plurality of DDR bus drivers during the write operation

based on a predetermined byte mask setting in order to reduce power consumption.

7. A method of controlling data bytes in memory, comprising:

responsive to a write operation, disabling a plurality of data bus drivers in response to

write driver mask information during the write operation; and

sending the write driver mask information over a bus while disabling the data bus

drivers in order to reduce power consumption.

8. The method of claim 7, further comprising:

generating strobe signals at predetermined clock intervals of the write operation; and

determining data bytes to mask when the write operation is required.

18
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9. A system for memory interfacing, comprising:

a double data rate (DDR) interface, comprising:

a plurality of data bus drivers adapted to be responsive to a write operation,

and

logic adapted to be operatively responsive to write driver mask information,
the logic being operative to disable selected ones of the plurality of data bus drivers based on

the write driver mask information during the write operation; and

DDR memory, comprising;:

a plurality of DDR receivers operatively coupled to the data bus drivers, each
of the plurality of DDR receivers having inputs configured with at least one pull-up resistor

and at least one pull-down resistor to cause a mid-point termination structure.

10.  The system in claim 9, further comprising:

at least one strobe driver configured to generate strobe signals at predetermined clock

intervals of the write operation; and

at least one data mask driver configured to receive the write driver mask information
and generate outputs that determine which data bytes to mask, wherein the at least one data
mask driver is operatively coupled to the logic, the logic being capable of selecting any one

of at least one of the plurality of data bus drivers.
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11.  The system in claim 9, wherein the DDR memory controller is operative to

determine whether the write operation is required.

12.  The system in claim 9, wherein the mid-point termination structure causes a
corresponding one of each of the DDR receivers to be pulled high in the absence of a write
operation, and/or the mid-point termination structure causes a corresponding one of each of

the DDR receivers to be pulled low during a write operation.

13.  The system in claim 9, wherein the logic includes an OR-gate structure that
comprises a plurality of OR gates each one having an input responsive to write driver mask

information and output coupled to a respective bus driver.

14.  An apparatus for controlling data bytes in memory, comprising:

a processor; and

a computer-readable medium having stored thereon executable instructions that, when

executed by the processor, cause the processor to:

determine a write operation is needed;

disable a plurality of data bus drivers in response to write driver mask

information during the write operation; and
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send the write driver mask information over a bus while disabling the data bus

drivers in order to reduce power consumption.

15.  The apparatus of claim 14, wherein the processor-readable medium further
comprises executable instructions that, when executed by the processor, cause the processor

to:

generate strobe signals at predetermined clock intervals of the write operation; and

determine data bytes to mask when the write operation is required.

16.  An apparatus for controlling data bytes in memory, comprising:

a processor; and

a computer-readable medium having stored thereon executable instructions that, when

executed by the processor, cause the processor to:

determine whether a double data rate (DDR) write operation is needed; and

disable a corresponding DDR bus driver during the write operation based on a

predetermined byte mask setting in order to reduce power consumption.

17. A computer-readable medium having stored thereon executable instructions

that, when executed by a processor, cause the processor to:
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disable, responsive to a double data rate (DDR) write operation, at least one
corresponding DDR bus driver of a plurality of DDR bus drivers during the write operation

based on a predetermined byte mask setting in order to reduce power consumption.

18.  The computer-readable medium of claim 17, wherein the instructions are

configured as a hardware description language.

22



WO 2010/057298

102

CLIENT

MEMORY /

MEMORY
105 INTERFACE

DDR
MEMORY
CONTROLLER

)

(G)DDR

Y

120
Logic

o

PCT/CA2009/001655

114

—

(G)DDR
MEMORY

109

110

FIG. 1

1/6

Y

DOR IO |e>—s| MEM

‘( "] CELLS

111

o«

116 118




WO 2010/057298 PCT/CA2009/001655

-

B

106
MEMORY /— :

CLIENT

114
/)
/-\205
'
Y ; (G)DDR
i MEMORY
' DDR MEMORY
[]
! CONTROLLER| - | (e)poR DDR BUS
‘(' o ™ | oorio fers] MEM
< CELLS
120 <
207
[ 116 118
210 212

FIG. 2

2/6



PCT/CA2009/001655

WO 2010/057298

116

110

370

340

350

Data
Strobe
Write Driver]
Mask
Information

Write Driver

Mask
Ilnformation

380

FIG. 3

3/6



WO 2010/057298 PCT/CA2009/001655

402

406

IN RESPONSE TO A DDR WRITE OPERATION, USE A BYTE
MASK SETTING TO DISABLE DDR BYTE DRIVERS DURING
THE WRITE OPERATION BASED ON THE BYTE MASK
SETTING

=

FIG. 4

4/6



WO 2010/057298 PCT/CA2009/001655

502

I
| DETERMINE THAT A MEMORY WRITE !
| OPERATION IS NEEDED I

504

IN RESPONSE TO A WRITE OPERATION, USE A
DATA MASK SETTING TO DISABLE DATA BYTE \_/
DRIVERS DURING THE WRITE OPERATION
BASED ON THE DATA MASK SETTING

=

FIG. 5

5/6



WO 2010/057298

604

-

COMPUTER-
READABLE MEDIUM

EXECUTABLE
INSTRUCTIONS

DATA

614

-

NETWORK
INTERFACE

PCT/CA2009/001655

610

-

616

/

PERIPHERAL
INTERFACE

'y

b

B

PROCESSOR

t

602

DISPLAY

618

USER INPUT

)

606

FIG. 6

6/6

OTHER INPUTS

J

612

608



INTERNATIONAL SEARCH REPORT

International application No.

PCT/CA2009/001655

A. CLASSIFICATION OF SUBJECT MATTER
IPC: G11C 7/10 (2006.01) , G11C 11/4063 (2006.01) ,

G11C 818 (2006.01)

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)

IPC: G11C

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic database(s) consulted during the international search (name of database(s) and, where practicable, search terms used)

Databases: Canadian patent database, EPOQUE, WEST, Delphion

Search terms used: memory, flash, interface, bus, write, driver, mask, enable, disable, logic

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* | Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

X US 5,406,525, 11-04-1995 (11 April 1995), Nicholes
*see figures 4, 5 and 8; column 5, line 31 to column 6, line
43 to column 9, line 38

A US 5,640,337, 17-06-1997 (17 June 1997), Huang et al.
*see entire document

A US 5,585,740, 17-12-1996 (17 December 1996), Tipon
*see entire document

A US 5,327,121, 05-07-1994 (5 July 1994), Antles, II
*see entire document

28; and column 8, line

[ 1 Further documents are listed in the continuation of Box C.

[X] See patent family annex.

* Special categories of cited documents :
“A” document defining the general state of the art which is not considered
to be of particular relevance
“E” earlier application or patent but published on or after the international
filing date
“L” document which may throw doubts on priorig claim(s) or which is
cited to establish the publication date of another citation or other

special reason (as specified)
document referring to an oral disclosure, use, exhibition or other means

“p” document published prior to the international filing date but later than
the priority date claimed

“T” later document published after the international filing date or priority
date and not in conflict with the application but cited to understand
the principle or theory underlying the invention

“X” document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

“Y” document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

“&”  document member of the same patent family

Date of the actual completion of the international search

3 February 2010 (03-02-2010)

Date of mailing of the international search report

8 February 2010 (08-02-2010)

Name and mailing address of the ISA/CA
Canadian Intellectual Property Office

Place du Portage I, C114 - 1st Floor, Box PCT
50 Victoria Street

Gatineau, Quebec K1A 0C9

Facsimile No.: 001-819-953-2476

Authorized officer

Kazem Ziaie (819) 934-2667

Form PCT/ISA/210 (second sheet ) (July 2009)

Page 2 of 3




INTERNATIONAL SEARCH REPORT

International application No.

Information on patent family members PCT/CA2009/001655

Patent Document Publication Patent Family Publication
Cited in Search Report Date Member(s) Date
US5406525A 11-04-1995 None
US5640337A 17-06-1997 US5339262A 16-08-1994

US5629876A 13-05-1997
US5585740A 17-12-1996 None
US5327121A 05-07-1994 None

Form PCT/ISA/210 (patent family annex ) (July 2009)

Page 3 of 3




	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - claims
	Page 20 - claims
	Page 21 - claims
	Page 22 - claims
	Page 23 - claims
	Page 24 - claims
	Page 25 - drawings
	Page 26 - drawings
	Page 27 - drawings
	Page 28 - drawings
	Page 29 - drawings
	Page 30 - drawings
	Page 31 - wo-search-report
	Page 32 - wo-search-report

