
Printed by Jouve, 75001 PARIS (FR)

(19)
E

P
3 

44
5 

06
6

A
1

TEPZZ¥445Z66A_T
(11) EP 3 445 066 A1

(12) EUROPEAN PATENT APPLICATION

(43) Date of publication: 
20.02.2019 Bulletin 2019/08

(21) Application number: 18189104.5

(22) Date of filing: 15.08.2018

(51) Int Cl.:
H04R 1/26 (2006.01) H04R 1/02 (2006.01)

H04R 29/00 (2006.01) H04R 1/10 (2006.01)

H04S 7/00 (2006.01) H04R 7/12 (2006.01)

(84) Designated Contracting States: 
AL AT BE BG CH CY CZ DE DK EE ES FI FR GB 
GR HR HU IE IS IT LI LT LU LV MC MK MT NL NO 
PL PT RO RS SE SI SK SM TR
Designated Extension States: 
BA ME
Designated Validation States: 
KH MA MD TN

(30) Priority: 18.08.2017 US 201715680836
09.08.2018 PCT/US2018/046046

(71) Applicant: Facebook Technologies, LLC
Menlo Park, CA 94025 (US)

(72) Inventors:  
• MILLER, Antonio John

Menlo Park, CA California 94025 (US)
• MEHRA, Ravish

Menlo Park, CA California 94025 (US)

(74) Representative: Schröer, Gernot H.
Meissner Bolte Patentanwälte 
Rechtsanwälte Partnerschaft mbB 
Bankgasse 3
90402 Nürnberg (DE)

(54) CARTILAGE CONDUCTION AUDIO SYSTEM FOR EYEWEAR DEVICES

(57) An audio system includes a transducer assem-
bly, an audio sensor, and a controller. The transducer
assembly is coupled to a back of an auricle of an ear of
the user. The transducer assembly vibrates the auricle
over a frequency range to cause the auricle to create an
acoustic pressure wave in accordance with vibration in-
structions. The acoustic sensor detects the acoustic
pressure wave at an entrance of the ear of the user. The
controller dynamically adjusts a frequency response
model based in part on the detected acoustic pressure
wave, updates the vibration instructions using the adjust-
ed frequency response model, and provides the updated
vibration instructions to the transducer assembly.
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Description

BACKGROUND

[0001] This disclosure relates generally to an audio
system in an eyewear device, and specifically relates to
a cartilage conduction audio system for use in eyewear
devices.
[0002] Head-mounted displays in virtual reality (VR),
augmented reality (AR), and/or mixed reality (MR) sys-
tems often include features such as speakers or personal
audio devices to provide sound to users. These speakers
or personal audio devices are typically formed over the
ear and cover the ear (e.g., headphones), or placed in
the ear (e.g., in-ear headphones or earbuds). However,
a user wearing a head-mounted display in a VR, AR, and
MR system can benefit from keeping the ear canal open
and not covered by an audio devices. For example, the
user can have a more immersive and safer experience
and receive spatial cues from ambient sound when the
ear is unobstructed. It is desirable for an audio system
of the eyewear device to be lightweight, ergonomic, low
in power consumption, and to not produce crosstalk be-
tween the ears. Such features are challenging to incor-
porate in a full frequency (20 Hz to 20,000 Hz) audio
reproduction system on an eyewear device while leaving
the ear canal open to the acoustic scene around the user.

SUMMARY

[0003] An audio system includes a transducer assem-
bly, an acoustic sensor, and a controller. The transducer
assembly is located behind the ear so that an ear canal
of the user is clear. The transducer assembly is coupled
to a back of an auricle of the user to vibrate the auricle
over a frequency range, creating an acoustic pressure
wave in accordance with vibration instructions. The au-
ricle of the ear of the user is used as a speaker, keeping
the ear canal open such that the ear is open to the acous-
tic scene around the user. The acoustic sensor detects
the acoustic pressure wave at an entrance of the ear of
the user. The controller adjusts a frequency response
model based in part on the detected acoustic pressure
wave, updates the vibration instructions using the adjust-
ed frequency response model, and provides the updated
vibration instructions to the transducer assembly. Ac-
cordingly, an audio response is individualized for each
user based on the detected signal to equalize the audio
response per individual. The audio system can be inte-
grated into an eyewear device (e.g., glasses-type head-
set, near eye display, prescription glasses) and be locat-
ed behind the ear of the user.
[0004] The transducer assembly may include one or
more transducers to generate vibrations over a range of
frequencies. For example, the transducer assembly in-
cludes a piezoelectric transducer to generate vibrations
over a first portion of a frequency range and a moving
coil transducer to generate vibrations over a second por-

tion of the frequency range.
[0005] The acoustic sensor may be a microphone po-
sitioned at the entrance of the ear canal to sense the
acoustic pressure wave. Alternatively, the acoustic sen-
sor may be a vibration sensor coupled to the auricle of
the ear of the user to sense a vibration of the auricle
corresponding to the acoustic pressure wave at the en-
trance of the ear of the user. The vibration sensor may
be a piezoelectric sensor or an accelerometer.
[0006] Embodiments according to the invention are in
particular disclosed in the attached claims directed to an
audio system, an eyewear device, and a storage medi-
um, wherein any feature mentioned in one claim catego-
ry, e.g. audio system, can be claimed in another claim
category, e.g. eyewear device, storage medium, system,
computer program product, and method as well. The de-
pendencies or references back in the attached claims
are chosen for formal reasons only. However any subject
matter resulting from a deliberate reference back to any
previous claims (in particular multiple dependencies) can
be claimed as well, so that any combination of claims
and the features thereof is disclosed and can be claimed
regardless of the dependencies chosen in the attached
claims. The subject-matter which can be claimed com-
prises not only the combinations of features as set out in
the attached claims but also any other combination of
features in the claims, wherein each feature mentioned
in the claims can be combined with any other feature or
combination of other features in the claims. Furthermore,
any of the embodiments and features described or de-
picted herein can be claimed in a separate claim and/or
in any combination with any embodiment or feature de-
scribed or depicted herein or with any of the features of
the attached claims.
[0007] In an embodiment according to the invention,
an audio system may comprise:

a transducer assembly configured to be coupled to
a first portion of a back of an auricle of an ear of a
user, the transducer assembly including at least one
transducer that is configured to vibrate the auricle
over a frequency range to cause the auricle to create
an acoustic pressure wave in accordance with vibra-
tion instructions;
an acoustic sensor configured to detect the acoustic
pressure wave at an entrance of the ear of the user;
and
a controller configured to:

dynamically adjust a frequency response model
based in part on the detected acoustic pressure
wave;
update the vibration instructions using the ad-
justed frequency response model; and
provide the updated vibration instructions to the
transducer assembly.

[0008] The at least one transducer may be a piezoe-
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lectric transducer.
[0009] The transducer assembly may be configured to
generate vibrations over a range of frequencies, and the
transducer assembly may include a first transducer and
a second transducer, the first transducer may be config-
ured to provide a first portion of the frequency range, and
the second transducer may be configured to provide a
second portion of the frequency range.
[0010] The second transducer may be a moving coil
transducer.
[0011] The acoustic sensor may be a microphone con-
figured to sense the acoustic pressure wave at the en-
trance of the ear canal.
[0012] The acoustic sensor may be a vibration sensor
coupled to a third portion of the auricle, and may be con-
figured to sense a vibration of the auricle corresponding
to the acoustic pressure wave at the entrance of the ear
of the user.
[0013] The controller may adjust the frequency re-
sponse model based in part on the detected acoustic
pressure wave by computing an inverse function and may
apply the inverse function to the detected acoustic pres-
sure wave.
[0014] The audio system may be part of an eyewear
device.
[0015] The audio system may use a flat spectrum
broadband signal to generate the adjusted frequency re-
sponse model.
[0016] In an embodiment according to the invention,
an eyewear device may comprise:

a transducer assembly configured to be coupled to
a first portion of a back of an auricle of an ear of a
user, the transducer assembly including at least one
transducer that is configured to vibrate the auricle
over a frequency range to cause the auricle to create
an acoustic pressure wave in accordance with vibra-
tion instructions;
a controller configured to:

generate the vibration instructions using a fre-
quency response model and audio content; and
provide the vibration instructions to the trans-
ducer assembly.

[0017] In an embodiment according to the invention,
an eyewear device may comprise:

an acoustic sensor configured to detect the acoustic
pressure wave at an entrance of the ear of the user,
wherein the controller is further configured to:

dynamically adjust the frequency response
model based in part on the detected acoustic
pressure wave;
update the vibration instructions using the ad-
justed frequency response model; and
provide the updated vibration instructions to the

transducer assembly.

[0018] The at least one transducer may be a piezoe-
lectric transducer.
[0019] The transducer assembly may be configured to
generate vibrations over a range of frequencies, and the
transducer assembly may include a first transducer and
a second transducer, the first transducer may be config-
ured to provide a first portion of the frequency range, and
the second transducer may be configured to provide a
second portion of the frequency range.
[0020] The first transducer may be a piezoelectric
transducer and the second transducer may be a moving
coil transducer.
[0021] The acoustic sensor may be a microphone con-
figured to sense the acoustic pressure wave at the en-
trance of the ear canal.
[0022] The acoustic sensor may be a vibration sensor
coupled to a third portion of the auricle, and may be con-
figured to sense a vibration of the auricle corresponding
to the acoustic pressure wave at the entrance of the ear
of the user.
[0023] The controller may adjust the frequency re-
sponse model based in part on the detected acoustic
pressure wave by computing an inverse function and may
apply the inverse function to the detected acoustic pres-
sure wave.
[0024] A flat spectrum broadband signal may be used
to generate the adjusted frequency response model.
[0025] In an embodiment according to the invention,
an eyewear device may comprise:

an acoustic sensor configured to detect the acoustic
pressure wave at an entrance of the ear of the user,
wherein the acoustic sensor is temporarily coupled
to the eyewear device for calibration of the user and
responsive to completing calibration of the user, the
acoustic sensor may be uncoupled to the eyewear
device,
wherein the controller is further configured to:

adjust the frequency response model based in
part on the detected acoustic pressure wave;
update the vibration instructions using the ad-
justed frequency response model; and
provide the updated vibration instructions to the
transducer assembly.

[0026] In an embodiment according to the invention, a
non-transitory computer-readable storage medium may
store executable computer program instructions, the
computer program instructions may comprise instruc-
tions for:

generating vibration instructions using a frequency
response model and audio content;
providing the vibration instructions to a transducer
assembly configured to be coupled to a first portion
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of a back of an auricle of an ear of the user;
detecting acoustic wave pressure at an entrance of
the ear of the user;
adjusting the frequency response model based in
part on the detected acoustic pressure wave;
updating the vibration instructions using the adjusted
frequency response model; and
providing the updated vibration instructions to the
transducer assembly.

[0027] In a further embodiment of the invention, one
or more computer-readable non-transitory storage media
embody software that is operable when executed to per-
form in a system according to the invention or any of the
above mentioned embodiments.
[0028] In a further embodiment of the invention, a com-
puter-implemented method uses a system according to
the invention or any of the above mentioned embodi-
ments.
[0029] In a further embodiment of the invention, a com-
puter program product, preferably comprising a compu-
ter-readable non-transitory storage media, is used in a
system according to the invention or any of the above
mentioned embodiments.

BRIEF DESCRIPTION OF THE DRAWINGS

[0030]

Figure (FIG.) 1 is an example illustrating an eyewear
device including a cartilage conduc-
tion audio system (audio system), in
accordance with an embodiment.

FIG. 2A is an example illustrating a portion of
an eyewear device including a trans-
ducer assembly and an acoustic sen-
sor that is a microphone on an ear of
a user, in accordance with an embod-
iment.

FIG. 2B is an example illustrating a portion of
the eyewear device 250 including a
transducer assembly and acoustic
sensor that is a piezoelectric trans-
ducer, in accordance with an embod-
iment.

FIG. 3 is a block diagram of an audio system,
in accordance with an embodiment.

FIG. 4 is a flowchart illustrating a process of
operating a cartilage conduction au-
dio system, in accordance with an em-
bodiment.

FIG. 5 is a system environment of an eye-
wear device including a cartilage con-
duction audio system, in accordance
with an embodiment.

[0031] The figures depict various embodiments for pur-
poses of illustration only. One skilled in the art will readily

recognize from the following discussion that alternative
embodiments of the structures and methods illustrated
herein may be employed without departing from the prin-
ciples described herein.

DETAILED DESCRIPTION

[0032] Disclosed is a cartilage conduction audio sys-
tem (audio system) that uses cartilage conduction for pro-
viding sound to an ear of a user while keeping the ear
canal of the user unobstructed. The audio system in-
cludes a transducer coupled to a back of the ear of the
user. The transducer generates sound by vibrating the
back of the ear (e.g., auricle, or may also be referred to
as a pinna) of the user, which vibrates the cartilage in
the ear of the user to generate acoustic waves corre-
sponding to received audio content. Advantages of an
audio system that uses cartilage conduction over one
that only uses bone conduction (e.g., vibration of bones
of the skull) include, e.g., reducing crosstalk between the
ears, reducing size and power consumption of the audio
system, and improving ergonomics. An audio system that
uses cartilage conduction uses less coupling force (e.g.,
less static constant force on the skin) for producing a
similar hearing sensation in comparison to an audio sys-
tem that uses bone conduction, resulting in improved
comfort for a wearable device, which is particularly de-
sirable for a wearable device that is worn all day.

System Architecture

[0033] FIG. 1 is an example illustrating an eyewear de-
vice 100 including a cartilage conduction audio system
(audio system), in accordance with an embodiment. The
eyewear device 100 presents media to a user. In one
embodiment, the eyewear device 100 may be a head
mounted display (HMD). Examples of media presented
by the eyewear device 100 include one or more images,
video, audio, or some combination thereof. The eyewear
device 100 may include, among other components, a
frame 105, a lens 110, a transducer assembly 120, an
acoustic sensor 125, and a controller 130. In some em-
bodiments, the eyewear device 100 may also optionally
include a sensor device 115.
[0034] The eyewear device 100 may correct or en-
hance the vision of a user, protect the eye of a user, or
provide images to a user. The eyewear device 100 may
be eyeglasses which correct for defects in a user’s eye-
sight. The eyewear device 100 may be sunglasses which
protect a user’s eye from the sun. The eyewear device
100 may be safety glasses which protect a user’s eye
from impact. The eyewear device 100 may be a night
vision device or infrared goggles to enhance a user’s
vision at night. The eyewear device 100 may be a head
mounted display that produces VR, AR, or MR content
for the user. Alternatively, the eyewear device 100 may
not include a lens 110 and may be a frame 105 with an
audio system that provides audio (e.g., music, radio, pod-
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casts) to a user.
[0035] The frame 105 includes a front part that holds
the lens 110 and end pieces to attach to the user. The
front part of the frame 105 bridges the top of a nose of
the user. The end pieces (e.g., temples) are portions of
the frame 105 to which the temples of a user are attached.
The length of the end piece may be adjustable (e.g., ad-
justable temple length) to fit different users. The end
piece may also include a portion that curls behind the ear
of the user (e.g., temple tip, ear piece).
[0036] The lens 110 provides or transmits light to a
user wearing the eyewear device 100. The lens 110 may
be prescription lens (e.g., single vision, bifocal and trifo-
cal, or progressive) to help correct for defects in a user’s
eyesight. The prescription lens transmits ambient light to
the user wearing the eyewear device 100. The transmit-
ted ambient light may be altered by the prescription lens
to correct for defects in the user’s eyesight. The lens 110
may be a polarized lens or a tinted lens to protect the
user’s eyes from the sun. The lens 110 may be one or
more waveguides as part of a waveguide display in which
image light is coupled through an end or edge of the
waveguide to the eye of the user. The lens 110 may in-
clude an electronic display for providing image light and
may also include an optics block for magnifying image
light from the electronic display. Additional detail regard-
ing the lens 110 can be found in the detailed description
of FIG. 5. The lens 110 is held by a front part of the frame
105 of the eyewear device 100.
[0037] The sensor device 115 estimates a current po-
sition of the eyewear device 100 relative to an initial po-
sition of the eyewear device 100. The sensor device 115
may be located on a portion of the frame 105 of the eye-
wear device 100. The sensor device 115 includes a po-
sition sensor and an inertial measurement unit Additional
details about the sensor device 115 can be found in the
detailed description of FIG. 5.
[0038] The audio system of the eyewear device 100
includes the transducer assembly 120, the acoustic sen-
sor 125, and the controller 130. The audio system pro-
vides audio content to a user by vibrating the auricle of
the ear of the user to produce an acoustic pressure wave.
The audio system also uses feedback to create a similar
audio experience across different users. Additional detail
regarding the audio system can be found in the detailed
description of FIG. 3.
[0039] The transducer assembly 120 produces sound
by vibrating the cartilage in the ear of the user. The trans-
ducer assembly 120 is coupled to an end piece of the
frame 105 and is configured to be coupled to the back of
an auricle of the ear of the user. The auricle is a portion
of the outer ear that projects out of a head of the user.
The transducer assembly 120 receives vibration instruc-
tions from the controller 130. Vibration instructions may
include a content signal, a control signal, and a gain sig-
nal. The content signal may be based on audio content
for presentation to the user. The control signal may be
used to enable or disable the transducer assembly 120

or one or more transducers of the transducer assembly.
The gain may be used to amplify the content signal. The
transducer assembly 120 may include one or more trans-
ducer to cover different parts of a frequency range. For
example, a piezoelectric transducer may be used to cov-
er a first part of a frequency range and a moving coil
transducer may be used to cover a second part of a fre-
quency range. Additional detail regarding the transducer
assembly 120 can be found in the detailed description of
FIG. 3.
[0040] The acoustic sensor 125 detects an acoustic
pressure wave at an entrance of an ear of a user. The
acoustic sensor 125 is coupled to an end piece of the
frame 105. The acoustic sensor 125 as shown in FIG. 1
is a microphone which may be positioned at the entrance
of the user’s ear. In this embodiment, the microphone
may directly measure the acoustic pressure wave at the
entrance of the ear of the user. Alternatively, the acoustic
sensor 125 is a vibration sensor that is configured to be
coupled to the back of the pinna of the user. The vibration
sensor may indirectly measure the acoustic pressure
wave at the entrance of the ear. For example, the vibra-
tion sensor may measure a vibration that is a reflection
of the acoustic pressure wave at the entrance of the ear
and/or measure a vibration created by the transducer
assembly on the auricle of the ear of the user which may
be used to estimate the acoustic pressure wave at the
entrance of the ear. In one embodiment, a mapping be-
tween acoustic pressure generated at the entrance to
the ear canal and a vibration level generated on the pinna
is an experimentally determined quantity that is meas-
ured on a representative sample of users and stored.
This stored mapping between the acoustic pressure and
vibration level (e.g., frequency dependent linear map-
ping) of the pinna is applied to a measured vibration sig-
nal from the vibration sensor which serves as a proxy for
the acoustic pressure at the entrance of the ear canal.
The vibration sensor can be an accelerometer or a pie-
zoelectric sensor. An accelerometer may be a piezoe-
lectric accelerometer or a capacitive accelerometer. The
capacitive accelerometer senses change in capacitance
between structures which can be moved by an acceler-
ative force. In some embodiments, the acoustic sensor
125 is removed from the eyewear device 100 after cali-
bration. Additional detail regarding the acoustic sensor
125 can be found in the detailed description of FIG. 3.
[0041] The controller 130 provides vibration instruc-
tions to the transducer assembly 120, receives informa-
tion from the acoustic sensor 125 regarding the produced
sound, and updates the vibration instructions based on
the received information. Vibration instructions instruct
the transducer assembly 120 how to produce vibrations.
For example, vibration instructions may include a content
signal (e.g., electrical signal applied to the transducer
assembly 120 to produce a vibration), a control signal to
enable or disable the transducer assembly 120, and a
gain signal to scale the content signal (e.g., increase or
decrease the vibrations produced by the transducer as-
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sembly 120). The vibration instructions may be generat-
ed by the controller 130. The controller 130 may receive
audio content (e.g., music, calibration signal) from a con-
sole for presentation to a user and generate vibration
instructions based on the received audio content. The
controller 130 receives information from the acoustic sen-
sor 125 that describes the produced sound at an ear of
the user. In one embodiment the acoustic sensor 125 is
a vibration sensor that measures a vibration of a pinna
of a user and the controller 130 applies a previously
stored frequency dependent linear mapping of pressure
to vibration to determine the acoustic pressure wave at
the entrance of the ear based on the received detected
vibration. The controller 130 uses the received informa-
tion as feedback to compare the produced sound to a
target sound (e.g., audio content) and adjusts the vibra-
tion instructions to make the produced sound closer to
the target sound. The controller 130 is embedded into
the frame 105 of the eyewear device 100. In other em-
bodiments, the controller 130 may be located in a differ-
ent location. For example, the controller 130 may be part
of the transducer assembly or located external to the eye-
wear device 100. Additional detail regarding the control-
ler 130 can be found in the detailed description of FIG. 3.
[0042] FIG. 2A is an example illustrating a portion of
the eyewear device 200 including a transducer assembly
220 that is a microphone and acoustic sensor 225 on an
ear of the user, in accordance with an embodiment. The
eyewear device 200, transducer assembly 220, and
acoustic sensor 225 are embodiments of the eyewear
device 100, transducer assembly 120, and the acoustic
sensor 125. The transducer assembly 220 is coupled to
a back of an ear of a user. The transducer assembly
vibrates the back of the ear of a user to generate a pres-
sure wave based on vibration instructions. The acoustic
sensor 225 is a microphone positioned at an entrance of
the ear of the user to detect the pressure wave produced
by the transducer assembly 220. The audio system com-
pares the detected pressure wave (e.g. produced sound)
with a target pressure wave (e.g. audio content) and ad-
justs vibration instructions to make a detected pressure
wave more similar to a target pressure wave.
[0043] FIG. 2B is an example illustrating a portion of
the eyewear device 250 including a transducer assembly
260 and acoustic sensor 275 that is a piezoelectric trans-
ducer, in accordance with an embodiment. The eyewear
device 250, transducer assembly 260, and acoustic sen-
sor 275 are embodiments of the eyewear device 100,
transducer assembly 120, and the acoustic sensor 125.
The transducer assembly 260 is a transducer located
around the end piece of the frame (e.g., bottom of a be-
hind-the-ear ear cup) that is to be coupled to the back of
the ear of a user. In this embodiment, the transducer
assembly 260 is shown to be a circular voice coil (e.g.,
moving coil) transducer. The acoustic sensor 275 is a
piezoelectric transducer that is to be coupled to the back
of the ear of a user. The piezoelectric transducer may be
a stacked piezoelectric transducer and may have a di-

mension in the range of a few millimeters in size (e.g., 9
mm).
[0044] FIG. 3 is a block diagram of an audio system
300, in accordance with an embodiment. The audio sys-
tem in FIG. 1 is an embodiment of the audio system 300.
The audio system 300 includes a transducer assembly
310, an acoustic sensor 320, and a controller 330.
[0045] The transducer assembly 310 vibrates a carti-
lage of a user’s ear in accordance with the vibration in-
structions (e.g., received from the controller 330). The
transducer assembly 310 is coupled to a first portion of
a back of an auricle of an ear of a user. The transducer
assembly 310 includes at least one transducer to vibrate
the auricle over a frequency range to cause the auricle
to create an acoustic pressure wave in accordance with
vibration instructions. The transducer may be a single
piezoelectric transducer. A piezoelectric transducer can
generate frequencies up to 20 kHz using a range of volt-
ages around +/-100V. The range of voltages may include
lower voltages as well (e.g., +/- 10V). The piezoelectric
transducer may be a stacked piezoelectric actuator. The
stacked piezoelectric actuator includes multiple piezoe-
lectric elements that are stacked (e.g. mechanically con-
nected in series). The stacked piezoelectric actuator may
have a lower range of voltages because the movement
of a stacked piezoelectric actuator can be a product of
the movement of a single piezoelectric element with the
number of elements in the stack. A piezoelectric trans-
ducer is made of a piezoelectric material that can gen-
erate a strain (e.g., deformation in the material) in the
presence of an electric field. The piezoelectric material
may be a polymer (e.g., polyvinyl chloride (PVC), poly-
vinylidene fluoroide (PVDF)), a polymer-based compos-
ite, ceramic, or crystal (e.g., quartz (silicon dioxide or
SiO2), lead zirconate-titanate (PZT)). By applying an
electric field or a voltage across a polymer which is a
polarized material, the polymer changes in polarization
and may compress or expand depending on the polarity
and magnitude of the applied electric field. The piezoe-
lectric transducer may be coupled to a material (e.g., sil-
icone) that attaches well to the back of an ear of a user.
In one embodiment, the transducer assembly 310 main-
tains good surface contact with the back of the user’s ear
and maintains a steady amount of application force (e.g.,
1 Newton) to the user’s ear.
[0046] In some embodiments, the transducer assem-
bly 310 is configured to generation vibrations over a
range of frequencies and includes a first transducer and
a second transducer. The first transducer is configured
to provide a first portion of the frequency range (e.g.,
higher range up to 20 kHz). The first transducer may be,
e.g., a piezoelectric transducer. The second transducer
is configured to provide a second portion of the frequency
range (e.g., lower range around 20 Hz). The second
transducer may be a piezoelectric transducer or may be
a different type of transducer such as a moving coil trans-
ducer. A typical moving coil transducer includes a coil of
wire and a permanent magnet to produce a permanent
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magnetic field. Applying a current to the wire while it is
placed in the permanent magnetic field produces a force
on the coil based on the amplitude and the polarity of the
current that can move the coil towards or away from the
permanent magnet. The second transducer may be
made of a more rigid material than the first transducer.
The second transducer may be coupled to a second por-
tion different than the first portion of the back of the ear
of the user. Alternatively, the second transducer may be
in contact with the skull of the user.
[0047] The acoustic sensor 320 provides information
regarding the produced sound to the controller 330. The
acoustic sensor 320 detects an acoustic pressure wave
at an entrance of an ear of a user. In one embodiment,
the acoustic sensor 320 is a microphone positioned at
an entrance of an ear of a user. A microphone is a trans-
ducer that converts pressure into an electrical signal. The
frequency response of the microphone may be relatively
flat in some portions of a frequency range and may be
linear in other portions of a frequency range. The micro-
phone may be configured to receive a gain signal to scale
a detected signal from the microphone based on the vi-
bration instructions provided to the transducer assembly
310. For example, the gain may be adjusted based on
the vibration instructions to avoid clipping of the detected
signal or for improving a signal to noise ratio in the de-
tected signal.
[0048] In some embodiments the acoustic sensor 320
may be a vibration sensor. The vibration sensor is cou-
pled to a portion of the ear. In some embodiments, the
vibration sensor and the transducer assembly 310 couple
to different portions of the ear. The vibration sensor is
similar to the transducers used in the transducer assem-
bly except the signal is flowing in reverse. Instead of an
electrical signal producing a mechanical vibration in a
transducer, a mechanical vibration is generating an elec-
trical signal in the vibration sensor. A vibration sensor
may be made of piezoelectric material that can generate
an electrical signal when the piezoelectric material is de-
formed. The piezoelectric material may be a polymer
(e.g., PVC, PVDF), a polymer-based composite, ceram-
ic, or crystal (e.g., SiO2, PZT). By applying a pressure
on the piezoelectric material, the piezoelectric material
changes in polarization and produces an electrical signal.
The piezoelectric sensor may be coupled to a material
(e.g., silicone) that attaches well to the back of an ear of
a user. A vibration sensor can also be an accelerometer.
The accelerometer may be piezoelectric or capacitive. A
capacitive accelerometer measures changes in capaci-
tance between structures which can be moved by an ac-
celerative force. In one embodiment, the vibration sensor
maintains good surface contact with the back of the user’s
ear and maintains a steady amount of application force
(e.g., 1 Newton) to the user’s ear. The vibration sensor
may be an accelerometer. The vibration sensor may be
integrated in an internal measurement unit (IMU) inte-
grated circuit (IC). The IMU is further described with re-
lation to FIG. 5.

[0049] The controller 330 controls components of the
audio system 300. The controller 330 generates vibration
instructions to instruct the transducer assembly 310 how
to produce vibrations. For example, vibration instructions
may include a content signal (e.g., electrical signal ap-
plied to the transducer assembly 310 to produce a vibra-
tion), a control signal to enable or disable the transducer
assembly 310, and a gain signal to scale the content
signal (e.g., increase or decrease the vibrations pro-
duced by the transducer assembly 310). The controller
330 generates the content signal of the vibration instruc-
tions based on audio content and a frequency response
model. A frequency response model describes the re-
sponse of a system to inputs at certain frequencies and
may indicate how an output is shifted in amplitude and
phase based on the input. Thus, the controller 330 may
generate a content signal (e.g., input signal) of the vibra-
tion instructions with the audio content (e.g., target out-
put) and the frequency response model (e.g., relationship
of the input to the output). In one embodiment, the con-
troller 330 may generate the content signal of the vibra-
tion instructions by applying an inverse of the frequency
response to the audio content. The controller 330 re-
ceives feedback from an acoustic sensor 320. The
acoustic sensor 320 provides information about the
sound signal (e.g., acoustic pressure wave) produced by
the vibration transducer 310. The controller 330 may
compare the detected acoustic pressure wave with a tar-
get acoustic pressure wave based on audio content pro-
vided to the user. The controller 330 can then compute
an inverse function to apply to the detected acoustic wave
such that the detected acoustic pressure wave appears
the same as the target acoustic pressure wave. Thus,
the controller 330 can adjust the frequency response
model of the audio system using the computed inverse
function specific to each user. The adjustment of the fre-
quency model may be performed while the user is listen-
ing to audio content. The controller 330 can then generate
updated vibration instructions using the adjusted fre-
quency response model. The controller 330 enables a
similar audio experience to be produced across different
users of the sound system. In a cartilage conduction au-
dio system, the speaker of the audio system corresponds
to a user’s auricle. As each auricle of a user is different
(e.g., shape and size), the frequency response model
will vary from user to user. By adjusting the frequency
response model for each user based on audio feedback,
the audio system can maintain the same type of produced
sound (e.g., neutral listening) regardless of the user.
Neutral listening is having similar listening experience
across different users. In other words, the listening ex-
perience is impartial or neutral to the user (e.g., does not
change from user to user).
[0050] In one embodiment, the audio system uses a
flat spectrum broadband signal to generate the adjusted
frequency response model. For example, the controller
330 provides vibration instructions to the transducer as-
sembly 310 based on a flat spectrum broadband signal.
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The acoustic sensor 320 detects an acoustic pressure
wave at an entrance of an ear of the user. The controller
330 compares the detected acoustic pressure wave with
the target acoustic pressure wave based on the flat spec-
trum broadband signal and adjusts the frequency model
of the audio system accordingly. In this embodiment, the
flat spectrum broadband signal may be used while per-
forming calibration of the audio system for a particular
user. Thus, the audio system may perform an initial cal-
ibration for a user instead of continuously monitoring the
audio system. In this embodiment, the acoustic sensor
may be temporarily coupled to the eyewear device for
calibration of the user. Responsive to completing calibra-
tion of the user, the acoustic sensor may be uncoupled
to the eyewear device. Advantages of removing the
acoustic sensor from the eyewear device include making
it easier to wear and reducing the volume and weight of
the eyewear device.
[0051] FIG. 4 is a flowchart illustrating a process of
operating an audio system that uses cartilage conduc-
tion, in accordance with an embodiment. The process
400 of FIG. 4 may be performed by an audio system that
uses cartilage conduction (e.g., the audio system 300).
Other entities (e.g., an eyewear device and/or console)
may perform some or all of the steps of the process in
other embodiments. Likewise, embodiments may include
different and/or additional steps, or perform the steps in
different orders.
[0052] The audio system generates 410 vibration in-
structions using a frequency response model and audio
content. The audio system may receive audio content
from a console. The audio content may include content
such as music, radio signal, or calibration signal. The
frequency response model describes a relationship be-
tween an input (e.g., audio content, vibration instructions)
and output (e.g., produced audio, sound pressure wave,
vibrations) of the auricle of an ear of a user which is used
as a speaker in the audio system. A controller (e.g., the
controller 330) may generate the vibration instructions
using the frequency response model and the audio con-
tent. For example, the controller may start with the audio
content and use the frequency response model (e.g., ap-
ply inverse frequency response) to estimate vibration in-
structions to produce the audio content.
[0053] The audio system provides 420 the vibration
instructions to a transducer assembly (e.g., the transduc-
er assembly 310). The transducer assembly is coupled
to the back of an auricle of an ear of a user and vibrates
the auricle based on the vibration instructions. The vibra-
tion of the auricle produces an acoustic pressure wave
that provides sound based on the audio content to the
user.
[0054] The audio system detects 430 acoustic pres-
sure wave at an entrance of an ear of the user. The acous-
tic pressure wave is generated by the transducer assem-
bly. In one embodiment, an acoustic sensor (e.g., acous-
tic sensor 320) may be a microphone positioned at the
entrance of the ear of the user to detect the acoustic

pressure wave at the entrance of the ear of the user.
[0055] The audio system adjusts 440 frequency re-
sponse model based in part of the detected acoustic pres-
sure wave. The controller may compare the detected
acoustic pressure wave with a target acoustic pressure
wave based on audio content provided to the user. The
controller can compute an inverse function to apply to
the detected acoustic wave such that the detected acous-
tic pressure wave appears the same as the target acous-
tic pressure wave.
[0056] The audio system updates 450 vibration in-
structions using the adjusted frequency response model.
The updated vibration instructions may be generated by
the controller which uses audio content and the adjusted
frequency response model. For example, the controller
may start with audio content and use the adjusted fre-
quency response model to estimate updated vibration
instructions to produce audio content closer to a target
acoustic pressure wave.
[0057] The audio system provides 460 updated vibra-
tion instructions to the transducer assembly. The trans-
ducer assembly vibrates the auricle produces an updated
acoustic pressure wave that provides sound based on
the updated vibration instructions to the user. The updat-
ed acoustic pressure wave may appear closer to a target
acoustic pressure wave.
[0058] The audio system may dynamically adjust the
frequency response model while the user is listening to
audio content or may just adjust the frequency response
model during a calibration of the audio system per user.
[0059] FIG. 5 is a system environment 500 of the eye-
wear device including a cartilage conduction audio sys-
tem, in accordance with an embodiment. The system 500
may operate in a VR, AR, or MR environment, or some
combination thereof. The system 500 shown by FIG. 5
comprises an eyewear device 505 and an input/output
(I/O) interface 515 that is coupled to a console 510. The
eyewear device 505 may be an embodiment of the eye-
wear device 100. While FIG. 5 shows an example system
500 including one eyewear device 505 and one I/O in-
terface 515, in other embodiments any number of these
components may be included in the system 500. For ex-
ample, there may be multiple eyewear devices 505 each
having an associated I/O interface 515 with each eye-
wear device 505 and I/O interface 515 communicating
with the console 510. In alternative configurations, differ-
ent and/or additional components may be included in the
system 500. Additionally, functionality described in con-
junction with one or more of the components shown in
FIG. 5 may be distributed among the components in a
different manner than described in conjunction with FIG.
5 in some embodiments. For example, some or all of the
functionality of the console 510 is provided by the eye-
wear device 505.
[0060] The eyewear device 505 may be a head-mount-
ed display that presents content to a user comprising
augmented views of a physical, real-world environment
with computer-generated elements (e.g., two dimension-
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al (2D) or three dimensional (3D) images, 2D or 3D video,
sound, etc.). In some embodiments, the presented con-
tent includes audio that is presented via an audio block
520 that receives audio information from the eyewear
device 505, the console 510, or both, and presents audio
data based on the audio information. The eyewear device
505 may comprise one or more rigid bodies, which may
be rigidly or non-rigidly coupled to each other together.
A rigid coupling between rigid bodies causes the coupled
rigid bodies to act as a single rigid entity. In contrast, a
non-rigid coupling between rigid bodies allows the rigid
bodies to move relative to each other. In some embodi-
ments, the eyewear device 505 presents virtual content
to the user that is based in part on a real environment
surrounding the user. For example, virtual content may
be presented to a user of the eyewear device. The user
physically may be in a room, and virtual walls and a virtual
floor of the room are rendered as part of the virtual con-
tent.
[0061] The eyewear device 505 includes an audio
block 520. The audio block 520 is one embodiment of
the audio system 300. The audio block 520 is a cartilage
conduction audio system which provides audio informa-
tion to a user by vibrating the cartilage in a user’s ear to
produce sound. The audio block 520 monitors the pro-
duced sound so that it can compensate for a frequency
response model for each ear of the user and can maintain
the same type of produced sound across different indi-
viduals.
[0062] The eyewear device 505 may include an elec-
tronic display 525, an optics block 530, one or more po-
sition sensors 535, and an inertial measurement Unit
(IMU) 540. The electronic display 525 and the optics
block 530 is one embodiment of a lens 110. The position
sensors 535 and the IMU 540 is one embodiment of sen-
sor device 115. Some embodiments of the eyewear de-
vice 505 have different components than those described
in conjunction with FIG. 5. Additionally, the functionality
provided by various components described in conjunc-
tion with FIG. 5 may be differently distributed among the
components of the eyewear device 505 in other embod-
iments, or be captured in separate assemblies remote
from the eyewear device 505.
[0063] The electronic display 525 displays 2D or 3D
images to the user in accordance with data received from
the console 510. In various embodiments, the electronic
display 525 comprises a single electronic display or mul-
tiple electronic displays (e.g., a display for each eye of a
user). Examples of the electronic display 525 include: a
liquid crystal display (LCD), an organic light emitting di-
ode (OLED) display, an active-matrix organic light-emit-
ting diode display (AMOLED), some other display, or
some combination thereof.
[0064] The optics block 530 magnifies image light re-
ceived from the electronic display 525, corrects optical
errors associated with the image light, and presents the
corrected image light to a user of the eyewear device
505. In various embodiments, the optics block 530 in-

cludes one or more optical elements. Example optical
elements included in the optics block 530 include: an
aperture, a Fresnel lens, a convex lens, a concave lens,
a filter, a reflecting surface, or any other suitable optical
element that affects image light. Moreover, the optics
block 530 may include combinations of different optical
elements. In some embodiments, one or more of the op-
tical elements in the optics block 530 may have one or
more coatings, such as partially reflective or anti-reflec-
tive coatings.
[0065] Magnification and focusing of the image light by
the optics block 530 allows the electronic display 525 to
be physically smaller, weigh less, and consume less pow-
er than larger displays. Additionally, magnification may
increase the field of view of the content presented by the
electronic display 525. For example, the field of view of
the displayed content is such that the displayed content
is presented using almost all (e.g., approximately 110
degrees diagonal), and in some cases all, of the user’s
field of view. Additionally in some embodiments, the
amount of magnification may be adjusted by adding or
removing optical elements.
[0066] In some embodiments, the optics block 530 may
be designed to correct one or more types of optical error.
Examples of optical error include barrel or pincushion
distortion, longitudinal chromatic aberrations, or trans-
verse chromatic aberrations. Other types of optical errors
may further include spherical aberrations, chromatic ab-
errations, or errors due to the lens field curvature, astig-
matisms, or any other type of optical error. In some em-
bodiments, content provided to the electronic display 525
for display is pre-distorted, and the optics block 530 cor-
rects the distortion when it receives image light from the
electronic display 525 generated based on the content.
[0067] The IMU 540 is an electronic device that gen-
erates data indicating a position of the eyewear device
505 based on measurement signals received from one
or more of the position sensors 535. A position sensor
535 generates one or more measurement signals in re-
sponse to motion of the eyewear device 505. Examples
of position sensors 535 include: one or more accelerom-
eters, one or more gyroscopes, one or more magnetom-
eters, another suitable type of sensor that detects motion,
a type of sensor used for error correction of the IMU 540,
or some combination thereof. The position sensors 535
may be located external to the IMU 540, internal to the
IMU 540, or some combination thereof.
[0068] Based on the one or more measurement signals
from one or more position sensors 535, the IMU 540 gen-
erates data indicating an estimated current position of
the eyewear device 505 relative to an initial position of
the eyewear device 505. For example, the position sen-
sors 535 include multiple accelerometers to measure
translational motion (forward/back, up/down, left/right)
and multiple gyroscopes to measure rotational motion
(e.g., pitch, yaw, and roll). In some embodiments, the
IMU 540 rapidly samples the measurement signals and
calculates the estimated current position of the eyewear
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device 505 from the sampled data. For example, the IMU
540 integrates the measurement signals received from
the accelerometers over time to estimate a velocity vector
and integrates the velocity vector over time to determine
an estimated current position of a reference point on the
eyewear device 505. Alternatively, the IMU 540 provides
the sampled measurement signals to the console 510,
which interprets the data to reduce error. The reference
point is a point that may be used to describe the position
of the eyewear device 505. The reference point may gen-
erally be defined as a point in space or a position related
to the eyewear device’s 505 orientation and position.
[0069] The IMU 540 receives one or more parameters
from the console 510. As further discussed below, the
one or more parameters are used to maintain tracking of
the eyewear device 505. Based on a received parameter,
the IMU 540 may adjust one or more IMU parameters
(e.g., sample rate). In some embodiments, certain pa-
rameters cause the IMU 540 to update an initial position
of the reference point so it corresponds to a next position
of the reference point. Updating the initial position of the
reference point as the next calibrated position of the ref-
erence point helps reduce accumulated error associated
with the current position estimated the IMU 540. The ac-
cumulated error, also referred to as drift error, causes
the estimated position of the reference point to "drift"
away from the actual position of the reference point over
time. In some embodiments of the eyewear device 505,
the IMU 540 may be a dedicated hardware component.
In other embodiments, the IMU 540 may be a software
component implemented in one or more processors.
[0070] The I/O interface 515 is a device that allows a
user to send action requests and receive responses from
the console 510. An action request is a request to perform
a particular action. For example, an action request may
be an instruction to start or end capture of image or video
data, or an instruction to perform a particular action within
an application. The I/O interface 515 may include one or
more input devices. Example input devices include: a
keyboard, a mouse, a game controller, or any other suit-
able device for receiving action requests and communi-
cating the action requests to the console 510. An action
request received by the I/O interface 515 is communicat-
ed to the console 510, which performs an action corre-
sponding to the action request. In some embodiments,
the I/O interface 515 includes an IMU 540, as further
described above, that captures calibration data indicating
an estimated position of the I/O interface 515 relative to
an initial position of the I/O interface 515. In some em-
bodiments, the I/O interface 515 may provide haptic feed-
back to the user in accordance with instructions received
from the console 510. For example, haptic feedback is
provided when an action request is received, or the con-
sole 510 communicates instructions to the I/O interface
515 causing the I/O interface 515 to generate haptic feed-
back when the console 510 performs an action.
[0071] The console 510 provides content to the eye-
wear device 505 for processing in accordance with infor-

mation received from one or more of: the eyewear device
505 and the I/O interface 515. In the example shown in
FIG. 5, the console 510 includes an application store 550,
a tracking module 555 and an engine 545. Some embod-
iments of the console 510 have different modules or com-
ponents than those described in conjunction with FIG. 5.
Similarly, the functions further described below may be
distributed among components of the console 510 in a
different manner than described in conjunction with FIG.
5.
[0072] The application store 550 stores one or more
applications for execution by the console 510. An appli-
cation is a group of instructions, that when executed by
a processor, generates content for presentation to the
user. Content generated by an application may be in re-
sponse to inputs received from the user via movement
of the eyewear device 505 or the I/O interface 515. Ex-
amples of applications include: gaming applications, con-
ferencing applications, video playback applications, or
other suitable applications.
[0073] The tracking module 555 calibrates the system
environment 500 using one or more calibration parame-
ters and may adjust one or more calibration parameters
to reduce error in determination of the position of the
eyewear device 505 or of the I/O interface 515. Calibra-
tion performed by the tracking module 555 also accounts
for information received from the IMU 540 in the eyewear
device 505 and/or an IMU 540 included in the I/O inter-
face 515. Additionally, if tracking of the eyewear device
505 is lost, the tracking module 555 may re-calibrate
some or all of the system environment 500.
[0074] The tracking module 555 tracks movements of
the eyewear device 505 or of the I/O interface 515 using
information from the one or more position sensors 535,
the IMU 540 or some combination thereof. For example,
the tracking module 555 determines a position of a ref-
erence point of the eyewear device 505 in a mapping of
a local area based on information from the eyewear de-
vice 505. The tracking module 555 may also determine
positions of the reference point of the eyewear device
505 or a reference point of the I/O interface 515 using
data indicating a position of the eyewear device 505 from
the IMU 540 or using data indicating a position of the I/O
interface 515 from an IMU 540 included in the I/O inter-
face 515, respectively. Additionally, in some embodi-
ments, the tracking module 555 may use portions of data
indicating a position or the eyewear device 505 from the
IMU 540 to predict a future location of the eyewear device
505. The tracking module 555 provides the estimated or
predicted future position of the eyewear device 505 or
the I/O interface 515 to the engine 545.
[0075] The engine 545 also executes applications
within the system environment 500 and receives position
information, acceleration information, velocity informa-
tion, predicted future positions, or some combination
thereof, of the eyewear device 505 from the tracking mod-
ule 555. Based on the received information, the engine
545 determines content to provide to the eyewear device
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505 for presentation to the user. For example, if the re-
ceived information indicates that the user has looked to
the left, the engine 545 generates content for the eyewear
device 505 that mirrors the user’s movement in a virtual
environment or in an environment augmenting the local
area with additional content. Additionally, the engine 545
performs an action within an application executing on the
console 510 in response to an action request received
from the I/O interface 515 and provides feedback to the
user that the action was performed. The provided feed-
back may be visual or audible feedback via the eyewear
device 505 or haptic feedback via the I/O interface 515.

Additional Configuration Information

[0076] The foregoing description of the embodiments
of the disclosure has been presented for the purpose of
illustration; it is not intended to be exhaustive or to limit
the disclosure to the precise forms disclosed. Persons
skilled in the relevant art can appreciate that many mod-
ifications and variations are possible in light of the above
disclosure.
[0077] Some portions of this description describe the
embodiments of the disclosure in terms of algorithms and
symbolic representations of operations on information.
These algorithmic descriptions and representations are
commonly used by those skilled in the data processing
arts to convey the substance of their work effectively to
others skilled in the art. These operations, while de-
scribed functionally, computationally, or logically, are un-
derstood to be implemented by computer programs or
equivalent electrical circuits, microcode, or the like. Fur-
thermore, it has also proven convenient at times, to refer
to these arrangements of operations as modules, without
loss of generality. The described operations and their
associated modules may be embodied in software,
firmware, hardware, or any combinations thereof.
[0078] Any of the steps, operations, or processes de-
scribed herein may be performed or implemented with
one or more hardware or software modules, alone or in
combination with other devices. In one embodiment, a
software module is implemented with a computer pro-
gram product comprising a computer-readable medium
containing computer program code, which can be exe-
cuted by a computer processor for performing any or all
of the steps, operations, or processes described.
[0079] Embodiments of the disclosure may also relate
to an apparatus for performing the operations herein.
This apparatus may be specially constructed for the re-
quired purposes, and/or it may comprise a general-pur-
pose computing device selectively activated or reconfig-
ured by a computer program stored in the computer. Such
a computer program may be stored in a non-transitory,
tangible computer readable storage medium, or any type
of media suitable for storing electronic instructions, which
may be coupled to a computer system bus. Furthermore,
any computing systems referred to in the specification
may include a single processor or may be architectures

employing multiple processor designs for increased com-
puting capability.
[0080] Embodiments of the disclosure may also relate
to a product that is produced by a computing process
described herein. Such a product may comprise informa-
tion resulting from a computing process, where the infor-
mation is stored on a non-transitory, tangible computer
readable storage medium and may include any embod-
iment of a computer program product or other data com-
bination described herein.
[0081] Finally, the language used in the specification
has been principally selected for readability and instruc-
tional purposes, and it may not have been selected to
delineate or circumscribe the inventive subject matter. It
is therefore intended that the scope of the disclosure be
limited not by this detailed description, but rather by any
claims that issue on an application based hereon. Ac-
cordingly, the disclosure of the embodiments is intended
to be illustrative, but not limiting, of the scope of the dis-
closure, which is set forth in the following claims.

Claims

1. An audio system comprising:

a transducer assembly configured to be coupled
to a first portion of a back of an auricle of an ear
of a user, the transducer assembly including at
least one transducer that is configured to vibrate
the auricle over a frequency range to cause the
auricle to create an acoustic pressure wave in
accordance with vibration instructions;
an acoustic sensor configured to detect the
acoustic pressure wave at an entrance of the
ear of the user; and
a controller configured to:

dynamically adjust a frequency response
model based in part on the detected acous-
tic pressure wave;
update the vibration instructions using the
adjusted frequency response model; and
provide the updated vibration instructions
to the transducer assembly.

2. The audio system of claim 1, wherein the at least
one transducer is a piezoelectric transducer.

3. The audio system of claim 1 or 2, wherein the trans-
ducer assembly is configured to generate vibrations
over a range of frequencies, and the transducer as-
sembly includes a first transducer and a second
transducer, the first transducer is configured to pro-
vide a first portion of the frequency range, and the
second transducer is configured to provide a second
portion of the frequency range; optionally, wherein
the second transducer is a moving coil transducer.

19 20 



EP 3 445 066 A1

12

5

10

15

20

25

30

35

40

45

50

55

4. The audio system of any of claims 1 to 3, wherein
the acoustic sensor is a microphone configured to
sense the acoustic pressure wave at the entrance
of the ear canal; and/or
wherein the acoustic sensor is a vibration sensor
coupled to a third portion of the auricle, and is con-
figured to sense a vibration of the auricle correspond-
ing to the acoustic pressure wave at the entrance of
the ear of the user.

5. The audio system of any of claims 1 to 4, wherein
the controller adjusts the frequency response model
based in part on the detected acoustic pressure
wave by computing an inverse function and applying
the inverse function to the detected acoustic pres-
sure wave.

6. The audio system of any of claims 1 to 5, wherein
the audio system is part of an eyewear device.

7. The audio system of any of claims 1 to 6, wherein
the audio system uses a flat spectrum broadband
signal to generate the adjusted frequency response
model.

8. An eyewear device comprising:

a transducer assembly configured to be coupled
to a first portion of a back of an auricle of an ear
of a user, the transducer assembly including at
least one transducer that is configured to vibrate
the auricle over a frequency range to cause the
auricle to create an acoustic pressure wave in
accordance with vibration instructions;
a controller configured to:

generate the vibration instructions using a
frequency response model and audio con-
tent; and
provide the vibration instructions to the
transducer assembly.

9. The eyewear device of claim 8, further comprising:

an acoustic sensor configured to detect the
acoustic pressure wave at an entrance of the
ear of the user,
wherein the controller is further configured to:

dynamically adjust the frequency response
model based in part on the detected acous-
tic pressure wave;
update the vibration instructions using the
adjusted frequency response model; and
provide the updated vibration instructions
to the transducer assembly.

10. The eyewear device of claim 8 or 9, wherein the at

least one transducer is a piezoelectric transducer.

11. The eyewear device of any of claims 8 to 10, wherein
the transducer assembly is configured to generate
vibrations over a range of frequencies, and the trans-
ducer assembly includes a first transducer and a sec-
ond transducer, the first transducer is configured to
provide a first portion of the frequency range, and
the second transducer is configured to provide a sec-
ond portion of the frequency range;
optionally, wherein the first transducer is a piezoe-
lectric transducer and the second transducer is a
moving coil transducer.

12. The eyewear device of any of claims 8 to 11, wherein
the acoustic sensor is a microphone configured to
sense the acoustic pressure wave at the entrance
of the ear canal; and/or
wherein the acoustic sensor is a vibration sensor
coupled to a third portion of the auricle, and is con-
figured to sense a vibration of the auricle correspond-
ing to the acoustic pressure wave at the entrance of
the ear of the user.

13. The eyewear device of any of claims 8 to 12, wherein
the controller adjusts the frequency response model
based in part on the detected acoustic pressure
wave by computing an inverse function and applying
the inverse function to the detected acoustic pres-
sure wave; and/or
wherein a flat spectrum broadband signal is used to
generate the adjusted frequency response model.

14. The eyewear device of any of claims 8 to 13, further
comprising:

an acoustic sensor configured to detect the
acoustic pressure wave at an entrance of the
ear of the user, wherein the acoustic sensor is
temporarily coupled to the eyewear device for
calibration of the user and responsive to com-
pleting calibration of the user, the acoustic sen-
sor may be uncoupled to the eyewear device,
wherein the controller is further configured to:

adjust the frequency response model based
in part on the detected acoustic pressure
wave;
update the vibration instructions using the
adjusted frequency response model; and
provide the updated vibration instructions
to the transducer assembly.

15. A non-transitory computer-readable storage medi-
um storing executable computer program instruc-
tions, the computer program instructions comprising
instructions for:
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generating vibration instructions using a fre-
quency response model and audio content;
providing the vibration instructions to a trans-
ducer assembly configured to be coupled to a
first portion of a back of an auricle of an ear of
the user;
detecting acoustic wave pressure at an entrance
of the ear of the user;
adjusting the frequency response model based
in part on the detected acoustic pressure wave;
updating the vibration instructions using the ad-
justed frequency response model; and
providing the updated vibration instructions to
the transducer assembly.
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