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METHOD FOR MANAGING A MEMORY 
APPARATUS 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation application of 
U.S. patent application Ser. No. 12/471.462 filed on May 25, 
2009. The U.S. patent application Ser. No. 12/471.462 claims 
the benefit of U.S. provisional application No. 61/112,173, 
which was filed on Nov. 6, 2008, and is entitled “METHOD 
FOR BUILDING ALOGICAL-TO-PHYSICAL ADDRESS 
LINKING TABLE OF A MEMORY APPARATUS. The 
U.S. patent application Ser. No. 12/471.462 further claims the 
benefit of U.S. provisional application No. 61/140,850, 
which was filed on Dec. 24, 2008, and entitled “METHOD 
FORMANAGING AND ACCESSINGA STORAGEAPPA 
RATUS. 

BACKGROUND OF THE INVENTION 

0002 1. Field of the Invention 
0003. The present invention relates to flash memory con 

trol, and more particularly, to a method for managing a 
memory apparatus, and an associated memory apparatus 
thereof. 

0004 2. Description of the Prior Art 
0005 While a host is accessing a memory apparatus (e.g. 
a solid state drive, SSD), the host typically sends an accessing 
command and at least a corresponding logical address to the 
memory apparatus. The controller of the memory apparatus 
receives the logical address and transfers the logical address 
into a physical address by utilizing a logical-to-physical 
address linking table. Thus, the controller accesses at least 
one physical memory element (or memory component) of the 
memory apparatus by utilizing the physical address. For 
example, the memory element can be implemented with one 
or more flash memory chips (which can be referred to as flash 
chips for simplicity). 
0006. The logical-to-physical address linking table can be 

built in accordance with a memory unit in the memory ele 
ment. For example, the logical-to-physical address linking 
table can be built by blocks or by pages. When the logical 
to-physical address linking table is built by blocks, the logi 
cal-to-physical address linking table can be referred to as the 
logical-to-physical block address linking table. When the 
logical-to-physical address linking table is built by pages, the 
logical-to-physical address linking table can be referred to as 
the logical-to-physical page address linking table. In addi 
tion, a logical-to-physical page address linking table com 
prising linking relationships about pages of a plurality of 
blocks (or all blocks) in the memory apparatus can be referred 
to as the global page address linking table. 
0007 Assume that the memory element has X physical 
blocks, and each physical block has Y physical pages. In a 
situation where the logical-to-physical address linking table 
is built by blocks, the associated logical-to-physical block 
address linking table can be built by reading a logical block 
address stored in a page of each physical block and recording 
the relationship between the physical block and the associ 
ated logical block. In order to build the logical-to-physical 
blockaddress linking table, X pages respectively correspond 
ing to the X physical blocks have to be read, where the time 
required for this is assumed to be X seconds. 
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0008. In a situation where the logical-to-physical address 
linking table is built by pages, the associated global page 
address linking table can be built by reading a logical page 
address stored in each physical page of all physical blocks and 
recording the relationship between the physical page and the 
associated logical page. In order to build the global page 
address linking table, at least X-Y pages have to be read, 
requiring XY seconds. If a block has 1024 pages, the time 
required for building the global page address linking table is 
1024 times the time required for building the logical-to 
physical block address linking table, i.e. 1024x Seconds, 
which is an unacceptable processing time since the process 
ing speed is too slow. That is, when implementing the global 
page address linking table in this way, the overall perfor 
mance of accessing the memory apparatus is retarded. There 
fore, a novel method is required for efficiently building the 
logical-to-physical address linking table, and related methods 
for managing memory apparatus operated under the novel 
method is required. 

SUMMARY OF THE INVENTION 

0009. It is therefore an objective of the present invention to 
provide a method for managing a memory apparatus, and to 
provide an associated memory apparatus thereof, in order to 
solve the above-mentioned problem. 
0010. It is another objective of the present invention to 
provide a method for managing a memory apparatus, and to 
provide an associated memory apparatus thereof, in order to 
optimize the arrangement of a spare region and a data region 
of the memory apparatus. 
0011. According to at least one preferred embodiment of 
the present invention, a method for managing a memory 
apparatus is disclosed. The memory apparatus comprises at 
least one non-volatile (NV) memory element, each of which 
comprises a plurality of blocks. The method comprises: 
receiving a first access command from a host; analyzing the 
first access command to obtain a first host address; linking the 
first host address to a physical block; receiving a second 
access command from the host; analyzing the second access 
command to obtain a second host address; and linking the 
second host address to the physical block, wherein a differ 
ence value of the first host address and the second host 
address is greater than a number of pages of the physical 
block. 

0012. According to at least one preferred embodiment of 
the present invention, a method for managing a memory 
apparatus is disclosed. The memory apparatus comprises at 
least one NV memory element, each of which comprises a 
plurality of blocks. The method comprises: receiving a first 
access command from a host; analyzing the first access com 
mand to obtain a first host address; linking the first host 
address to at least a page of a first physical block; receiving a 
second access command from the host; analyzing the second 
access command to obtain a second host address; and linking 
the second host address to at least a page of a second physical 
block that is different from the first physical block, wherein a 
difference value of the first host address and the second host 
address is Smaller than a number of pages of the physical 
block. 

0013. It is an advantage of the present invention that, in 
contrast to the related art, the present invention method and 
apparatus can greatly save the time of building logical-to 
physical address linking table(s). Such as the time of building 
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a global page address linking table. Therefore, the present 
invention provides better performance than the related art. 
0014. It is another advantage of the present invention that 
the present invention method and apparatus can record the 
usage information during accessing the pages, and therefore 
can efficiently manage the usage of all blocks according the 
usage information. As a result, the arrangement of the spare 
region and the data region can be optimized. 
0015 These and other objectives of the present invention 
will no doubt become obvious to those of ordinary skill in the 
art after reading the following detailed description of the 
preferred embodiment that is illustrated in the various figures 
and drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0016 FIG. 1 is a block diagram of a memory apparatus 
according to a first embodiment of the invention. 
0017 FIG. 2A illustrates a local page address linking table 
within a block of one of the NV memory elements shown in 
FIG. 1, where the NV memory element of this embodiment is 
a flash chip. 
0018 FIG. 2B compares the one-dimensional (1-D) array 
illustration and the two-dimensional (2-D) array illustration 
of the local page address linking table shown in FIG. 2A. 
0019 FIGS. 3A-3F respectively illustrate exemplary ver 
sions of a global page address linking table of the memory 
apparatus shown in FIG. 1 according to an embodiment of the 
present invention. 
0020 FIG. 4 illustrates a local page address linking table 
within a block of the flash chip shown in FIG. 2A according 
to an embodiment of the present invention. 
0021 FIGS.5A-5B respectively illustrate exemplary ver 
sions of the global page address linking table of the memory 
apparatus shown in FIG. 1 according to the embodiment 
shown in FIG. 4. 
0022 FIG. 6 illustrates an arrangement of one of the NV 
memory elements shown in FIG. 1 according to an embodi 
ment of the present invention, where the NV memory element 
of this embodiment is a flash chip. 
0023 FIGS. 7A-7D illustrate physical addresses of the 
NV memory elements shown in FIG. 1 according to an 
embodiment of the invention, where the NV memory ele 
ments of this embodiment are a plurality of flash chips. 
0024 FIG. 8 illustrates a data region and a spare region for 
managing the flash chips shown in FIGS. 7A-7D. 
0025 FIGS. 9A-9D respectively illustrate exemplary ver 
sions of a global page address linking table of the embodi 
ment shown in FIGS. 7A-7D. 
0026 FIGS. 10A-10F respectively illustrate exemplary 
versions of a valid page count table of the embodiment shown 
in FIGS. 7A-7D. 
0027 FIG. 11 illustrates a valid-page-position table of the 
flash chips shown in FIGS. 7A-7D according to an embodi 
ment of the present invention. 

DETAILED DESCRIPTION 

0028 Please refer to FIG. 1, which illustrates a block 
diagram of a memory apparatus 100 according to a first 
embodiment of the invention. The memory apparatus 100 
comprises a processing unit 110, a volatile memory 120, a 
transmission interface 130, a plurality of non-volatile (NV) 
memory elements 140 0, 140 1,..., and 140 N (e.g. flash 
chips), and a bus 150. Typically, a host (not shown in FIG. 1) 
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can be arranged to access the memory apparatus 100 through 
the transmission interface 130 after the transmission interface 
130 is coupled to the host. For example, the host can represent 
a personal computer Such as a laptop computer or a desktop 
computer. 
0029. The processing unit 110 is arranged to manage the 
memory apparatus 100 according to a program code (not 
shown in FIG. 1) embedded in the processing unit 110 or 
received from outside the processing unit 110. For example, 
the program code can be a hardware code embedded in the 
processing unit 110, such as a ROM code. In another 
example, the program code can be a firmware code received 
from outside the processing unit 110. More particularly, the 
processing unit 110 is utilized for controlling the volatile 
memory 120, the transmission interface 130, the NV memory 
elements 1400, 140 1,..., and 140 N, and the bus 150. The 
processing unit 110 of this embodiment can be an ARM 
processor or an ARC processor. This is for illustrative pur 
poses only, and is not meant to be a limitation of the present 
invention. According to different variations of this embodi 
ment, the processing unit 110 can be other kinds of proces 
SOS. 

0030. In addition, the volatile memory 120 is utilized for 
storing a global page address linking table, data accessed by 
the host (not shown), and other required information for 
accessing the memory apparatus 100. The Volatile memory 
120 of this embodiment can be a DRAM oran SRAM. This is 
for illustrative purposes only, and is not meant to be a limita 
tion of the present invention. According to different variations 
of this embodiment, the volatile memory 120 can be other 
kinds of volatile memories. 

0031. According to this embodiment, the transmission 
interface 130 shown in FIG. 1 is utilized for transmitting data 
and commands between the host and the memory apparatus 
100, where the transmission interface 130 complies with a 
particular communication standard Such as the Serial 
Advanced Technology Attachment (SATA) standard, the Par 
allel Advanced Technology Attachment (PATA) standard, or 
the Universal Serial Bus (USB) standard. For example, the 
memory apparatus 100 is a solid state drive (SSD) installed 
within the host, and the particular communication standard 
can be some communication standard typically utilized for 
implementing internal communication of the host, such as the 
SATA standard or the PATA standard. In another example, the 
memory apparatus 100 is an SSD and is positioned outside the 
host, and the particular communication standard can be some 
communication standard typically utilized for implementing 
external communication of the host, such as the USB stan 
dard. This is for illustrative purposes only, and is not meant to 
be a limitation of the present invention. According to different 
variations of this embodiment, the memory apparatus 100 can 
be a portable memory device Such as a memory card, and the 
particular communication standard can be some communica 
tion standards typically utilized for implementing an input/ 
output interface of a memory card, such as the Secure Digital 
(SD) standard or the Compact Flash (CF) standard. 
0032. In addition, the NV memory elements 140 0, 140 
1,..., and 140 N are utilized for storing data, where the NV 
memory elements 140 0, 140 1, ..., and 140 N can be, but 
not limited to, NAND flash chips. The bus 150 is utilized for 
coupling the processing unit 110, the volatile memory 120, 
the transmission interface 130, and the NV memory elements 
1400, 1401, . . . , and 140 N, and for communication 
thereof. 
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0033 According to this embodiment, the processing unit 
110 can provide at least one block of the memory apparatus 
100 with at least one local page address linking table within 
the memory apparatus 100, where the local page address 
linking table comprises linking relationships between physi 
cal page addresses and logical page addresses of a plurality of 
pages. In this embodiment, the processing unit 110 builds the 
local page address linking table during programming/writing 
operations of the memory apparatus 100. The processing unit 
110 can further build the global page address linking table 
mentioned above according to the local page address linking 
table. For example, the processing unit 110 reads a first link 
ing relationship between a first physical page address and a 
first logical page address from the at least one local page 
address linking table, and then records the first linking rela 
tionship into the global page address linking table. The pro 
cessing unit 110 can further read a second linking relationship 
between a second physical page address and the first logical 
page address from the at least one local page address linking 
table, and then record the second linking relationship into the 
global page address linking table in order to update the global 
page address linking table. 
0034 More particularly, the processing unit 110 provides 
a plurality of blocks of the memory apparatus 100 with a 
plurality of local page address linking tables within the 
memory apparatus 100, respectively. That is, the aforemen 
tioned at least one local page address linking table comprises 
a plurality of local page address linking tables. The process 
ing unit 110 can further build the global page address linking 
table mentioned above according to the local page address 
linking tables. More specifically, the processing unit 110 can 
read one of the local page address linking tables to update the 
global page address linking table mentioned above. For 
example, the first linking relationship of a first physical page 
is read from a first local page address linking table of the local 
page address linking tables, and the second linking relation 
ship of a second physical page is read from a second local 
page address linking table of the local page address linking 
tables. Implementation details of the local page address link 
ing tables are further described by referring to FIG. 2A. 
0035 FIG. 2A illustrates a local page address linking table 
within a block of the NV memory element 140 0, where the 
NV memory element 140 0 of this embodiment is referred to 
as a flash chip 0 for simplicity. As shown in FIG. 2A, the flash 
chip 0 comprises a plurality of blocks, such as blocks 0, 1, 2, 
. . . , M in this embodiment. Please note that a block is an 
erasing unit. In otherwords, when erasing data is required, the 
processing unit 110 erases all data stored in the block at a 
time. In addition, a block, such as the block 0 shown in FIG. 
2A, comprises a plurality of pages. For example, the block 0 
of the flash chip 0 comprises 128 pages. Within a block such 
as the block 0, the pages are divided into two areas, a data area 
for storing data and a table area for storing a local page 
address linking table 0. The pages in the data area of the block 
can be referred to as the data pages of the block. 
0036. According to this embodiment, the page amount of 
the data area and the page amount of the table area can be 
determined as required. For example, pages 0, 1, 2, ..., 126 
is utilized for storing data and the remaining page of the block 
is utilized for storing the local page address linking table 0. 
This is for illustrative purposes only, and is not meant to be a 
limitation of the present invention. According to a variation of 
this embodiment, the data area may comprise less than 127 
pages, and the table area may comprise two or more pages. 
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According to another variation of this embodiment, the total 
page amount of the block, the page amount of the data area, 
and the page amount of the table area may vary. Please note 
that a page is a programming/writing unit. In other words, 
when programming/writing data is required, the processing 
unit 110 programs/writes a page of data into a page at a time. 
According to this embodiment, the NV memory elements 
140 0, 140 1, ..., and 140 N shown in FIG. 1 are respec 
tively referred to as the flash chips 0, 1,..., and N, where each 
block of the NV memory elements 140 0, 140 1,..., 140 N 
may have a local page address linking table. For simplicity, 
only the local page address linking table 0 of the block 0 of the 
flash chip 0 is illustrated in FIG. 2A since the functions/ 
operations of each local page address linking table are similar 
to each other. 
0037. In this embodiment, the local page address linking 
table 0 is built when all the data pages in the block 0 have been 
programmed, namely fully programmed. Before the data 
pages in the block 0 are fully programmed, however, the 
processing unit 110 temporarily stores a temporary local page 
address linking table 0 in the volatile memory 120, and further 
updates the temporary local page address linking table 0 
when any linking relationship between a physical page 
address and a logical page address in the block 0 is changed. 
0038 According to this embodiment, the ranking of a field 
(entry) of the temporary/non-temporary local page address 
linking table (e.g. the temporary local page address linking 
table 0 or the local page address linking table 0) represents a 
physical page address, and the content of this field represents 
an associated logical page address. For example, Suppose that 
it and j are respectively the row number and the column 
number of the illustrative table location (i,j) of the tempo 
rary/non-temporary local page address linking table shown in 
FIG. 2A and i? 0, 1,..., etc. and 0, 1,..., etc. In this 
two-dimensional (2-D) array illustration of the temporary/ 
non-temporary local page address linking table shown in FIG. 
2A, the illustrative table location (i,j) corresponding to the 
(i.*4+j)" field represents a physical page address PPN, 
which can be described as follows: 

where the notation PBN stands for the physical block number 
of the physical block under discussion (e.g. PBN=0,1,2,... 
, etc. for the blocks 0, 1, 2, . . . , etc., respectively), and the 
notation DPC stands for the data page count of each block 
(e.g. 127 in this embodiment). This is for illustrative purposes 
only, and is not meant to be a limitation of the present inven 
tion. For better comprehension, the temporary/non-tempo 
rary local page address linking table can be illustrated as a 
single column, as shown in the right half of FIG. 2B, where 
“PHY Page' stands for “physical page', and “LOG Page' 
stands for “logical page'. Given that it is still the row number 
and i? 0, 1,..., etc., within the temporary/non-temporary 
local page address linking table of the block PBN of this 
one-dimensional (1-D) array illustration shown in the right 
half of FIG. 2B, the illustrative table location it correspond 
ing to the it" field represents a physical page address 
(PBN*DPC+i). That is, for this 1-D array illustration, the 
above equation can be re-written as follows: 

0039 Please note that, in this embodiment, a range of the 
logical page addresses in the local page address linking table 
0 is not greater than the number of pages in the block 0 (i.e. 
128 in this embodiment). This is for illustrative purposes only, 
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and is not meant to be a limitation of the present invention. 
According to a variation of this embodiment, a range of the 
logical page addresses in a local page address linking table 
Such as the local page address linking table 0 can be greater 
than the number of pages in a block such as the block 0. 
0040. Within the temporary local page address linking 
table 0 or the local page address linking table 0 shown in FIG. 
2A, the illustrative table location (0, 0) (i.e. the upper-left 
location) corresponding to the first field represents the physi 
cal page address 0x0000, the illustrative table location (0, 1) 
corresponding to the second field represents the physical page 
address 0x0001, the illustrative table location (0, 2) corre 
sponding to the third field represents the physical page 
address 0x0002, the illustrative table location (0, 3) corre 
sponding to the fourth field represents the physical page 
address 0x0003, the illustrative table location (1, 0) corre 
sponding to the fifth field represents the physical page address 
0x0004, and so on. 
0041 According to the embodiment shown in FIG. 2A, 
when the host sends a command 0 to the processing unit 110 
in order to program data 0 at a logical page address 0x0002, 
the processing unit 110 programs the data 0 and the logical 
page address 0x0002 into the page 0 of the block 0 of the flash 
chip 0, wherein the data 0 is programmed in a data byte region 
(labeled “DBR) of the page 0, and the logical page address 
0x0002 is programmed in a spare byte region (labeled 
“SBR) of the page 0 as spare information. In addition, the 
processing unit 110 writes the logical page address 0x0002 
into the first field of the temporary local page address linking 
table 0 (or the illustrative table location (0, 0) thereof in this 
embodiment, i.e. the illustrative table location of the first 
column and the first row) to thereby indicate that the logical 
page address 0x0002 links/maps to the page 0 of the block 0 
of the flash chip 0, whose physical page address is 00000. 
0042. Similarly, when the host then sends a command 1 to 
the processing unit 110 in order to program data 1 at a logical 
page address 0x0001, the processing unit 110 programs the 
data 1 and the logical page address 0x0001 into the page 1 of 
the block 0 of the flash chip 0, wherein the data 1 is pro 
grammed in a data byte region (labeled “DBR) of the page 1, 
and the logical page address 0x0001 is programmed in a spare 
byte region (labeled “SBR) of the page 1 as spare informa 
tion. In addition, the processing unit 110 writes the logical 
page address 0x0001 into the second field of the temporary 
local page address linking table 0 (or the illustrative table 
location (0, 1) thereof in this embodiment, i.e. the illustrative 
table location of the second column and the first row) to 
thereby indicate that the logical page address 0x0001 links/ 
maps to page 1 of block 0 offlash chip 0, whose physical page 
address is 0x0001. Afterward, when the host sends a com 
mand 2 to the processing unit 110 in order to program data 2 
at the logical page address 0x0002 again, the processing unit 
110 programs the data 2 and the logical page address 0x0002 
into the page 2 of the block 0, wherein the data 2 is pro 
grammed in a data byte region (labeled “DBR) of the page 2, 
and the logical page address 0x0002 is programmed in a spare 
byte region (labeled “SBR) of the page 2 as spare informa 
tion. In addition, the processing unit 110 writes the logical 
page address 0x0002 into the third field of the temporary local 
page address linking table 0 (or the illustrative table location 
(0, 2) thereof in this embodiment, i.e. the illustrative table 
location of the third column and the first row) to thereby 
update that the logical page address 0x0002 links/maps to the 
page 2 of the block 0 of the flash chip 0, whose physical page 
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address is 0x0002. Similar operations for the subsequent 
pages are not repeated in detail for simplicity. 
0043. As a result of the above operations, referring to the 
upper-right portion of FIG. 2A, a serial of logical page 
addresses {00002, 0x0001, 0x0002, 0x0005, 0x0003, 
0x0007, 0x0010, 0x0008,..., 0x0000, 0x0009, 0x0004} are 
written in the temporary local page address linking table 0. 
When all the data pages in the block 0 (i.e. pages 0, 1, 2, ... 
126 in this embodiment) have been programmed, the pro 

cessing unit 110 copies the temporary local page address 
linking table 0 to build the local page address linking table 0. 
More specifically, the processing unit 110 programs the local 
page address linking table 0 into the table area (i.e. the 
remaining page 127) of the block 0 of the flash chip 0 in this 
embodiment. This is for illustrative purposes only, and is not 
meant to be a limitation of the present invention. According to 
a variation of this embodiment, the processing unit 110 can 
program a local page address linking table for a portion of 
data pages in a block, rather than all data pages of the block. 
0044. In this variation, after programming a first portion of 
data pages of a specific block, the processing unit 110 can 
program a first local page address linking table for the first 
portion of data pages, where the first local page address 
linking table is positioned next to the first portion of data 
pages. After programming a second portion of data pages of 
the specific block, the processing unit 110 can program a 
second local page address linking table for the second portion 
of data pages. For example, the second local page address 
linking table is positioned next to the second portion of data 
pages. In another example, the second local page address 
linking table is positioned at the end (e.g. the last page) of the 
specific block. In another example, the second local page 
address linking table is positioned at the beginning (e.g. the 
first page) of the block next to the specific block. In another 
example, the second local page address linking table is posi 
tioned at another page (or other pages) of the block next to the 
specific block. 
004.5 FIGS. 3A-3F respectively illustrate exemplary ver 
sions of the aforementioned global page address linking table 
of the memory apparatus 100 according to an embodiment of 
the present invention. When building the global page address 
linking table of the memory apparatus 100, the processing 
unit 110 reads each of the local page address linking tables 
respectively corresponding to the blocks of the memory appa 
ratus 100 to build the global page address linking table. For 
example, within the memory apparatus 100, if only the blocks 
0 and 1 of the flash chip 0 have been fully programmed, and 
if the local page address linking table 0 in the block 0 and the 
local page address linking table 1 in the block 1 have been 
built, the processing unit 110 reads the local page address 
linking tables 0 and 1 to build the global page address linking 
table. 
0046 According to this embodiment, referring to the left 
half of FIG. 3A first, the ranking of a field of the global page 
address linking table represents a logical page address, and 
the content of this field represents an associated physical page 
address. For example, given that it and are respectively the 
row number and the column number of the illustrative table 
location (i,j) of the global page address linking table shown 
in the left half of FIG. 3A and i =0, 1,..., etc. andji=0, 1,. 

... etc. in this 2-D array illustration, the illustrative table 
location (i,j) corresponding to the (i, *4+j)" field repre 
sents a logical page address (i. 4+). This is for illustrative 
purposes only, and is not meant to be a limitation of the 
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present invention. Forbetter comprehension, the global page 
address linking table can be illustrated as a single column, as 
shown in the right half of FIG.3A. Given that it is still the row 
number and i =0, 1,..., etc., within this 1-D array illustration 
of the global page address linking table, the illustrative table 
location it corresponding to the i," field represents a logical 
page address i. 
0047. Within the global page address linking table shown 
in the left half of FIG.3A, the illustrative table location (0, 0) 
(i.e. the upper-left location) corresponding to the first field 
represents the logical page address 0x0000, the illustrative 
table location (0, 1) corresponding to the second field repre 
sents the logical page address 0x0001, the illustrative table 
location (0,2) corresponding to the third field represents the 
logical page address 0x0002, the illustrative table location (0, 
3) corresponding to the fourth field represents the logical 
page address 0x0003, the illustrative table location (1, 0) 
corresponding to the fifth field represents the logical page 
address 0x0004, and so on. 
0048. When building the global page address linking 

table, the processing unit 110 reads the first field of the local 
page address linking table 0 shown in FIG.2A and obtains the 
logical page address 0x0002, and therefore determines that 
the logical page address 0x0002 links to the page 0 of the 
block 0 of the flash chip 0, whose physical page address is 
0x0000. As shown in FIG. 3A, the processing unit 110 writes 
the physical page address 0x0000 (PHY Page 0x0000) into 
the third field of the global page address linking table (i.e. the 
illustrative table location (0,2) of the 2-D array illustration 
thereof) to indicate that the logical page address 0x0002 
(LOG Page 0x0002) links to the physical page address 
OXOOOO. 

0049. Next, the processing unit 110 reads the second field 
of the local page address linking table 0 shown in FIG.2A and 
obtains the logical page address 0x0001, and therefore deter 
mines that the logical page address 0x0001 links to the page 
1 of the block 0 of the flash chip 0, whose physical page 
address is 0x0001. As shown in FIG. 3B, the processing unit 
110 writes the physical page address 0x0001 into the second 
field of the global page address linking table to indicate that 
the logical page address 0x0001 (LOG Page 0x0001) links to 
the physical page address 0x0001 (PHY Page 0x0001). 
0050. Then, the processing unit 110 reads the third field of 
the local page address linking table 0 shown in FIG. 2A and 
obtains the logical page address 0x0002, and therefore deter 
mines that the logical page address 0x0002 links to the page 
2 of the block 0 of the flash chip 0, whose physical page 
address is 0x0002. As shown in FIG. 3C, the processing unit 
110 writes (or updates) the physical page address 0x0002 into 
the third field of the global page address linking table to 
indicate that the logical page address 0x0002 (LOG Page 
0x0002) links to the physical page address 0x0002 (PHY 
Page 0x0002). 
0051. Subsequently, the processing unit 110 reads the 
fourth field of the local page address linking table 0 shown in 
FIG. 2A and obtains the logical page address 0x0005, and 
therefore determines that the logical page address 0x0005 
links to the page 3 of the block 0 of the flash chip 0, whose 
physical page address is 0x0003. As shown in FIG. 3D, the 
processing unit 110 writes the physical page address 0x0003 
into the sixth field of the global page address linking table to 
indicate that the logical page address 0x0005 (LOG Page 
0x0005) links to the physical page address 0x0003 (PHY 
Page 0x0003). 
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0052. Afterward, the processing unit 110 reads the fifth 
field of the local page address linking table 0 shown in FIG. 
2A and obtains the logical page address 0x0003, and there 
fore determines that the logical page address 0x0003 links to 
the page 4 of the block 0 of the flash chip 0, whose physical 
page address is 0x0004. As shown in FIG.3E, the processing 
unit 110 writes the physical page address 0x0004 into the 
fourthfield of the global page address linking table to indicate 
that the logical page address 0x0003 (LOG Page 0x0003) 
links to the physical page address 0x0004 (PHY Page 
0x0004). Similar operations for the subsequent linking rela 
tionships are not repeated in detail. After reading all fields of 
the local page address linking table 0 shown in FIG. 2A and 
filling the corresponding physical page addresses into the 
associated fields of the global page address linking table, the 
processing unit 110 builds the global page address linking 
table as shown in FIG. 3F. 

0053 FIG. 4 illustrates the local page address linking table 
1 within the block 1 of the flash chip 0 according to an 
embodiment of the present invention. After reading all fields 
of the local page address linking table 0 shown in FIG.2A and 
filling the corresponding physical page addresses into the 
associated fields of the global page address linking table as 
shown in FIG. 3F, the processing unit 110 further reads the 
local page address linking table 1 within the block 1 in order 
to complete the global page address linking table. Please note 
that, in this embodiment, the local page address linking table 
1 is built when all data pages in the block 1 have been pro 
grammed. This is for illustrative purposes only, and is not 
meant to be a limitation of the present invention. According to 
a variation of this embodiment, a local page address linking 
table can be built for a block when at least a data page (e.g. a 
data page or a plurality of pages) in this block have been 
programmed. In this variation, the local page address linking 
table is built for this block, and more particularly, for at least 
the data page. For example, the local page address linking 
table is built for a few data pages such as physical pages 0 and 
1 of this block, where the local page address linking table for 
the physical pages 0 and 1 is built and stored in the Subsequent 
physical page, i.e. the physical page 2. When building (or 
updating) the global page address linking table, in a situation 
where there is no local page address linking table found in the 
last page of this block, the processing unit 110 tries to find the 
last programmed page of this block. In this variation, the 
processing unit 110 searches back, starting from the last page, 
in order to find the last programmed page of this block. As a 
result, the processing unit 110 reads all fields of the local page 
address linking table from the last programmed page of this 
block and fills the corresponding physical page addresses into 
the associated fields of the global page address linking table, 
in order to complete/update the global page address linking 
table. 

0054 According to the embodiment shown in FIG.4, the 
processing unit 110 reads the first field of the local page 
address linking table 1 and obtains the logical page address 
0x0006, and therefore determines that the logical page 
address 0x0006 links to the page 0 of the block 1 of the flash 
chip 0, whose physical page address is 0x0127 in this embodi 
ment. As shown in FIG.5A, the processing unit 110 writes the 
physical page address 0x0127 into the seventh field of the 
global page address linking table to indicate that the logical 
page address 0x0006 (LOG Page 0x0006) links to the physi 
cal page address 0x0127 (PHY Page 0x0127). 
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0055 Next, the processing unit 110 reads the second field 
of the local page address linking table 1 shown in FIG. 4 and 
obtains the logical page address 0x0002, and therefore deter 
mines that the logical page address 0x0002 links to the page 
1 of the block 1 of the flash chip 0, whose physical page 
address is 0x0128. As shown in FIG. 5B, the processing unit 
110 writes (or updates) the physical page address 0x0128 into 
the third field of the global page address linking table to 
indicate that the logical page address 0x0002 (LOG Page 
0x0002) links to the physical page address 0x0128 (PHY 
Page 0x0128). Similar operations for the subsequent linking 
relationships are not repeated in detail. After reading all fields 
of the local page address linking tables 0 and 1 and filling the 
corresponding physical page addresses into the associated 
fields of the global page address linking table, the processing 
unit 110 completes the global page address linking table. 
0056. Instead of reading all pages (or memory units) of the 
NV memory elements 140 0,140 1,..., and 140 N to build 
the global page address linking table, the processing unit 110 
of this embodiment merely reads a few number of local page 
address linking tables within (or representing but not within) 
the blocks that are fully or partially programmed. Therefore, 
the memory apparatus implemented according to the present 
invention surely have better efficiency than those imple 
mented according to the related art. 
0057 According to a variation of this embodiment, in a 
situation where all data pages of all data blocks of the NV 
memory elements 140 0, 140 1, . . . . and 140 N are fully 
programmed, the processing unit 110 merely reads the local 
page address linking tables respectively corresponding to the 
data blocks to build the global page address linking table. If 
the NV memory elements 140 0, 140 1,..., and 140 N have 
X, data blocks in total, and each data block has Y, data pages. 
the processing unit 110 reads X, local page address linking 
tables (whose data amount is typically less than X pages in 
total) to build the global page address linking table, rather 
than reading X-Y, pages. In other words, the time required 
for building the global page address linking table according to 
the present invention is similar to the time required for build 
ing the global block address linking table. 
0058 According to another variation of this embodiment, 
in a situation where a particular block is not fully pro 
grammed (i.e. the particular block is partially programmed), 
at one time there is no local page address linking table within 
the particular block. In the volatile memory 120, however, 
there is a temporary local page address linking table of the 
particular block. The processing unit 110 of this variation can 
program/write the temporary local page address linking table 
to the particular block before shutting down the memory 
apparatus 100. For example, after the memory apparatus 100 
begins a start-up process, the host can read the local page 
address linking table stored in the particular block, in order to 
build or update the global page address linking table. This is 
for illustrative purposes only, and is not meant to be a limita 
tion of the present invention. In another example, after the 
memory apparatus 100 begins a start-up process, the process 
ing unit 110 can read the pages programmed in the particular 
block, and more particularly, the spare byte region of each 
page programmed in the particular block, in order to build or 
update the global page address linking table. 
0059. In a situation where the processing unit 110 reads 
the pages programmed in the particular block to build or 
update the global page address linking table, the processing 
unit 110 has to read less than Y, pages of data from the 
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particular block. As a result, for completing the global page 
address linking table, the data amount that the processing unit 
110 has to read is less than (X+Y) pages, given that the 
NV memory elements 140 0, 140 1, . . . . and 140 N have 
X fully programmed blocks in total and further have a 
partially programmed block having Yee programmed data 
pages. Therefore, in regard to building the global page 
address linking table, the memory apparatus implemented 
according to the present invention still have better efficiency 
than those implemented according to the related art. 
0060 According to different variations of the embodi 
ments mentioned above, the global page address linking table 
can be built during any start-up process of the memory appa 
ratus 100 or at any time in response to a request from a user. 
0061 According to different variations of the embodi 
ments mentioned above, the global page address linking table 
can be divided into a plurality of partial tables stored in one or 
more of the NV memory elements (e.g. the partial tables are 
respectively stored in the NV memory elements 140 0, 140 
1,..., and 140 N). Each divided partial table can be referred 
as a Sub-global page address linking table. The processing 
unit 110 can read and store at least one sub-global page 
address linking table (e.g. a sub-global page address linking 
table, Some Sub-global page address linking tables, or all the 
Sub-global page address linking tables) of the global page 
address linking table into the volatile memory 120, depending 
on the size of the global page address linking table and the 
size of the volatile memory 120 or depending on some 
requirements. The processing unit 110 can utilize the Sub 
global page address linking table stored in the Volatile 
memory 120 to perform the logical-to-physical address trans 
ferring operations of the aforementioned embodiments. 
0062 FIG. 6 illustrates an arrangement of the NV memory 
element 140 0 according to an embodiment of the present 
invention, where the NV memory element 140 0 of this 
embodiment is referred to as the flash chip 0 as mentioned 
above. As shown in FIG. 6, a page comprises a plurality of 
sectors, e.g. sectors 0, 1, 2, and 3. A sector is the minimal read 
unit, which can be 512 bytes in this embodiment. In other 
words, the processing unit 110 can read one sector or a plu 
rality of sectors during a reading operation. 
0063 FIGS. 7A-7D illustrate the physical addresses of the 
flash chips 0, 1,..., and Naccording to an embodiment of the 
invention, where N=3 and M=1023 in this embodiment. As 
the physical addresses of this embodiment may fall within a 
range that is wider than the range 0x0000, 0xFFFF utilized 
in some embodiments disclosed above, the physical 
addresses are illustrated with the decimal numeral system 
hereinafter for simplicity. This is for illustrative purposes 
only, and is not meant to be a limitation of the present inven 
tion. According to a variation of this embodiment, the physi 
cal addresses can be illustrated with the hexadecimal numeral 
system, where the physical addresses may have more digits 
than those in Some embodiments disclosed above. According 
to another variation of this embodiment, the physical 
addresses can be illustrated with another numeral system 
when needed. 

0064 Regarding the physical block addresses, the first 
block of the flash chip 0 is regarded as the first block of the 
flash chips 0-3, and is addressed as the physical blockaddress 
0, and therefore, can be referred to as PHY BLK 0, where 
“PHY BLK stands for “physical block”. The last block of the 
flash chip 0 is regarded as the 1024" block of the flash chips 
0-3, and is addressed as the physical blockaddress 1023, and 
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therefore, can be referred to as PHY BLK 1023. The first 
block of the flash chip 1 is regarded as the 1025" block of the 
flash chips 0-3, and is addressed as the physical blockaddress 
1024, and therefore, can be referred to as PHY BLK1024, and 
so on. The last block of the flash chip 3 is regarded as the 
4096" block of the flash chips 0-3, and is addressed as the 
physical blockaddress 4095, and therefore, can be referred to 
as PHY BLK 4095. In this embodiment, the blocks of the 
flash chips 0-3 comprise 4 sets of PHY BLKs {0, 1, . . . . 
1023}, {1024, 1025,..., 2047}, {2048, 2049,...,3071}, and 
{3072, 3073,..., 4095}, i.e. 4096 PHY BLKs in total. 
0065 Regarding the physical page addresses, the first 
page of PHY BLK 0 is regarded as the first page of the flash 
chips 0-3, and is addressed as the physical page address 0, and 
therefore, can be referred to as PHY Page 0. The last page of 
PHY BLK 0 is regarded as the 128" page of the flash chips 
0-3, and is addressed as the physical page address 127, and 
therefore, can be referred to as PHY Page 127. The first page 
of PHY BLK1 is regarded as the 129 page of the flash chips 
0-3, and is addressed as the physical page address 128, and 
therefore, can be referred to as PHY Page 128, and so on. The 
last page of PHY BLK 4095 is regarded as the 524288" page 
of the flash chips 0-3, and is addressed as the physical page 
address 524287, and therefore, can be referred to as PHY 
Page 524287. In this embodiment, the pages of the flash chips 
0-3 comprise 4096 sets of PHY Pages {0, 1,..., 127}, {128, 
129,..., 255},..., and 524160,524161,...,524287}, i.e. 
524288 PHY Pages in total. 
0.066 FIG. 8 illustrates a data region and a spare region for 
managing the flash chips 0-3 shown in FIGS. 7A-7D. As 
shown in FIG. 8, the flash chips 0-3 are logically divided into 
the data region and the spare region. The data region is uti 
lized for storing data, and may initially comprise PHY BLKs 
2,3,..., and 4095. The spare region is utilized for writing new 
data, where the spare region typically comprises erased 
blocks, and may initially comprise PHY BLKs 0 and 1. After 
a lot of accessing operations, the spare region may logically 
comprise a different set of physical blocks, and the data 
region may logically comprise the other physical blocks. For 
example, after a lot of accessing operations, the spare region 
may comprise PHY BLKs 4094 and 4095, and the data region 
may comprise PHY BLKs 0-4093. In another embodiment, 
the spare region may comprise PHY's BLK 0, 1024, 2048, and 
3096, i.e. each of the flash chips 0-3 comprises at least a block 
logically belonging to the spare region. Please note that the 
number of blocks of the data region and the number of blocks 
of the spare region can be determined based upon user/de 
signer requirements. For example, the spare region may com 
prise 4 PHY BLKs, and the data region may comprise 4092 
PHY BLKS. 

0067. During writing/programming operations, the host 
sends a command C0 to the memory apparatus 100 in order to 
write 4 sectors of data, Do-Ds, at corresponding host 
addresses 0000008-0000011. The volatile memory 120 tem 
porarily stores data Ds-Ds. The processing unit 110 parses 
the command C0 to execute the writing/programming opera 
tion corresponding to the command C0. The processing unit 
110 transfers the host addresses 0000008-0000011 into asso 
ciated logical addresses. The processing unit 110 divides the 
host address 0000008 by the number of sectors of a page, i.e. 
4 in this embodiment, and obtains a quotient 2 and a remain 
der 0. The quotient 2 means that the logical page address 
thereof is 2, and therefore, the logical page indicated by the 
logical page address 2 can be referred to as LOG Page 2. In 
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addition, the remainder 0 means that the data Dso should be 
stored in a first sector of a page. The processing unit 110 
further divides the host address 0000008 by the number of 
sectors of a block, i.e. 512 in this embodiment, and obtains a 
quotient 0 and a remainder 8. The quotient 0 means that the 
logical block address thereof is 0, and therefore, the logical 
block indicated by the logical blockaddress 0 can be referred 
to as LOG BLK 0, where “LOG BLK stands for “logical 
block. 

0068. In practice, when the host address is expressed with 
the binary numeral system, the dividing operations can be 
performed by truncating a portion of bits of the host address. 
For example, when dividing the host address 0000008 by 4, 
the processing unit 110 extracts the last two bits (i.e. two 
adjacent/continuous bits including the least significant bit 
(LSB)) from the binary expression of the host address to 
obtain the remainder 0, and extracts the other bits from this 
binary expression to obtain the quotient 2. In addition, when 
dividing the host address 0000008 by 512, the processing unit 
110 can extract the last nine bits (i.e. nine adjacent/continuous 
bits including the LSB) from the binary expression of the host 
address to obtain the remainder 8, and extract the other bits 
from this binary expression to obtain the quotient 0. There 
fore, in this embodiment, the host address 0000008 substan 
tially comprises the logical page address 2 and the logical 
blockaddress 0. Please note that, as the host address 0000008 
inherently belongs to LOG Page 2 and inherently belongs to 
LOG BLK 0, the processing unit 110 of a variation of this 
embodiment can parse the host address 0000008 by bit-shift 
ing, rather than really performing the dividing operations. 
0069. Similarly, the processing unit 110 of this embodi 
ment determines that the logical page addresses of the host 
addresses 0000009, 0000010, and 0000011 are all 2 (i.e. all of 
the host addresses 0000009, 0000010, and 0000011 inher 
ently belong to LOG Page 2, or comprise the logical page 
address 2), and the logical block addresses thereofare all 0 
(i.e. all of the host addresses 0000009, 0000010, and 0000011 
further inherently belong to LOG BLK 0, or comprise the 
logical block address 0). In addition, the data Ds, Ds, and 
Ds should be respectively stored in the second, the third, and 
the fourth sectors of a page. 
0070. In this embodiment, PHY BLK 0 is erased and is 
logically positioned in the spare region initially, the process 
ing unit 110 pops the PHY BLK 0 from the spare region, and 
writes/programs the data Ds-Ds into the first, the second, 
the third, and the fourth sectors of PHY Page 0, respectively. 
The processing unit 110 further records 0 in the third field of 
the global page address linking table of this embodiment, in 
order to indicate that LOG Page 2 links to PHY Page 0. FIGS. 
9A-9D respectively illustrate exemplary versions of the glo 
bal page address linking table of this embodiment. The 
arrangement of the illustrative table locations of this embodi 
ment is similar to that of FIGS. 3A-3F, and therefore, is not 
explained in detail for simplicity. Referring to the global page 
address linking table shown in FIG. 9A, the physical page 
address 0 has been written in the third field, which indicates 
that LOG Page 2 links to PHY Page 0. Alternatively, the 
physical page address 0 can be written in a corresponding 
field of a temporary local page address linking table thereof 
for indicating the linking relationship of the logical and 
physical addresses. Then, the global page address linking 
table can be updated accordingly. The implementation details 
of updating the global page address linking table according to 
the temporary local page address linking table are similar to 
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those of the embodiments mentioned above. For simplicity, 
the following embodiments only illustrate that the global 
page address linking table is updated for reflecting a new 
logical-to-physical page address linking relationship, how 
ever, those skilled in the art will appreciate that the temporary 
local page address linking table can be updated for reflecting 
the new logical-to-physical page address linking relationship 
when obtaining the teachings disclosed in the embodiments 
of the invention. Therefore, related descriptions are omitted. 
0071. In addition, the processing unit 110 records usage 
information during accessing the pages. For example, the 
usage information comprises a valid page count table for 
recording valid page counts of the blocks, respectively. This is 
for illustrative purposes only, and is not meant to be a limita 
tion of the present invention. According to a variation of this 
embodiment, the usage information comprises an invalid 
page count table for recording invalid page counts of the 
blocks, respectively. In practice, as each fully programmed 
block comprise a predetermined number of pages (e.g. 128 
pages in this embodiment), the valid page count and the 
invalid page count of the same fully programmed block are 
complementary to each other. 
0072 According to this embodiment, the processing unit 
110 records 1 in the first field of the valid page count table, in 
order to indicate that PHY BLK 0 contains 1 valid page (i.e. 
1 page of useful data; or in other words, 1 page of valid data). 
Please note that the global page address linking table and the 
valid page count table can be stored in the Volatile memory 
120. In this way, the global page address linking table and the 
valid page count table can be updated easily during accessing 
the flash chips. This is for illustrative purposes only, and is not 
meant to be a limitation of the present invention. According to 
a variation of this embodiment, the global page address link 
ing table and the valid page count table can be loaded from the 
volatile memory 120 and stored in one or more of the NV 
memory elements 140 0, 140 1, . . . . and 140 N before 
shutting down the memory apparatus 100. More particularly, 
the global page address linking table and the valid page count 
table can be stored in one or more link blocks of the NV 
memory elements 140 0, 140 1,..., and 140 N. In this way, 
the global page address linking table and the valid page count 
table can be preserved while the memory apparatus 100 shuts 
down. Each of the one or more link blocks is a particular block 
for preserving system information. While turning on the 
memory apparatus 100 next time, the global page address 
linking table and the valid page count table can be easily 
obtained from the link block(s). 
0073. Next, the host sends a command C1 to the memory 
apparatus 100 in order to write 4 sectors of data, Dsa-D7, into 
corresponding host addresses 0000512-0000515. Similarly, 
the processing unit 110 determines that the logical page 
addresses of the host addresses 0000512-0000515 are all 128 
(i.e. all of the host addresses 0000512-0000515 belong to 
LOG Page 128, or comprise the logical page address 128), 
and the logical blockaddresses thereofare all 1 (i.e. all of the 
host addresses 0000512-0000515 further belong to LOG 
BLK 1, or comprise the logical blockaddress 1). In addition, 
the data Da-Ds, should be stored in the first, the second, the 
third, and the fourth sectors of a page, respectively. Since 
PHY Page 0 has been programmed, the processing unit 110 
writes/programs the data Ds-Ds, into the first, the second, 
the third, and the fourth sectors of PHY Page 1 (which is the 
page subsequent to PHY Page 0), respectively. The process 
ing unit 110 further records 1 in the 129" field of the global 
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page address linking table shown in FIG. 9A, in order to 
indicate that LOG Page 128 links to PHY Page 1. In addition, 
the processing unit 110 records 2 in the first field of the valid 
page count table (i.e. the processing unit 110 updates the first 
field thereof with 2), in order to indicate that PHY BLK 0 
contains 2 valid pages (i.e. 2 pages of valid data). That is, the 
processing unit 110 increases the valid page count of PHY 
BLK 0. This is for illustrative purposes only, and is not meant 
to be a limitation of the present invention. In a situation where 
the valid page count table is replaced by the invalid page count 
table mentioned above, the processing unit 110 maintains a 
value of an invalid page count of PHY BLK 0. 
0074 Please note that the host addresses 0000512 
0000515 and the host addresses 0000008-0000011 belong to 
different logical block (e.g. the host addresses 0000512 
0000515 belong to LOG BLK 1, and the host addresses 
0000008-0000011 belong to LOG BLK 0), however, these 
host addresses all link to the associated pages in the same 
physical blocks, and data corresponding to the host addresses 
0000512-0000515 and data corresponding to the host 
addresses 0000008-0000011 are both programmed/written in 
the same physical block, i.e. PHY BLK 0 in this embodiment. 
0075. In the above situation, when a first set of host 
addresses (e.g. the host addresses 0000512-0000515) belong 
to a first logical block (e.g. LOG BLK1) and a second set of 
host addresses (e.g. the host addresses 0000008-0000011) 
belong to a second logical block (e.g. LOG BLK 0), the 
processing unit 110 can program/write both the data corre 
sponding to the first set of host addresses and the data corre 
sponding to the second set of host addresses in the same 
physical block (e.g. PHY BLK 0). This is for illustrative 
purposes only, and is not meant to be a limitation of the 
present invention. According to a variation of this embodi 
ment, when a first set of host addresses belong to a first logical 
block, the processing unit 110 can program/write a first por 
tion and a second portion of the data corresponding to the first 
set of host addresses in different physical blocks wherein the 
first portion and the second portion of the data are not overlap. 
0076. In this embodiment, the host then sends a command 
C2 to the memory apparatus 100 in order to write 4 sectors of 
data, Dss-Ds, into corresponding host addresses 0000004 
0000007. Similarly, the processing unit 110 determines that 
the logical page addresses of the host addresses 0000004 
0000007 are all 1 (i.e. all of the host addresses 0000004 
0000007 belong to LOG Page 1, or comprise the logical page 
address 1), and the logical block addresses thereofare all 0 
(i.e. all of the host addresses 0000004-0000007 further 
belong to LOG BLK 0, or comprise the logical blockaddress 
0). In addition, the data Dss-Ds should be stored in the first, 
the second, the third, and the fourth sectors of a page, respec 
tively. Since PHY Page 1 has been programmed, the process 
ing unit 110 writes/programs the data Dss-Ds into the first, 
the second, the third, and the fourth sectors of PHY page 2 
(which is the page subsequent to PHY Page 1), respectively. 
The processing unit 110 further records 2 in the second field 
of the global page address linking table shown in FIG.9A, in 
order to indicate that LOG Page 1 links to PHY Page 2. In 
addition, the processing unit 110 records 3 in the first field of 
the valid page count table (i.e. the processing unit 110 updates 
the first field thereof with 3), in order to indicate that PHY 
BLK 0 contains 3 valid pages (i.e. 3 pages of valid data). That 
is, the processing unit 110 increases the valid page count of 
PHY BLK 0. This is for illustrative purposes only, and is not 
meant to be a limitation of the present invention. In the situ 
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ation where the valid page count table is replaced by the 
invalid page count table mentioned above, the processing unit 
110 maintains the value of the invalid page count of PHY 
BLK 0. 

0077 FIGS. 10A-10F respectively illustrate exemplary 
versions of the valid page count table of this embodiment. 
Referring to the left half of FIG. 10A first, the ranking of a 
field of the valid page count table represents a physical block 
address, and the content of this field represents an associated 
Valid page count. For example, given that iPokandjerk are 
respectively the row number and the column number of the 
illustrative table location (i, j) of the valid page 
count table and ipsis 0, 1,..., etc. and jerk-0, 1,..., etc. 
in this embodiment, the illustrative table location (i.e., 
jeals) corresponding to the (i.ee, K*4+ipate)" field repre 
sents a physical block address (i.e4+). This is for 
illustrative purposes only, and is not meant to be a limitation 
of the present invention. Forbetter comprehension, the valid 
page count table can be illustrated as a single column, as 
shown in the right half of FIG. 10A. Given that it is still 
the row number and is 0, 1,..., etc., within this 1-D array 
illustration of the valid page count table, the illustrative table 
location its corresponding to the io" field represents a 
physical blockaddress (i). As a result of executing com 
mand C2 in this embodiment, the global page address linking 
table and the valid page count table are updated as shown in 
FIG.9A and 10A, respectively. 
0078. Subsequently, the host sends a command C3 to the 
memory apparatus 100 in order to write/update 4 sectors of 
data, Do-D", into corresponding host addresses 0000008 
00000011. Similarly, the processing unit 110 determines that 
the logical page addresses of the host addresses 0000008 
00000011 are all 2 (i.e. all of the host addresses 0000008 
0000011 belong to LOG Page 2, or comprise the logical page 
address 2), and the logical block addresses thereof are all 0 
(i.e. all of the host addresses 0000008-0000011 further 
belong to LOG BLK 0, or comprise the logical blockaddress 
0). In addition, the data D-D' should be stored in the first, 
the second, the third, and the fourth sectors of a page, respec 
tively. Since PHY Page 2 has been programmed, the process 
ing unit 110 writes/programs the data Ds-Ds into the first, 
the second, the third, and the fourth sectors of PHY page 3 
(which is the page subsequent to PHY Page 2), respectively. 
The processing unit 110 further records/updates 3 in the third 
field of the global page address linking table shown in FIG. 
9B, in order to indicate that LOG Page 2 links to PHY Page 3 
now. In addition, the processing unit 110 still records 3 in the 
first field of the valid page count table shown in FIG. 10B, in 
order to indicate that PHY BLK 0 still contains 3 valid pages. 
That is, the processing unit 110 maintains the value 3 of the 
valid page count of PHY BLK 0. This is for illustrative pur 
poses only, and is not meant to be a limitation of the present 
invention. In the situation where the valid page count table is 
replaced by the invalid page count table mentioned above, the 
processing unit 110 increases the invalid page count of PHY 
BLK 0. 

0079 Although 4 pages, PHY Pages 0-3, have been pro 
grammed in PHY BLK 0, only 3 physical pages, PHY Page 
1-3, contain valid data. Since data of LOG Page 2 has been 
updated, PHY Page 0 does not contain valid data and can be 
deemed as an invalid page containing invalid data. As a result 
of executing command C3, the global page address linking 
table and the valid page count table are updated as shown in 
FIG.9B and 10B, respectively. 
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0080. In this embodiment, referring to FIG.9C and 10C, 
assume that after several writing/programming operations are 
further performed, all pages of the PHY BLK 0 have been 
programmed, and the valid page count of the PHY BLK 0 is 
100. The host sends a command C4 to the memory apparatus 
100 in order to write/update 4 sectors of data, Do"-Ds", into 
corresponding host addresses 0000008-00000011. Similarly, 
the processing unit 110 determines that the logical page 
addresses of the host addresses 0000008-00000011 are all 2 
(i.e. all of the host addresses 0000008-0000011 belong to 
LOG Page 2, or comprise the logical page address 2), and the 
logical block addresses thereof are all 0 (i.e. all of the host 
addresses 0000008-0000011 further belong to LOG BLK 0, 
or comprise the logical blockaddress 0). In addition, the data 
Do"-D" should be stored in the first, the second, the third, 
and the fourth sectors of a page, respectively. Since all pages 
of the PHY BLK 0 have been programmed, the processing 
unit 110 writes/programs the data Do"-D" into the first, the 
second, the third, and the fourth sectors of PHY page 128 
(which is the page subsequent to PHY Page 127), respec 
tively. The processing unit 110 further records/updates 128 in 
the third field of the global page address linking table shown 
in FIG.9D, in order to indicate that LOG Page 2 links to PHY 
Page 128 now. Here, PHY Page 3 does not contain valid data 
and can be deemed as an invalid page containing invalid data. 
In addition, the processing unit 110 records 1 in the second 
field of the valid page count table to indicate that PHY BLK 
1 contains 1 valid page (i.e. 1 page of valid data), and records/ 
updates 99 in the first field of the valid page count table to 
indicate that PHY BLK 0 contains 99 valid pages (i.e. 99 
pages of valid data) now. That is, the processing unit 110 
decreases the valid page count of PHY BLK 0. This is for 
illustrative purposes only, and is not meant to be a limitation 
of the present invention. In the situation where the valid page 
count table is replaced by the invalid page count table men 
tioned above, the processing unit 110 increases the invalid 
page count of PHY BLK 0. 
I0081. As a result of executing command C4, the global 
page address linking table and the valid page count table are 
updated as shown in FIG. 9D and 10D, respectively. 
I0082 Next, the host sends a command C5 to the memory 
apparatus 100 in order to read 4 sectors of data corresponding 
host addresses 0000008-00000011. The processing unit 110 
parses the command C5 to execute the reading operation. The 
processing unit 110 transfers the host addresses 0000008 
0000011 into logical addresses. The processing unit 110 
divides the host address 0000008 by the number of sectors of 
a page, i.e. 4 in this embodiment, and obtains a quotient 2 and 
a remainder 0. The quotient 2 means that the logical page 
address thereof is 2, where the logical page indicated by the 
logical page address 2 is LOG Page 2. In addition, the remain 
der 0 means that the data Dso should have been stored in the 
first sector of a page. Similarly, the processing unit 110 deter 
mines that the logical page addresses of the host addresses 
0000009, 0000010, and 0000011 are all 2 (i.e. all of the host 
addresses 0000009, 0000010, and 0000011 belong to LOG 
Page 2, or comprise the logical page address 2), and the 
logical block addresses thereof are all 0 (i.e. all of the host 
addresses 0000009, 0000010, and 0000011 further belong to 
LOG BLK 0, or comprise the logical block address 0). In 
addition, the data corresponding to host addresses 0000008 
00000011 should have been stored in the first, the second, the 
third, and the fourth sectors of a page, respectively. The pro 
cessing unit 110 reads the third field of the global page 
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address linking table and obtains 128, which indicates that the 
data corresponding to LOG Page 2 is stored in PHY Page 128. 
The processing unit 110 reads PHY Page 128 to obtain data 
Do"-Ds", and sends these data to the host. 
0083. In this embodiment, assume that after a lot of writ 
ing/programming operations are further performed, all 
blocks of the data region (e.g. PHY BLKs 0-4093) have been 
fully programmed, and the spare region comprises PHY 
BLKs 4094 and 4095, where the valid page count table is 
illustrated in FIG.10E.Then, the host sends a command C6 to 
the memory apparatus 100 in order to write 4 sectors of data, 
Ds-Dss. The processing unit 110 pops a physical block 
from the spare region, such as PHY BLK 4094, for writing 
data Ds-Dss. In general, it is suggested to maintain a Suf 
ficient block count of the spare region. For example, the 
minimal block count should be always greater than Zero. In 
another example, the minimal block count should be greater 
than Zero for most of the time, where the minimal block count 
can temporarily reach Zero as long as the operations of the 
memory apparatus 100 will not behindered. 
0084 Assuming that maintaining a sufficient block count 
of the spare region is required in this embodiment, in a situ 
ation where the block count of the spare region is (or will be) 
less than a predetermined value (e.g. the predetermined value 
is 2), the processing unit 110 has to erase a physical block in 
the data region, in order to push this erased physical blockinto 
the spare region. The processing unit 110 searches the valid 
page count table and finds out that PHY BLK 2 has no valid 
data since the valid page count of PHY BLK 2 is 0. Since, 
PHY BLK2 having the least valid page count, the processing 
unit 110 erases the PHY BLK 2 and then pushes the erased 
PHY BLK 2 into the spare region. Thus, the spare region 
comprises PHY BLKs 2 and 4095 now. This is for illustrative 
purposes only, and is not meant to be a limitation of the 
present invention. According to a variation of this embodi 
ment, when the valid page count of PHY BLK 2 decreases to 
Zero, the processing unit 110 can erase PHY BLK 2 immedi 
ately. 
0085. According to this embodiment, assume that after 
several writing/programming operations are further per 
formed, all pages of the PHY BLK 4094 have been pro 
grammed, where the valid page count table is illustrated in 
FIG. 10F. Then, the host sends a command C7 to the memory 
apparatus 100 in order to write 4 sectors of data, Ds-Ds. 
The processing unit 110 pops a physical block from the spare 
region, such as PHY BLK 4095, for writing data Ds-Ds. 
I0086 Similarly, when it is detected that the block count of 
the spare region is (or will be) less than the predetermined 
value, the processing unit 110 has to erase at least a physical 
block in the data region in order to push the physical block(s) 
into the spare region. The processing unit 110 of this embodi 
ment searches the valid page count table shown in FIG. 10F 
and finds out that PHY BLK 0 has 40 pages of valid data and 
PHY BLK1 has 50 pages of valid data, where PHY BLKs 0 
and 1 have the least valid page counts among others. In this 
embodiment, the processing unit 110 moves the valid data of 
PHY BLKs 0 and 1 into PHY BLK 2, and updates the global 
page address liking table to reflect the movement of the valid 
data. In other words, the processing unit 110 reads the valid 
data in PHY BLKs 0 and 1, programs/writes the valid data 
into PHY BLK2, and links the logical page addresses of the 
valid data to the physical pages programmed/written with the 
valid data, correspondingly. After moving the valid data, the 
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processing unit 110 erases PHY BLKs 0 and 1, and pushes the 
erased PHY BLKs 0 and 1 into the spare region. 
0087. In this embodiment, when it is detected that the 
block count of the spare region is less than the predetermined 
value, the processing unit 110 typically searches the valid 
page count table to find one or more fully programmed blocks 
having the least valid page count(s), and erases the one or 
more fully programmed blocks in order to push the one or 
more blocks into the spare region. This is for illustrative 
purposes only, and is not meant to be a limitation of the 
present invention. According to a variation of this embodi 
ment, in a situation where the valid page count table is 
replaced by the invalid page count table mentioned above, the 
processing unit 110 can search the invalid page count table to 
find one or more fully programmed blocks having the most 
invalid page count(s), and erase the one or more fully pro 
grammed blocks of this variation in order to push the one or 
more blocks into the spare region. 
I0088 According to this embodiment, the processing unit 
110 has popped one more physical block from the spare 
region into the data region, such as PHY BLK 2, for merging 
PHY BLKs 0 and 1. This is for illustrative purposes only, and 
is not meant to be a limitation of the present invention. 
According to a variation of this embodiment, the processing 
unit 110 can merge the one or more fully programmed blocks 
having the least valid page count(s) into a partially pro 
grammed block as long as there are enough free pages in the 
partially programmed block, where the free pages represent 
the pages that have not been programmed since the latest 
erasure of the block comprising these valid pages. For 
example, the processing unit 110 can merge PHY BLKs 0 and 
1 into the partially programmed block, such as PHY BLK 
4095, as long as there are enough free pages in the partially 
programmed block for programming data Ds-Dso and the 
valid data of PHY BLKs 0 and 1. In another example, the 
processing unit 110 can merge PHY BLK 0 into the partially 
programmed block, such as PHY BLK 4095, as long as there 
are enough free pages in the partially programmed block for 
programming data Ds-Ds and the valid data of PHY BLK 
O 

I0089. In practice, the processing unit 110 can program/ 
write the data Ds-Ds into PHY BLK 4095, and can further 
move the valid data of PHY BLKS 0 and 1 into PHY BLK 
4095 as long as there are enough free pages in PHY BLK 
4095 for programming data Ds-Ds and the valid data. 
Certainly, the processing unit 110 of this variation updates the 
global page address liking table to reflect the movement of the 
valid data. Similarly, after moving the valid data, the process 
ing unit 110 erases PHY BLKs 0 and 1, and pushes the erased 
PHY BLKs 0 and 1 into the spare region. 
0090. In other variations of this embodiment, the process 
ing unit 110 can move valid data of N physical blocks into M 
physical blocks wherein N and Mare positive integers, and N 
is greater than M. Assume that there are K pages of valid data 
in total within the N physical blocks, where K is smaller than 
the number of free pages in total within the Mphysical blocks. 
The processing unit 110 can read the K pages of valid data 
from the N physical blocks, erase the N physical blocks, 
buffer the K pages of valid data into the volatile memory 120, 
and program/write the K pages of valid data into the M 
physical blocks. Please note that, in general, the N physical 
blocks and the M physical blocks may overlap (e.g. the N 
physical blocks and the Mphysical blocks both comprise at 
least a same physical block) or not overlap. In a situation 
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where the N physical blocks and the Mphysical blocks do not 
overlap (i.e. none of the N physical blocks belongs to the M 
physical blocks, and vice versa), the Kpages of valid data can 
be programmed/written into the M physical blocks without 
waiting for erasing the N physical blocks, and the processing 
unit 110 can generate (N-M) erased blocks eventually. Cer 
tainly, the processing unit 110 updates the global page 
address liking table to reflect the movement of the valid data. 
0.091 Please note that, in other variations of this embodi 
ment, the processing unit 110 can record the invalid page 
count of each physical block. For example, given that the page 
count of each physical block is 128, a specific physical block 
comprises 128 pages, within which 28 pages are invalid pages 
containing invalid data and 100 pages are valid pages con 
taining valid data. That is, the invalid page count and the valid 
page count of the specific physical block are 28 and 100, 
respectively. The processing unit 110 can build an invalid 
page count table of the flash chips 0-3, and erase a particular 
physical block according to the invalid page count table. In 
Some of the variations, when the processing unit 110 has to 
erase a physical block, the processing unit 110 can select a 
particular physical block having the most invalid pages 
according to the invalid page count table, and erase the par 
ticular physical block. In practice, before the particular physi 
cal is erased, the valid data contained therein have to be 
moved to other blocks. For efficiently moving the valid data, 
the processing unit 110 can record one or more positions of 
the valid data in the particular block. More particularly, the 
processing unit 110 can build a valid-page-position table for 
each block in order to indicate the position(s) of one or more 
valid pages containing valid data within the block. 
0092 FIG. 11 illustrates a valid-page-position table of the 
flash chips 0-3 according to an embodiment of the present 
invention. The arrangement of the illustrative table locations 
of valid-page-position table is similar to that of FIGS. 10B 
10F together with the right half of FIG. 10A, and therefore, is 
not explained in detail for simplicity. In this embodiment, 
each field of the valid-page-position table indicates whether 
any valid-page-position corresponding to an associated 
physical block exists. For example, each field of this embodi 
ment comprises 128 bits respectively corresponding to the 
pages of the associated physical block. 
0093. In particular, each field of the valid-page-position 
table indicates the valid-page-position(s) corresponding to 
the associated physical block. Each bit in a specific field 
indicates whether an associated page in the associated physi 
cal block is valid or invalid. For example, the first field of the 
valid-page-position table shown in FIG. 11 is recorded as 
“01011100101 ... 11111”, which indicates the valid-page 
position(s) within PHY BLK 0. 
0094 More specifically, the ranking of a specific bit in the 
specific field of the valid-page-position table shown in FIG. 
11 represents a page address offset (or a relative page posi 
tion) of an associated page within the associated physical 
block. For example, regarding the bits “01011100101 . . . 
11111 in the first field of the valid-page-position table shown 
in FIG. 11, the least significant bit (LSB) “1” indicates that the 
first page of the PHY BLK 0 (i.e. the PHY Page 0) is a valid 
page containing valid data, and the most significant bit (MSB) 
“0” indicates that the last page of the PHY BLK 0 (i.e. the 
PHY Page 127) is an invalid page containing invalid data, 
where other bits between LSB and MSB indicate the valid/ 
invalid state of the other physical pages of the associated 
physical block, respectively. Similar descriptions are not 
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repeated for the other fields of the valid-page-position table 
shown in FIG. 11. As a result, the processing unit 110 can 
move valid data contained in the valid pages quickly accord 
ing to the valid-page-position table. 
(0095. In this embodiment, the LSB in the specific field 
indicates whether the first page of the associated physical 
block is a valid page or an invalid page, and the MSB in the 
specific field indicates whether the last page of the associated 
physical block is a valid page or an invalid page. This is for 
illustrative purposes only, and is not meant to be a limitation 
of the present invention. According to a variation of this 
embodiment, the LSB in the specific field indicates whether 
the last page of the associated physical block is a valid page or 
an invalid page, and the MSB in the specific field indicates 
whether the first page of the associated physical block is a 
valid page or an invalid page. For example, regarding the bits 
“01011100101 . . . 11111 in the first field, the LSB “1” 
indicates that the last page of the PHY BLK 0 (i.e. the PHY 
Page 127) is a valid page containing valid data, and the most 
significant bit (MSB) “0” indicates that the first page of the 
PHY BLK 0 (i.e. the PHY Page 0) is an invalid page contain 
ing invalid data, where other bits between LSB and MSB 
indicate the valid/invalid state of the other physical pages of 
the associated physical block, respectively. 
0096. In this embodiment, a logical value “1” of the spe 
cific bit indicates that the associated page is a valid page, 
while a logical value “0” of the specific bit indicates that the 
associated page is an invalid page. This is for illustrative 
purposes only, and is not meant to be a limitation of the 
present invention. According to a variation of this embodi 
ment, the logical value “0” of the specific bit indicates that the 
associated page is a valid page, while the logical value “1” of 
the specific bit indicates that the associated page is an invalid 
page. 

0097. In addition, the valid-page-position table can be 
stored in the volatile memory 120. In this way, the valid-page 
position table can be updated easily during accessing the flash 
chips. This is for illustrative purposes only, and is not meant 
to be a limitation of the present invention. According to a 
variation of this embodiment, the valid-page-position table 
can be loaded from the volatile memory 120 and stored in one 
or more of the NV memory elements 140 0, 140 1,..., and 
140 N before shutting down the memory apparatus 100. 
More particularly, the valid-page-position table can be stored 
in one or more link blocks of the NV memory elements 
140 0, 140 1, ..., and 140 N. In this way, the valid-page 
position table can be preserved while the memory apparatus 
100 shuts down. While turning on the memory apparatus 100 
next time, the valid-page-position table can be easily obtained 
from the link block(s). 
0098. In another embodiment, during accessing the 
memory apparatus 100, the valid-page-position table and glo 
bal page address linking table can be loaded from the volatile 
memory 120 and stored in the NV memory elements from 
time to time. For example, the valid-page-position table and 
global page address linking table can be stored in every pre 
determined time period (e.g. 2 second) or in every predeter 
mined accessing operations (e.g. 100 times of writing). When 
the memory apparatus 100 is abnormally shutting down, the 
latest valid-page-position table and global page address link 
ing table are not loaded from the volatile memory 120 and 
stored in the NV memory elements. Then, the memory appa 
ratus 100 is turning on. For building the valid-page-position 
table, the processing unit 110 can search the blocks that have 



US 2012/0331267 A1 

been accessed after the latest updating of the valid-page 
position table and global page address linking table in the NV 
memory elements. The processing unit 110 searches logical 
page addresses stored in each page of these blocks to build 
and update the global page address linking table. After that, 
the valid-page-position table can be built according to the 
updated global page address linking table. 
0099. In contrast to the related art, the present invention 
method and apparatus can greatly save the time of building 
logical-to-physical page address linking table(s). Such as the 
global page address linking table. Therefore, the present 
invention provides better performance than the related art. 
0100. It is another advantage of the present invention that 
the present invention method and apparatus can record the 
usage information during accessing the pages, and therefore 
can efficiently manage the usage of all blocks according the 
usage information. As a result, the arrangement of the spare 
region and the data region can be optimized. 
0101. In addition, managing the flash memory on a basis 
of page brings lots of advantages. For example, the speed of 
random write is greatly improved, and the write amplification 
index can be greatly reduced. Without introducing side effects 
Such as those of the related art, managing the flash memory on 
a basis of page can be much simpler and more intuitional than 
managing the flash memory on a basis of block as long as the 
present invention is applied in real implementation. 
0102 Those skilled in the art will readily observe that 
numerous modifications and alterations of the device and 
method may be made while retaining the teachings of the 
invention. Accordingly, the above disclosure should be con 
strued as limited only by the metes and bounds of the 
appended claims. 
What is claimed is: 
1. A method for managing a memory apparatus, the 

memory apparatus comprising at least one non-volatile (NV) 
memory element, each of which comprises a plurality of 
blocks, the method comprising: 

receiving a first access command from a host; 
analyzing the first access command to obtain a first host 

address; 
linking the first host address to a physical block; 
receiving a second access command from the host; 
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analyzing the second access command to obtain a second 
host address; and 

linking the second host address to the physical block, 
wherein a difference value of the first host address and the 

second host address is greater than a number of pages of 
the physical block. 

2. The method of claim 1 further comprises: 
analyzing the first access command to obtain a first data; 
analyzing the second access command to obtain a second 

data; 
storing the first data into the physical block; and 
storing the second data into the physical block. 
3. The method of claim 1, wherein the first host address is 

linked to at least a first page of the physical block, and the 
second host address is linked to at least a second page of the 
physical block. 

4. A method for managing a memory apparatus, the 
memory apparatus comprising at least one non-volatile (NV) 
memory element, each of which comprises a plurality of 
blocks, the method comprising: 

receiving a first access command from a host; 
analyzing the first access command to obtain a first host 

address; 
linking the first host address to at least a page of a first 

physical block; 
receiving a second access command from the host; 
analyzing the second access command to obtain a second 

host address; and 
linking the second host address to at least a page of a 

second physical block that is different from the first 
physical block, 

wherein a difference value of the first host address and the 
second host address is Smaller than a number of pages of 
the physical block. 

5. The method of claim 4, further comprises: 
analyzing the first access command to obtain a first data; 
analyzing the second access command to obtain a second 

data; 
storing the first data into the first physical block; and 
storing the second data into the second physical block. 
6. The method of claim 5, wherein the first host address is 

linked to at least a first page of the first physical block, and the 
second host address is linked to at least a second page of the 
second physical block. 
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