Title: PEER-TO-PEER SYSTEM AND METHOD WITH IMPROVED UTILIZATION

Abstract: An architecture for a peer-to-peer network is disclosed which advantageously improves system utilization.
PEER-TO-PEER SYSTEM AND METHOD
WITH IMPROVED UTILIZATION

This Utility Patent Application is a Non-Provisional of and claims the benefit of United States Provisional Patent Application Serial No. 60/461,397 filed on April 9, 2003, the contents of which are incorporated by reference herein.

This application relates to United States Utility Patent Application, Serial No. TO-BE-ASSIGNED, entitled “PEER-TO-PEER SYSTEM AND METHOD WITH PREFIX-BASED DISTRIBUTED HASH TABLE,” filed on March 29, 2004, contemporaneously with this application and incorporated by reference in its entirety.

BACKGROUND OF THE INVENTION

[0001] The invention relates to distributed systems and, more particularly, to storage systems that utilize distributed hash tables.

[0002] Peer-to-peer (“P2P”) systems have become very popular and are a major source of traffic on the Internet today. Still, first generation file sharing systems, such as NAPSTER and GNUTELLA, have been shown to have significant scalability issues. Recently, a number of research groups have proposed a new generation of scalable P2P systems based on distributed hash tables (DHTs). See, e.g., I. Stoica et al., “CHORD: A Scalable Peer-to-Peer Lookup Service for Internet Applications,” in Proceedings of the 2001 ACM SIGCOMM ’01 Conference, pp. 149-60 (San Diego, California, August 2001); B.Y. Zhao, et al., “TAPESTRY: An Infrastructure for Fault-Tolerant Wide-Area Location and Routing,” Tech. Rep. UCB/CSD-01-1141, University of California at Berkeley, Computer Science Department 2001; A. Rowston and P. Druschel, “PASTRY: Scalable, Decentralized Object Location, and Routing for Large-Scale Peer-to-Peer Systems,” Lecture Notes in Computer Science, Vol. 2218, p. 329, 2001; S. Ratnasamy, et al., “A Scalable Content Addressable Network,” in Proc. of ACM
SIGCOMM, pp. 161-72 (San Diego, California, August 2001). In these systems, a hash key is associated with a file and each node in the system is responsible for storing a certain range of hash keys. A lookup for a particular key is routed through the DHT network to the node responsible for the key using a specific routing algorithm.

Storage utilization, typically measured by the ratio of used storage to physical capacity, is extremely important for commercial viability of applications such as archive repositories. The ad-hoc and dynamic nature of conventional P2P networks, unfortunately, have motivated existing DHT-based networks to keep only minimal state per node, resulting in long routing paths and systems with poor utilization. Such architectures are not as suitable for commercial P2P applications, where the resource sharing is long-term and resources are contributed in a well-defined manner with predefined local rules of engagement. Accordingly, there is a need for different type of peer-to-peer architecture that takes advantage of the nature of the stable dedicated resources to offer better utilization and performance than traditional P2P systems.

SUMMARY OF INVENTION

The present invention is directed to improving utilization in a peer-to-peer network. Each node in a peer-to-peer network is assigned a number of preferably fixed-size storage slots proportional to the node storage, a first portion of which is allocated to storage zones and a second portion of which is allocated as a free slot reserve. As more and more data is added to each storage zone, a storage zone can be split so that a portion of the data in the storage zone can be transferred to a free slot reserve slot which is converted into a new storage zone. In accordance with an embodiment of an aspect of the invention, such a split of a storage zone is delayed until the storage zone becomes full. The inventors refer to this technique as “lazy splitting.” When there are no more free slot reserve slots available at a node, a storage zone can be transferred to another node in the peer-to-peer network. It is advantageous to maintain a data structure at the previous node regarding the zone transfer while information takes time to propagate through the peer-to-peer network.

In accordance with an embodiment of another aspect of the invention, it is advantageous to allocate more storage slots at a node than its actual physical
capacity. The inventors refer to this technique as "oversubscription." Each node would have a number of actual slots which amount to its actual physical capacity and a number of "virtual slots", preferably \( N - 1 \) virtual slots for each \( N \) actual storage slots allocated at the node. If the actual physical capacity of a node is filled up, a storage zone on the node can be transferred to another node in the peer-to-peer network. The search for a new node in the peer-to-peer network can notably be a local search using a transfer set of node candidates.

[0006] In accordance with an embodiment of another aspect of the invention, each physical node is allocated at least one storage zone, even as a new node is added to the system. When a new node is added to the peer-to-peer network, a search is conducted for a node with at least two zones, one of which can be transferred to the new node. If none exists, then what the inventors refer to as an "eager split" occurs: one of the storage zones is split into two portions even before it reaches its full capacity, and one of the two portions is transferred to the new node. Zones can be split "eagerly" so that each physical node has at least one zone but no more than one eagerly split zone.

[0007] When the techniques of lazy splitting and oversubscription are used together, it can be shown that the theoretical guaranteed utilization can be \( U = (N - 1)/N \). Thus, a high guaranteed utilization can be achieved which not only holds for the system's entire lifetime as it grows, but is advantageously also achievable with only a bandwidth consumption. These and other advantages of the invention will be apparent to those of ordinary skill in the art by reference to the following detailed description and the accompanying drawings.

SUMMARY OF DRAWINGS

[0008] FIG. 1 is a diagram of a commercial peer-to-peer system, configured in accordance with an embodiment of an aspect of the invention.

[0009] FIG. 2 is an abstract diagram illustrating the arrangement of storage slots on an example physical node in the peer-to-peer system.
FIG. 3 is a flowchart of processing performed when a new physical
node is added to the peer-to-peer system, in accordance with an embodiment of an aspect
of the invention.

FIG. 4 is a flowchart of processing performed in accordance with an
embodiment that combines oversubscription and lazy splitting techniques.

FIG. 5 through FIG. 9 are charts illustrating utilization and transfer
rates in a simulation of a peer-to-peer system under various conditions.

DETAILED DESCRIPTION

FIG. 1 is a diagram of a commercial peer-to-peer system, configured
in accordance with an embodiment of an aspect of the invention. A plurality of physical
nodes, illustratively 110, 120, 130, 140, communicate with each other through an
underlying transport network 100. There is no restriction on the location or grouping of
the physical nodes 110, 120, 130, 140 with regards to the present invention. The physical
nodes can vary in actual storage space, processing power, and other resources. Each
physical node is responsible for the storage and retrieval of one or more objects. In
accordance with a preferred embodiment, each object is associated with a hash key of a
hash function. Any advantageous hashing function that maps objects to a hash key can
be utilized in the context of the present invention. One or more clients 150 can
communicate with a physical node and issue a request for a particular piece of data using
a hash key. The hashkeys, and accordingly, the objects, are grouped into what are
referred to as “zones.” Each zone is a subspace of the hashkey space which is hosted at a
particular slot in a particular physical node. It is assumed that keys of the objects to be
stored are uniformly distributed. For example, and without limitation, keys generated by
the SHA-1 function can be shown to generate such a distribution. See "Secure Hash
Standard," in FIPS Publication 180-1, National Institute of Standards and Technology,
April 1995.

It is assumed that the system provides for the periodic exchange of
messages, e.g., pings, between nodes in order to detect failures and propagate changes in
the network. For example, a ping cycle loop could be executed where ping messages are
exchanged with neighbors in a fixed interval defined by a system-wide constant. Based on the ping messages received, a node/zone could reconcile all received information with its local state and prepare outgoing pings for the next exchange phase.

[0015] The system using a given load balancing scheme is said to reach a "system full" state when there exists a key such that its insertion cannot be performed due to the lack of space. The "guaranteed utilization" is said to be $U$ if the system cannot be full if its utilization is below $U$.

[0016] A simple way to add a new node physical node to the system is to pick a random hashkey, determine the zone $F$ responsible for it and the physical node hosting it, split $F$ into two new zones, and transfer one of these new zones to the new physical node. This scheme, which the inventors refer to as the "base scheme," suffers from one problem: randomly choosing the zone to split gives rise to big inequalities in the areas of the generated zones (factors of $\log(n)$ are possible, where $n$ is the number of physical nodes in the system). When keys are distributed uniformly, some physical nodes will fill up when other physical nodes are only $1/\log(n)$ full, leading to poor overall system utilization.

[0017] An improvement to the base scheme is based on the idea of grouping randomly selected zones into sets, e.g., of some fixed cardinality $N$. A physical node is responsible for hosting the entire sets of zones, as opposed to only one zone. The physical nodes preferably arrange their storage capacity in what the inventors refer to as a number of "slots" whose number can be roughly proportional to the amount of storage available to the physical node. The slots are preferably of a fixed size, denoted $SlotSize$. This is depicted abstractly in FIG. 1. Thus, for example, a host with a 1TB capacity could be used to host five zones, each of which could grow to 200GB, giving a value of $N = 5$. $SlotSize$ is a system-wide constant representing the limit size to which a zone can grow before it fills the slot and it must be split. Because the likelihood that many of the bigger zones are grouped together is small, the ratio between the loads of the biggest set and that of the average set is advantageously significantly smaller than the ratio for individual zones. It is important to note that individual zones can still have big differences in load, and it is only for sets of zones that the differences are smaller. This
technique is referred to as "aggregation" which, when utilized in conjunction with other simple heuristics, can significantly increase the utilization.

[0018] In accordance with an embodiment of an aspect of the invention, it is advantageous to split a zone only when it becomes full or nearly full, a technique which the inventors refer to as "lazy splitting." Nodes that are added to the system before they are needed, i.e., before a split becomes necessary, constitute a "free slot reserve" from which slots are extracted and integrated into the distributed hash table when necessary, i.e., when zones are split. The lazy splitting technique reduces the imbalance in the network to two (i.e., the largest zone is at most twice as large as the smallest zone) provided the keys of the data to be stored are uniformly distributed. For a given number of keys, this technique uses the minimal number of zones possible, which also translates in to the minimum number of nodes. This technique alone can bring the guaranteed system utilization to 50%, since it is easy to see that when the system becomes full, the free physical node reserve must be empty and each node is at least 50% full. Unfortunately, this is also a tight bound, since a system with such utilization can be obtained (all nodes but one are half-full, and one node is full).

[0019] Aggregation allows both allocated and un-allocated slots on the same node, as depicted in FIG. 1. It is advantageous to enforce the condition that every node in the system hosts at least one zone (one allocated slot). The system then can rely on the distributed hash table-based mechanisms to take care of maintaining information about each nodes' network addresses and their status. There would be no need for extra messages to maintain the free slot reserve.

[0020] FIG. 3 is a flowchart of processing performed when a new physical node is added to system, in accordance with an embodiment of this aspect of the invention. At step 301, the new physical node is added to the network, and, at step 302, a "bootstrap" phase occurs in which the physical node locates the rest of the peer-to-peer network. For example and without limitation, this can be done by associating a domain name system name with a given distributed hash table network, as described in S. Ratnasamy et al., "A Scalable Content Addressable Network," in Proc. of ACM SIGCOMM, 2001, which is incorporated by reference herein. After locating the peer-to-
peer network the new physical node conducts a search for a physical node hosting multiple zones at step 303. This search need not be a global one. Only up to a fixed number of physical nodes need be contacted. If a node hosting at least two zones is found at step 304, then one such zone is transferred to the new physical node. This reestablishes the invariant that each node has at least one zone. If, however, only physical nodes with one zone are found, then one such zone is selected for what the inventors refer to as an “eager” split. At step 306, the zone is split, generating two children zones, and one of them is transferred to the new physical nodes. To limit the network imbalance, it is preferable to select the largest possible zone for the split in such a case.

[0021] The search for a physical node with multiple zones is performed in order to limit the number of zones in the network and, consequently, the imbalance between the zone sizes. It should be noted that the success or failure of the search does not affect the storage utilization. It can be shown that the worst-case minimal utilization does not change if the physical nodes are limited to no more than one eagerly split zone. It is advantageous to make sure that an eagerly split zone is not transferred to a physical node which already has such a zone. Having two eagerly split zones is clearly not necessary since the same zone can be eagerly split many times (each time one of the new zones is transferred to a new physical node). Once an eagerly split zone becomes full, it can revert to being a “normal” zone.

[0022] In accordance with an embodiment of another aspect of the invention, it is advantageous to allow each physical node to hold more slots than would actually fit given its capacity. In other words, the physical node “pretends” that it has more space than is actually available at the physical node. The inventors refer to this technique as “oversubscription.” It is observed that if the zones residing on a node are lightly loaded (as most of them are when the system has low utilization), there is enough storage on the node to host extra zones. Consequently, the above-mentioned aggregation technique can be advantageously modified as follows. In accordance with a preferred embodiment of the invention, each physical node is assigned a number of slots equal to \(2 \times N - 1\) slots, where \(N = C / \text{SlotSize}\) and \(C\) is the node’s capacity. This is illustrated by FIG. 2. The physical node in FIG. 2 has actual capacity of 300GB where the \(\text{SlotSize}\) is 100GB. Thus
the physical node 210 has three “real” slots and two “virtual” slots, each of which are partially filled.

[0023] Oversubscription advantageously allows the achievement of utilizations higher than 50%. When the techniques of lazy splitting and oversubscription are used together, it can be shown that the theoretical utilization can be \( U = (N - 1)/N \) where \( N \) is a system parameter. Practical values of \( N \) result in a guaranteed utilization of 80-85%. This guarantee not only holds for the system’s entire lifetime (as it grows), but is advantageously also achievable with only a modest increase in bandwidth consumption.

[0024] Although the oversubscription technique is described above in terms of identical physical nodes, the scheme can be readily extended to heterogeneous physical node. For example, each physical node can be assigned a number of slots equal to \( 2 \times N_{\text{node}} - 1 \), where \( N_{\text{node}} = \left\lfloor C_{\text{node}} / \text{SlotSize} \right\rfloor \). It can be shown that the guaranteed utilization for such a system is given by \( (\text{Average}N - 1) / \text{Average}N \) where \( \text{Average}N \) denotes the average (overall the nodes in the network) number of slots per node.

[0025] FIG. 4 is flowchart of processing performed in accordance with an embodiment that combines the oversubscription and lazy splitting techniques. At step 401, the node advertises more storage slots than actually reflected by its physical capacity, e.g., \( 2 \times N - 1 \) slots. At step 402, the node awaits the insertion of the next hashkey. At step 403, a hashkey is inserted into a zone hosted by the node, and the node proceeds to store the data block/object associated with the hashkey into the hosted zone. At step 404, a check is made of the size of the hosted zone. If the zone size has reached \( \text{SlotSize} \) (or within some system parameter of the \( \text{SlotSize} \)), then, in accordance with the lazy splitting technique, a zone split is initiated at step 405. The split operation comprises creating two “children” zones out of the parent zone. The exact nature of how the split is accomplished will depend on the particular hash function utilized. For example and without limitation, where the hashkeys are based on a fixed prefix, the prefixes of the two children can be readily derived form the parent prefix by appending zero and one respectively, as disclosed in co-pending commonly-assigned Utility Patent Application “PEER-TO-PEER SYSTEM AND METHOD FOR PREFIX-BASED
DISTRIBUTED HASH TABLE,” referenced above, which is incorporated by reference herein.

[0026] A zone on the physical node must be evicted when the storage on the physical node is exhausted or when the number of hosted zones becomes greater than the number of available slots. Because a physical node does not actually have as much storage as it advertises through its available slots, it becomes possible for it to become full before any of its zones becomes full. Thus, a zone transfer at step 408 is initiated when either the node has filled up at step 407 or when a zone does not have a free slot at step 406.

[0027] When a zone must be transferred, a suitable physical node must be found. It is advantageous to permit a physical node to become a new host for a zone F generally if it satisfies the following preconditions: (a) the candidate has at least one free slot; and (b) the free space after the move must be at least $\delta$ higher than the free space at the source before the move, where $\delta$ is equal to half the storage used by $F$. The second condition helps prevent thrashing. Since information about the new host of the zone is not propagated instantly to all nodes which may keep pointers to it, it is advantageous to leave a forwarding pointer on the old host, e.g., in a data structure called a “trace cache.” Since the new location would eventually be propagated through pings between nodes, the forwarding pointer can be discarded after the estimated propagation time.

[0028] Among the candidates satisfying the transfer preconditions, it would be preferable to choose the one with the highest amount of free space. The “best” candidate, however, would only be found by evaluating the transfer condition at each physical node in the system, i.e. using global knowledge. Since this is not preferable in a peer-to-peer system, it is advantageous to implement a local scheme which allows each physical node to have a set of candidate called by the inventors a “transfer set”, preferably of some limited cardinality. Thus, in FIG. 4, at step 409, a search is made for a candidate from the transfer set and, at step 410, the zone transferred. This set would contain not only the candidates’ network addresses, but also estimations of its free resources (e.g., slots and storage space) so that candidates can be ranked. This information about a node’s free resources can be sent with each outgoing message. Any
message could be used as the information carrier as the increase in the message length is minimal (probably one word only). For example, in addition to pings between nodes, write messages can be used because their number is proportional to the rate of growth (hence transfer) of the system. A physical node would keep information only about the last \( T \) distinct physical nodes, where \( T \) is the maximum cardinality of the transfer set. This not only bounds the space consumption at each physical node, but also allows the physical node to discard stale information.

[0029] FIG. 5 through FIG. 9 are charts illustrating utilization in a simulation of a peer-to-peer system under various conditions. The amount of traffic is measured by the transfer rate defined as the ratio of the total number of key transfers to the number of keys stored in the system. To assess the impact various utilization schemes have on the transfer rate, only write operations are generated. Every transfer of data, however, counts toward the total, including writes and zone moves. The number of transfers is cumulative in that it incorporates all the transfers that took place in the system since the start. While the order in which nodes or keys were added to the system does not influence the guaranteed utilization, it does have a big impact on the transfer rate. An extreme case is when all the necessary nodes are added to the system before any key is inserted. Since splits and transfers executed eagerly by empty zones do not move any data, the only data transfer is caused by subsequent write operations. For every key inserted into the system there is one transfer (or zero for the keys that are stored on the node issuing the write, but for a large enough system their number is negligible); thus, the lowest possible transfer rate is 100%. The other extreme is when nodes are only added when the system is full. This causes the system to shuffle around zones from nodes that filled up to nodes that have enough free space, until no such node can be found. With this scenario, an upper bound is measured of the transfer rate.

[0030] FIG. 5 shows the utilization and worst-case transfer rate as a function of the number of nodes in a system when each node has a storage space of four times \( \textit{SlotSize} \). The measurements are taken for two cases: with and without oversubscription. The oversubscription scheme increases the minimum utilization from 59% to 85%. Compared to the base case without oversubscription, the average transfer rate increases by about 12% from 1.75 to 1.95. On the other hand, the oversubscription does not have a
"bandwidth penalty" for read operations; thus, in a system with 80% reads and 20% writes, the increase in bandwidth consumption is about 2.4%. The sinusoidal shape of the utilization graph for the scheme without oversubscription can be explained as follows. The utilization is highest when all zones cover the same area, and the zones are close to full. As the zones split and get transferred to new physical nodes, the utilization starts dropping very fast (corresponding to a very slow increase in usable capacity). The minimum is reached when all zones but one have been split and are about half full except the bid zone which is full. This case may cause a "system full" condition as insertion of a next key going to the big zone requires a new physical node addition. The minimum utilization in such case is close to 50%. Increasing the number of zones per node leads to a larger fraction of node's storage being dedicated to various data structures needed to each zone. This problem is shared by a simple aggregation scheme.

[0031] Note that the measured utilization of a particular scheme varies with the number of nodes in the system. The guaranteed utilization for a given scheme, however, is given by \((N - 1)/N\) and thus it depends only on the number of slots, not the number of nodes. Based on this property of a guaranteed utilization independent of the system size, a credit-debit system can be run locally: after a given amount of storage is contributed locally, new data can be inserted there up to the size equal to the guaranteed utilization times the size of the contributed storage. With such organization in place, the actual utilization of the system is limited to the guaranteed utilization. The inventors refer to this scheme as oversubscription with threshold. It differs from the basic oversubscription in timing when the new storage is added—in this approach, the system is not allowed to achieve utilizations higher than the threshold. Its advantage is that it avoids paying the cost of additional bandwidth consumption used for achieving utilizations higher than the threshold.

[0032] FIG. 6 shows the transfer rate of a system with \(N = 4\) at various pre-set utilization thresholds. Note that since the utilization of the system with oversubscription is bounded by the graph shown in FIG. 5, the minimum utilization coincides with the threshold with the exception of the case "no threshold" which has a minimum of 85%.
FIG. 7 shows the transfer rate when \( N \) is varied (and consequently the number of slots given by \( 2^*N - 1 \)) for the same guaranteed utilization (80%). The results show that higher values of \( N \) generate lower traffic for the same utilization. The results suggest that the parameters of the system are chosen by first deciding what is the desired guaranteed utilization from the minimum value of \( N \) is derived based on the formula \( U = (N - 1)/N \). At the cost of more state per node, the \( N \) can be increased over that value in order to reduce bandwidth requirements.

FIG. 8 shows a comparison between the utilization and transfer rates of global and local schemes for searching for a transfer target using \( N = 4 \) and an 80% utilization threshold when the transfer set is limited to 100 elements. The local scheme has a somewhat higher transfer rate and occasionally lower utilization than the global scheme (although still above the \( (N - 1)/N \) limit).

FIG. 9 shows the impact of the node capacity on the behavior of the system. With \( N = 5 \) and a threshold of 80%, the capacity of the nodes is varied up to 1 million keys per node. As the number of keys per node is increased, the transfer rate increases slightly; but his effect is negligible when physical node capacity increases from 32,000 to 1 million keys. In general, after the number of keys per node (and consequently per zone) becomes big enough, there is little variation in zones' key densities, which makes such systems exhibit bery similar characteristics in terms of transfer rate.

It will be appreciated that those skilled in the art will be able to devise numerous arrangements and variations which, although not explicitly shown or described herein, embody the principles of the invention and are within their spirit and scope.
What is claimed is:

1. A method for improving utilization in a peer-to-peer network, the method comprising:
   allocating one or more storage slots at each node in the peer-to-peer network, a
   first portion of the storage slots allocated for storage zones and any remaining storage
   slots at each node allocated as a free slot reserve;
   inserting data into the storage zones; and
   when a storage zone reaches its full capacity,
   splitting the data in the storage zone into a first and second portion,
   allocating a free slot reserve storage slot as a new storage zone, and
   transferring the second portion of the data to the new storage zone.

2. The method of claim 1 wherein each node is allocated more storage slots than its
   actual physical capacity.

3. The method of claim 2 wherein each node is allocated $N - 1$ virtual slots for each $N$
   storage slots allocated.

4. The method of claim 2 wherein a storage zone at a node is transferred to another node
   in the peer-to-peer network if the data inserted into the storage zones at the node fills the
   actual physical capacity of the node.

5. The method of claim 4 where a local search for candidate nodes in a transfer set is
   conducted prior to transfer of the storage zone.

6. The method of claim 1 wherein the new storage zone is transferred to a free slot
   reserve on a different node when the storage zones hosted at the node exceeds the slots
   allocated at the node.
7. The method of claim 6 where a local search for candidate nodes in a transfer set is conducted prior to transfer of the new storage zone.

8. The method of claim 1 wherein the data is associated with hashkeys of a hash function and where each storage zone is responsible for a subset of all hashkeys.

9. The method of claim 7 wherein the hashkeys are uniformly distributed by the hash function.

10. The method of claim 1 wherein the storage slots are of a fixed-size.

11. A method for improving utilization in a peer-to-peer network, the method comprising:

   allocating one or more storage slots at each node in the peer-to-peer network, a first portion of the storage slots allocated for storage zones and any remaining storage slots at each node allocated as a free slot reserve; and

   when a new node is added to the peer-to-peer network, transferring at least one storage zone from another node in the peer-to-peer network to the new node so as to maintain at least one storage slot at each node in the peer-to-peer network.

12. The method of claim 11 wherein the storage zone at the another node is eagerly split into a first and second portion with the second portion transferred to the new storage zone at the new node.

13. The method of claim 12 wherein each node maintains no more than one eagerly split zone.

14. The method of claim 11 wherein the another node has two or more storage zones and one of these storage zones is transferred to the new node to become the new storage zone on the new node.
15. The method of claim 11 wherein a search is conducted among a local set of nodes in the peer-to-peer network for a storage zone to transfer to the new node.

16. A node for a peer-to-peer network, the node maintaining a number of slots for storage of objects in the peer-to-peer network where the number of slots exceeds the node's actual physical capacity.

17. The node of claim 16 where the number of slots maintained by the node is equal to $2 \times N - 1$ where $N$ is a number of slots that would fill the node's actual physical capacity.

18. The node of claim 16 where the objects stored in a slot at the node are transferred to another node in the peer-to-peer network if the objects inserted into the slots at the node fills the actual physical capacity of the node.

19. The node of claim 16 wherein the objects are associated with hashkeys of a hash function and where each node is responsible for a subset of all hashkeys.

20. The node of claim 16 wherein the slots are of a fixed-size.
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